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Abstract—The increasing penetration of photovoltaic (PV) generators has led to a reduction in the effectiveness of existing strategies for restoring the power distribution network. This paper proposes a dynamic robust restoration (DRR) framework for the recovery of outage power considering uncertain PV outputs and demands. This framework is presented in two subsequent steps. In the first step, optimal decisions regarding the network configurations are generated. The second step then computes the modified dynamic Distflow equations and constraints under consideration of the worst operating conditions over the associated uncertainty sets with the aim of maximizing the recovery of outage power. The DRR model is formulated as a bi-level mixed-integer linear programming problem. A decomposition algorithm in a master-sub structure is used to solve the resulting system. The results of case studies show that the proposed DRR model yields obvious advantages over the existing deterministic dynamic restoration model in terms of robustness against system uncertainties.
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I. INTRODUCTION

WITH the rapid development of the modern industry, the power distribution network is expected to yield much higher reliability and resilience to avoid the customer losses from widespread power outages or blackouts [1]–[5]. Effective fault restoration strategies are expected to play a major role in the self-healing of distribution networks. However, the increasing penetration of photovoltaic (PV) generators, which are volatile and intermittent, introduces new threats to the restoration process [6]–[8]. For instance, the restoration task is time-consuming, and the PV outputs and demands will fluctuate during this process. As for the uncertainty risks, using a conventional deterministic model may result in poor restoration performance, with some restoration strategies even leading to failures because security constraints are violated [9]. In this context, uncertainties bring significant challenges and issues to existing deterministic restoration models at the distribution level, and new solutions are required to ensure the immunity and reliability of restoration strategies.

Several studies have investigated the fault restoration considering the uncertainty of bus power injections. For example, [10]–[12] focus on the recovery of power outages considering system uncertainties, where uncertainty models of demand in the optimal restoration are characterized by fuzzy set theory and maximum membership functions. The fuzzy approach is extended in [13] to determine the optimal restoration scenario that provides a minimal total expected cost. This goal is achieved through the application of fuzzy logic for measuring and managing risk. However, these fuzzy set-based restoration models use a large number of prior fuzzy random variables, and determining these numbers is difficult and impracticable for power operators in most situations [14].

In [15], the authors describe a probabilistic approach based on the two-point estimate method to capture the uncertainty of loads in the optimal restoration model, and apply a novel clonal selection algorithm as the optimization tool. However, the uncertainty of distributed generators (DG) outputs is ignored. In [16], a Markov chain-based operation model is designed to describe the uncertainty of intermittent energy sources, and the load restoration problem is modeled as a chance-constrained stochastic program. A novel extended network for restoration optimization in a distribution network considering probability scenarios of DG outputs is presented in [17], and the specific restoration problem is integrated into a unified spanning-tree problem. A two-stage heuristic is developed to solve the presented load restoration problem. However, such Markov chain- and heuristics-based methodologies are difficult to apply to distribution networks in which the infrastructure and/or operating philosophies are different from those for which they were developed [18].

The authors in [19] present a decentralized multi-agent system (MAS) approach to solve the multi-objective restoration problem considering the uncertainty of DG outputs, where the uncertainty of power injections is forecast by generating scenarios using Monte Carlo simulations (MCS). Nevertheless, MAS-based approaches are network-infrastructure-dependent. In [20], the uncertainties of black-start resources are modeled by discretizing the probability distribution of the forecast errors, and a model predictive control-based optimization strategy for microgrid restoration is explored. A two-stage framework coordinating DG for service restoration is presented in [21]. This aims to enhance the resilience of distribution networks, with the forecast uncertainty of DG output described probabilistically. However, the restoration models presented in [20] and [21] have long runtimes when applied to dynamic and uncertain networks [22]. To make up for this deficiency, a novel risk-limiting load restoration problem has been introduced [23].
that enables an equivalent transformation of the nonlinear optimization into a mixed-integer linear programming (MILP) problem. Moreover, a Gaussian mixture model is used to describe the probability density functions (PDFs) of DG outputs. Nevertheless, PDF-based solutions for uncertain restoration problems may introduce probabilistic risks to the power system reliability [24].

The aforementioned deficiencies of fuzzy/probability set-based solutions are absent from robust restoration approaches, such as those presented in [9], [25], [26], which aim to satisfy all operational constraints during restoration if the bus power injections vary within bounded uncertainty sets. Two types of static robust restoration models based on information gap decision theory are described in [25] and [26]. These seek the optimal strategies for distribution networks, but use oversimplified descriptions of the uncertainty model. Thus, the authors of [9] present an extended description in which the uncertainty of the bus power injections is described by predefined uncertainty sets. However, the following two major shortcomings still exist: (1) The bounds of DG outputs are designed by human experience; for instance, the authors of [9] assume that the uncertainty sets of DG outputs are predefined as $[0.7 S_{DG}, 1.3 S_{DG}]$, where $S_{DG}$ is the nominal value of DG outputs. Obviously, the bounds ignore the prediction and modeling of DG outputs, and are potentially nonobjective and unrealistic. (2) Dynamic and three-phase unbalanced distribution networks yield more complicated and practical characteristics, which have been ignored in these robust restoration models.

In light of the above considerations, this paper describes a dynamic robust restoration (DRR) framework for unbalanced distribution networks. The main contributions of this paper are as follows.

1) A three-phase DRR model is proposed for a two-stage robust optimization problem, where the uncertainty of PV outputs and load demands are described as interval numbers. The robustness of the fault restoration strategies derived from the DRR can be guaranteed for all scenarios in the uncertainty sets with acceptable optimization performances. The performance of the DRR framework is validated using numerical tests.

2) In the framework, the interval model for PV outputs uses single-hidden layer feedforward networks (SLFNs) and particle swarm optimization (PSO) instead of human experience. The proposed nonparametric interval approach does not require complicated mathematical models, and yields high prediction accuracy and computational efficiency.

3) The original DRR problem is a mixed-integer quadratic constraint programming (MIQCP) model with a tri-level objective function. To facilitate the solution of the model, the dual-transformation and optimal equidistant piecewise-linear algorithms are introduced, resulting in an MILP problem with a bi-level function.

The remainder of this paper is organized as follows. Section II presents the proposed DRR framework, describing the interval modeling for PV outputs and introducing the mathematical formulation and solution approach of the proposed DRR model. Results of simulation experiments based on two test systems are presented in Section III. Conclusions and a discussion of the obtained results are given in Section IV.

II. PROPOSED DRR

After a widespread power outage or blackout in the distribution network, supply restoration aims to recover the power in un-faulted but out-of-service areas. A look-ahead framework of the proposed DRR is depicted in Fig. 1. Initially, distribution system operators (DSOs) identify the potentially affected power consumers and obtain the initial system conditions as original data inputs for the restoration process. The _Original Data_ mainly consist of raw data from day-ahead forecasts of load demands and DG outputs. Each PV is not considered as black-start generation during the restoration process. The _Quantization_ module performs interval modeling for the original data. In this paper, the interval modeling for PV outputs receives special attention. Several MILP constraints with bi-level functions can be incorporated into the _Column-and-Constraint Generation (C&CG)_-based _Optimization_, until the difference between the results of master and sub problems is sufficiently small. Finally, the optimality decisions are generated and provided to the DSO responsible for carrying out restoration actions.

In the following, details about obtaining the bounds of PV outputs are introduced in Subsection II-A, the formulation of the three-phase DRR model is discussed in Subsection II-B, and the solution approach is described Subsection II-C.

A. Interval Modeling for PV Outputs

In the most robust optimization of distribution networks [9], [25]–[27], the uncertainty modeling of PV outputs lies within bounds that are set according to human experience. However, the given bounds are subjective and may not objectively reflect the fluctuation range of PV outputs. To remedy this deficiency, the proposed DRR framework uses SLFNs and PSO to determine the upper and lower bounds of PV outputs. This approach yields reasonable bounds and be considered as a prerequisite for improving the effectiveness of the DRR solution.

As an alternative tool for quantifying the uncertainty associated with SLFN-based point forecasting, a nonparametric interval forecasting method (IFM) for the PV output bounds has been presented [8]. Nationally, the interval coverage probability (ICP) and interval average width (IAWP) are considered as necessary indices for evaluating the performance of the IFM. These are formulated as

$$\text{ICP} = \frac{1}{N_s} \sum_{j=1}^{N_s} \epsilon_j \times 100\% \rightarrow P_\epsilon (\tau_j \in [L_b(\tau_j), U_b(\tau_j)])$$  \hspace{1cm} (1)

$$\text{IAWP} = \frac{1}{N_s} \sum_{j=1}^{N_s} (U_b(\tau_j) - L_b(\tau_j))$$  \hspace{1cm} (2)
where \( \varepsilon_j \) is the coverage behavior of the IFM, \( P_a(\cdot) \) is the probability, and \( L_b(\cdot) \) are the lower and upper bounds of the forecasting results, respectively. In general, higher values of ICP and lower values of IAWP indicate more accurate and valuable interval forecasting results. Reducing the width of the forecasting intervals often results in a decrease in ICP \([28]–[30]\). As ICP and IAWP each assess only one aspect of the IFM, a combinational coverage width-based criterion (CWC) is used for simultaneously evaluating the performance of IFM from both perspectives:

\[
\text{CWC} = \text{IAWP}(1 + \gamma(\text{ICP})e^{-\vartheta(\text{ICP}-\mu)})
\]

(3) where \( \mu \) is the allowable value of the coverage probability and \( \vartheta \) is a parameter magnifying the difference between ICP and \( \mu \). The hyperparameters \( \vartheta \) and \( \mu \) control the location and magnitude of CWC. This criterion finds a trade-off between the informativeness (IAWP) and validity (ICP) of the IFM. In terms of optimization theories, CWC is considered a nonlinear and nondifferentiable problem, and a well-known PSO algorithm [31] is employed for its solution. Details of this IFM for PV outputs can be found in [8]. Reasonable bounds of the PV outputs, including the active power output \( \dot{P}_{PV} \) and the reactive power output \( \dot{Q}_{PV} \), are obtained for the DRR, replacing the uncertainty set designed by human experience.

B. Problem Formulation

1) Original MIQCP-based optimization problem

Essentially, a restoration strategy is an optimal combination of open and closed switches that achieves the objective within the operating constraints. Unlike existing deterministic dynamic restoration (DDR) models \([6], [32]\), the proposed DRR model characterizes DG outputs and load demands as affine numbers instead of deterministic predictive values. In the proposed DRR model, the interval numbers are converted into affine numbers (see Definition), which are less conservative for robust optimization (RO) than interval values \([24]\).

Definition An affine number \( \tilde{a} \) is a set of real numbers. Let \( \mathcal{AR} \) denote an affine number space. For an affine number \( \tilde{a} \in \mathcal{AR} \), there is

\[
\tilde{a} = \frac{1}{2}(a + \bar{a}) + \frac{1}{2}(a - \bar{a}) \cdot \varepsilon
\]

(4) where \( a \) and \( \bar{a} \) are the lower and upper limits of an interval variable \( [a, \bar{a}] \) and \( \varepsilon \) is the uncertain noise in the interval \([-1,1]\). The basic arithmetic operations \(+, -, \times, \div\) for affine numbers, as well as logic operations such as \( \cup \) and \( \cap \), are described in \([24]\).

In this context, the restoration problem is introduced as a two-stage RO model. The optimal restoration decisions are intended to maximize the recovery of outage power in the first stage, where the switching status represents the decision variables. In the second stage, the worst-case fluctuation scenarios of bus injections (those that jeopardize load active power recovery) are sought from the predefined uncertainty sets. Following verification of the worst-case fluctuation scenario, several optimal decisions are generated to restore as much outage load as possible, and then the final restoration strategy is determined. The proposed two-stage DRR model under consideration of the priority customers is formulated as

\[
\text{obj.} \quad \max \sum_{t=1}^{T} \sum_{i=1}^{n_{	ext{out}}} \left( P_{i,t} - P_{i,t}^{\text{act}} \right) + \min \sum_{t=1}^{T} \sum_{i=1}^{n_{	ext{out}}} \left( P_{i,t}^{\text{act}} - P_{i,t} \right) + \max \sum_{t=1}^{T} \sum_{i=1}^{n_{	ext{out}}} \left( P_{i,t} - P_{i,t}^{\text{act}} \right)
\]

(5) where \( T \) is the number of time periods, \( t \) is the index of time periods running from 1 to \( T \). \( \varphi \) is \( \{a, b, c\} \) is the phase. \( \alpha_{ik} \) is the binary status variable of branch \( ik \) (if branch \( ik \) is connected, \( \alpha_{ik} = 1 \), otherwise, \( \alpha_{ik} = 0 \)). \( \beta_{ik} \) is the binary variable (if bus \( k \) is the parent of bus \( i \), \( \beta_{ik} = 1 \), otherwise, \( \beta_{ik} = 0 \)), and \( \Omega \) is the set of feasible network topologies. Here, \( ik \) only represents branches with a sectionalizing switch and a tie switch. \( e_{ik}^{\text{act}} \) and \( e_{ik}^{\text{var}} \) are variables used for describing the uncertainty noise of load demands and PV outputs, respectively, and \( \Delta \) is the uncertainty set pertaining to the load demands and PV outputs. \( V_{\text{out}} \) is the set of buses in the faulted (outage) area. \( P_{i,t}^{\text{act}} \) is the active power demand at bus \( j \) during the restoration process. It is assumed that each load can be controlled by a controller that connects/disconnects the load to/from the network, and the recovery of the power outage can be regulated continuously. \( \zeta \) is the weighting factor of importance at bus \( j \). \( \Delta t \) is the time horizon of the \( t \)th time period.

During the optimization process, the following constraints should be accurately preserved:

- Modified dynamic Distflow constraint

\[
\dot{P}_{i,t} - \dot{P}_{i,t} \leq M_{ik} + 2(\dot{P}_{i,t} R_{ik}^t + Q_{ik}^{\text{act}} x_{ik}^t) - \frac{\left(\dot{P}_{i,t}^2 + (\dot{Q}_{i,t})^2\right)}{\left(\dot{V}_{i,t}^2\right)^2} [r_{ik}^2 + (x_{ik}^t)^2]
\]

(6) \( \dot{P}_{i,t} - \dot{P}_{i,t} \leq -M_{ik} + 2(\dot{P}_{i,t} R_{ik}^t + Q_{ik}^{\text{act}} x_{ik}^t) - \frac{\left(\dot{P}_{i,t}^2 + (\dot{Q}_{i,t})^2\right)}{\left(\dot{V}_{i,t}^2\right)^2} [r_{ik}^2 + (x_{ik}^t)^2]
\]

(7) \( M_{ik} = (1 - \alpha_{ik}^t) \cdot M \) for \( \{i, k\} \in \Phi_{\text{N}} \) \( p_{ik}^{\text{act}} \) and \( Q_{ik}^{\text{act}} \) are the active and reactive power flows of branch \( ik \), respectively, \( r_{ik}^t \) and \( x_{ik}^t \) are the known resistance and reactance values of branch \( ik \), respectively, \( v_{i,t}^t \) is the current flow of branch \( ik \), and \( v_{i,t}^t \) is the voltage magnitude at bus \( i \). Details of the original three-phase Distflow equations can be found in \([33]\). Here, a big-M method is employed to cancel the constraints in disconnected branches.

- Power balance constraint at buses

\[
\sum_{t \in m} \left[ \dot{P}_{i,t} = \dot{P}_{i,t} - \frac{\left(\dot{P}_{i,t}^2 + (\dot{Q}_{i,t})^2\right)}{\left(\dot{V}_{i,t}^2\right)^2} r_{ik}^t \right] = \sum_{m \in \mathcal{R}} \dot{P}_{i,k} + \dot{P}_{i,k}^0
\]

(9) \( \sum_{t \in m} \left[ \dot{Q}_{i,t} = \dot{Q}_{i,t} - \frac{\left(\dot{P}_{i,t}^2 + (\dot{Q}_{i,t})^2\right)}{\left(\dot{V}_{i,t}^2\right)^2} q_{ik}^t \right] = \sum_{m \in \mathcal{R}} \dot{Q}_{i,k} + \dot{Q}_{i,k}^0
\]

(10) \( \sum_{t \in m} \left[ \dot{p}_{ik}^t = \dot{p}_{ik}^t - \frac{\left(\dot{P}_{i,t}^2 + (\dot{Q}_{i,t})^2\right)}{\left(\dot{V}_{i,t}^2\right)^2} r_{ik}^t \right] = \sum_{m \in \mathcal{R}} \dot{Q}_{i,k} + \dot{Q}_{i,k}^0
\]

(11) \( \sum_{k \in \mathcal{K}} \sum_{t \in m} \left[ \dot{P}_{i,t} = \dot{P}_{i,t} - \dot{P}_{i,t} \right] \leq \Gamma_{G} \sqrt{N_{G}} \sum_{k \in \mathcal{K}} \sum_{t \in m} \left[ \dot{Q}_{i,t} = \dot{Q}_{i,t} - \dot{Q}_{i,t} \right] \leq \Gamma_{L} \sqrt{N_{L}}
\]

(12) where \( m \) is the set of start nodes in the lines that terminate at bus \( k \), \( n_k^t \) is the set of end buses in the lines that start at bus \( k \), \( \dot{p}_{ik}^t \) and \( \dot{q}_{ik}^t \) are active and reactive power injections described in affine form at bus \( k \), respectively, \( \dot{p}_{ik}^t \) and \( \dot{q}_{ik}^t \) are active and reactive power outputs of the PV described in affine form at bus \( k \), respectively, \( \dot{p}_{ik}^t \) and \( \dot{q}_{ik}^t \) are active and reactive power demands of the load described in affine form at bus \( k \), respectively, \( \Gamma_{G} \in [0,1] \) and \( \Gamma_{L} \in [0,1] \) are variables that
serve as a budget to control the uncertainty of DG outputs and load demands, respectively, and \( N_D \) and \( N_L \) are the numbers of PVs and loads, respectively. The two auxiliary constraints in (12) are derived from the uncertainty budget approach. These are employed to control the conservativeness of the proposed DRR model.

- Branch capacity constraint
\[
\alpha_{ik}^{\ell} P_{ik} \leq P_{ik}^{\ell} \leq \alpha_{ik}^{\ell} P_{ik}^\beta \tag{13}
\]

- Bus voltage security constraint
\[
V_{i}^\ell \leq V_{i}^\tau,i \leq \overline{V}_{i}^\ell \tag{15}
\]

- Radial operation constraint
\[
\beta_{ik} + \beta_{ki} = \alpha_{ik}^{\ell}, \quad i \in \Phi^N, \quad k \in \Phi^i \tag{16}
\]

where \( \Phi^N \) is the set of buses in the distribution network with size \( N \), \( \Phi^i \) is the set of buses connected to bus \( i \), \( \Phi^{N-1} \) is the set of buses without the slack bus, and \( \Phi^1 \) is the set of buses connected to the slack bus. Equations (16) and (17) ensure there are no loops in the network.

At this point, the DRR model is complicated and its solution is challenging because of the tri-level objective function and quadratic mixed-integer constraints. Fortunately, the inner maximization model of the objective function (5) can be replaced by its Karush–Kuhn–Tucker (KKT) conditions, which are necessary and sufficient conditions of optimality for a strictly linear program. Consequently, the original tri-level objective function can be converted into a “max-min” optimization by adding the dual problem constraints and their corresponding complementarity slackness conditions [34]. Details of the new objective function are given at the end of this subsection.

2) Linearization approach for quadratic terms

The nonlinear expression of the branch loss in the constraints, \( \left( P_{ik}^{\ell} \right)^2 + \left( Q_{ik}^{\ell} \right)^2 \), can be approximated by \( \left( P_{ik}^{\ell} \right)^2 + \left( Q_{ik}^{\ell} \right)^2 \), assuming that the bus voltage \( V_{i}^\ell \approx 1.0 \) pu [34]. Furthermore, \( P_{ik}^{\ell} \) and \( Q_{ik}^{\ell} \) can be accurately approximated into piecewise-linear terms using the optimal equidistant piecewise-linear algorithm [35]. In doing so, consider the function \( h(P_{ik}^{\ell}) = \left( P_{ik}^{\ell} \right)^2 \) and let the maximum linear approximation error be \( C \). As shown in Fig. 2, the \( (s + 1)^{th} \) linear segment, \( P_{ik,s+1}^{\ell} \), can be obtained by

\[
\begin{align*}
\text{Fig. 2. Schematic diagram of finding the minimum segment length, where the black line represents the function } h(P_{ik}^{\ell}), \text{ the red line represents the function } h'(P_{ik}^{\ell}) = h(P_{ik}^{\ell}) - C, \text{ the blue line represents the function } h''(P_{ik}^{\ell}) = h(P_{ik}^{\ell}) + C, \text{ and the green line represents the tangent of the function } h''(P_{ik}^{\ell}).
\end{align*}
\]

\[
\begin{align*}
\begin{align*}
\text{Fig. 3. Piecewise-linear approximation of the } (P_{ik,s}^{\ell})^2. \\
\end{align*}
\end{align*}
\]

where \( s \in \Phi^S, \Phi^S \) is the set of segments with size \( S \), \( P_{ik,s}^{\ell} \) is the point-cut (see Fig. 2), and \( h'(P_{ik,s}^{\ell}) \) is the first-order derivative of \( h(P_{ik,s}^{\ell}) \). Once \( P_{ik,s}^{\ell} \) (the starting point of the first segment) has been set, all \( P_{ik,s}^{\ell} \) can be obtained using (18)–(19). Subsequently, the minimum segment length, \( l = P_{ik,s+1}^{\ell} - P_{ik,s}^{\ell} \), is achieved. Consequently, the active power flow \( P_{ik}^{\ell} \) is divided into \( S \) equal-length segments. Further details of the basic optimal equidistant piecewise-linear algorithm can be found in [35].

The original quadratic term \( (P_{ik,s}^{\ell})^2 \) in the constraints can be rewritten as follows (see Fig. 3):

\[
(P_{ik,s}^{\ell})^2 = \sum_{s \in \Phi^S} P_{ik,s}^{\ell} Y_{ik,s}^{\ell} (P_{ik,s}^{\ell})^2 \tag{20}
\]

where \( \gamma_{ik,s}^{\ell} \) is the set of segments with size \( S \) and \( \gamma_{ik,s}^{\ell} \) is the slope of the \( s^{th} \) linear segment of \( P_{ik,s}^{\ell} \).

Similarly, \( Q_{ik,s}^{\ell} \) in the constraints can be rewritten as

\[
Q_{ik,s}^{\ell} = \sum_{s \in \Phi^S} \gamma_{ik,s}^{\ell} Q_{ik,s}^{\ell} \tag{21}
\]

As both \( P_{ik,s}^{\ell} \) and \( Q_{ik,s}^{\ell} \) are nonnegative, several nonnegative variables \( P_{ik,s}^{\ell,+}, P_{ik,s}^{\ell,-}, Q_{ik,s}^{\ell,+}, Q_{ik,s}^{\ell,-} \) and \( Q_{ik,s}^{\ell,-} \) are introduced to account for the reverse negative power flows. Consequently, the following constraints of (20) and (21) are derived:

\[
P_{ik}^{\ell} = P_{ik,s}^{\ell,+} + P_{ik,s}^{\ell,-}, P_{ik,s}^{\ell,+} \geq 0, P_{ik,s}^{\ell,-} \geq 0 \tag{22}
\]

\[
|P_{ik,s}^{\ell}| \leq P_{ik,s}^{\ell,+} + P_{ik,s}^{\ell,-} \leq \sum_{s \in \Phi^S} \gamma_{ik,s}^{\ell} P_{ik,s}^{\ell} \geq 0 \tag{23}
\]

\[
Q_{ik,s}^{\ell} = Q_{ik,s}^{\ell,+} - Q_{ik,s}^{\ell,-}, Q_{ik,s}^{\ell,+} \geq 0, Q_{ik,s}^{\ell,-} \geq 0 \tag{24}
\]
\[ Q_{ik}^{\phi,t} = Q_{ik}^{\phi,t} + Q_{ik}^{\phi,t} = \sum_{s} Q_{ik}^{\phi,t}, \quad 0 \leq Q_{ik}^{\phi,t} \leq \bar{Q}_{ik}^{\phi,t} \]  

where \(\bar{P}_{ik,t}\) and \(\bar{Q}_{ik,t}\) denote the upper limits of \(P_{ik,t}\) and \(Q_{ik,t}\).

Hence, (6)–(7) and (9)–(10) can be rewritten as follows, where \(R = \begin{bmatrix} r_{ik}^{\phi,t} \\ x_{ik}^{\phi,t} \end{bmatrix}^2 \):  
\[
\begin{align*}
\nu_{ik}^{\phi,t} - \bar{Q}_{ik,t} & \leq M_k + 2(\bar{P}_{ik,t} r_{ik}^{\phi,t} + Q_{ik,t} x_{ik}^{\phi,t}) - \nu_{ik}^{\phi,t} - (\sum_{s} \rho_{is}^{\phi,t} + \sum_{s} \nu_{is}^{\phi,t} Q_{is}^{\phi,t}) \quad \text{(26)} \\
- \nu_{ik}^{\phi,t} - \bar{P}_{ik,t} & \geq M_k + 2(\bar{Q}_{ik,t} r_{ik}^{\phi,t} + P_{ik,t} x_{ik}^{\phi,t}) - \nu_{ik}^{\phi,t} - (\sum_{s} \rho_{is}^{\phi,t} + \sum_{s} \nu_{is}^{\phi,t} Q_{is}^{\phi,t}) \quad \text{(27)}
\end{align*}
\]

\[ \sum_{i} \nu_{ik}^{\phi,t} = 1 \]  

\[ \sum_{i} \nu_{ik}^{\phi,t} = 0 \]  

3) Resulting MILP-based optimization problem

At this point, the original tri-level MIQCP-based optimization problem of the proposed DRR model can be reformulated as the following bi-level one by adding its KKT conditions:

\[
\begin{align*}
\text{obj.} & \quad \max \min \sum_{t=1}^{T} \sum_{\xi \in \Xi^{\text{out}}} \left( P_{ij}^{\phi,t} + \sum_{\xi \in \Xi^{\text{out}}} \lambda_{ij,t} \xi \right) \Delta t_{ij} \quad \text{(30)} \\
\text{subject to} & \quad \left( \text{Constraints (8), (11) – (17), (22) – (29)} \right) \quad \text{(31)} \\
& \quad \sum_{t} \sum_{i} \sum_{\xi} \nu_{ij,t}^{\phi,t} = 1 \quad \text{(32)} \\
& \quad \sum_{t} \sum_{i} \sum_{\xi} \lambda_{ij,t}^{\phi,t} = 0 \quad \text{(33)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{Q}_{ij,t} - 2(\bar{P}_{ij,t} r_{ij}^{\phi,t} + \bar{Q}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(34)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{P}_{ij,t} - 2(\bar{Q}_{ij,t} r_{ij}^{\phi,t} + \bar{P}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(35)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{Q}_{ij,t} - 2(\bar{P}_{ij,t} r_{ij}^{\phi,t} + \bar{Q}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(36)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{P}_{ij,t} - 2(\bar{Q}_{ij,t} r_{ij}^{\phi,t} + \bar{P}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(37)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{Q}_{ij,t} - 2(\bar{P}_{ij,t} r_{ij}^{\phi,t} + \bar{Q}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(38)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{Q}_{ij,t} - 2(\bar{P}_{ij,t} r_{ij}^{\phi,t} + \bar{Q}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(39)} \\
& \quad \nu_{ij,t}^{\phi,t} - \nu_{ij,t}^{\phi,t} - \bar{Q}_{ij,t} - 2(\bar{P}_{ij,t} r_{ij}^{\phi,t} + \bar{Q}_{ij,t} x_{ij}^{\phi,t}) = 0 \quad \text{(40)} \\
\end{align*}
\]

where \(\nu_{ij,t}^{\phi,t}, \lambda_{ij,t}^{\phi,t}, \nu_{ij,t}^{\phi,t}, \nu_{ij,t}^{\phi,t}\), and \(\nu_{ij,t}^{\phi,t}, \lambda_{ij,t}^{\phi,t}, \lambda_{ij,t}^{\phi,t}\) are dual variables associated with the modified dynamic Distflow constraint. \(\nu_{ij,t}^{\phi,t}, \lambda_{ij,t}^{\phi,t}, \nu_{ij,t}^{\phi,t}\), and \(\lambda_{ij,t}^{\phi,t}\) are dual variables associated with the branch capacity constraint. \(\nu_{ij,t}^{\phi,t}\) and \(\nu_{ij,t}^{\phi,t}\) are dual variables associated with the bus voltage security constraint. Constraints (36)–(40) are the complementarity slackness conditions.

C. Problem Solution Strategy

The proposed DRR model is cast as a two-stage RO problem, which can be solved using the C&CG algorithm [9, 24]. The C&CG algorithm is implemented in a master-sub form. The inner C&CG is used for solving the sub problem, whereby the worst-case fluctuation scenarios of bus injections are sought for a given first-stage decision variable (the switching status) that provides an upper bound. Several new variables and constraints are added to the outer C&CG algorithm to solve the master problem, with the objective of obtaining a lower bound. The sub and master problems are solved iteratively until the interval between the upper and lower bounds is less than a preset convergence tolerance.

The master-sub iterative process for solving the proposed DRR problem is described in the Algorithm. The optimization problems involved in both inner and outer C&CG algorithms are MILP models, which can be efficiently handled using off-the-shelf commercial solvers.

III. CASE STUDIES AND RESULTS

The proposed DRR approach is formulated in the MATLAB environment, with the GUROBI package employed for MILP computations. This section presents the results and comparisons of numerical simulation tests performed on a personal computer with an Intel(R) Core(TM) i5-2400 CPU @ 3.10 GHz and 4 GB main memory.
Fig. 4. One-line of the modified IEEE 13-bus network.

Fig. 5. Daily interval profiles of load power demands (phase C) at bus 11.

Fig. 6. Daily interval profiles of PV outputs obtained by two methods: (a) results obtained by the proposed method, (b) results obtained by the existing method.

A. Small Test System: Modified IEEE 13-Bus Network

In this test, the modified IEEE 13-bus network is used to illustrate the effectiveness of the proposed DRR framework. This network operates at a nominal voltage of 4.16 kV, and the minimum and maximum bus voltage magnitudes are 0.95 pu and 1.05 pu. As the original IEEE 13-bus network [36] does not include PV, it is modified through the addition of two single PV generators with an installed capacity of 515.8 kW. The PV generation is assumed to be controlled in the PQ-strategy, and the power factor is set to 0.85. Loads are categorized as industrial (i.e., bus 2 and bus 7), commercial (i.e., bus 4, bus 8, and bus 9), and residential (the remaining buses). The total load demands are 1158+j606 kVA in phase A, 973+j627 kVA in phase B, and 1137+j753 kVA in phase C. This network has six sectionalizing switches (normally closed) and two tie switches (normally open). Its layout is illustrated in Fig. 4. Detailed information (e.g., type, parameters, and capacity limits) of each branch and the locations of all switches can be found in [5]. Moreover, the allowed convergence tolerance of the C&CG algorithm is set to \(10^{-5}\).

In the worst-case fluctuation scenario, the uncertainty sets of load demands and PV outputs are constructed as follows.

1) The nominal daily load profiles are generated in the IEEE-RTS. In each hour, the three-phase load fluctuations at each bus are assumed to deviate by up to 30% from their nominal values, that is, \([\bar{P}_L, \tilde{P}_L] = [0.7P_L, 1.3P_L], [\bar{Q}_L, \tilde{Q}_L] = [0.7Q_L, 1.3Q_L]\), where \(P_L\) and \(Q_L\) denote the nominal active and reactive values of each load, respectively. For instance, the partial curve of load fluctuation (active power demand on phase C) at bus 11 is illustrated in Fig. 5.

2) The historical statistical output of one PV generator and its meteorological information [37] are selected as the IFM inputs introduced in Subsection II-B. The dataset from a summer month (July 2013) consists of data recorded at 15-min intervals each day (from 06:30 to 19:00). The historical statistics of the PV outputs and corresponding meteorological data of the first 30 days are used as training data. The forecasting bounds of PV outputs for the last day of the month are then obtained using the corresponding meteorological data. The parameters used in the SLFNs training and PSO process are given in [8]. Note that different weather conditions can lead to different uncertainty patterns of PV outputs, thus affecting the decision-making strategies of the DRR models. Qualitatively, larger interval widths for the inputs will produce more conservative robust results [8]. For the sake of convenience, it is assumed that all network buses in the following two cases are subject to the same weather conditions, which means all eight PV generators have the same uncertainty patterns. To show the performance of the IFM proposed in this paper, an existing PDF-based interval prediction method [29] is selected to obtain the daily forecasted bounds of PV outputs using the same datasets. Fig. 6 displays the daily forecasted bounds and true values of PV outputs on July 31, 2013, and the evaluation results of each daily forecasting interval obtained by the two methods are listed in Table I. From these comparisons, it is apparent that the bounds forecast by the proposed method cover a greater percentage of the actual values of PV outputs (a higher value of ICP) and have a higher CWC value than those given by the existing method. The proposed method is also faster than the existing method in obtaining the daily forecasting intervals of PV outputs. This is because the existing PDF-based interval prediction method requires numerous MCS to produce forecasts, which increases its time complexity. Therefore, the proposed IFM yields more accurate bounds and faster computational performance, and should thus be considered as a credible data source for the industrial application of the proposed DRR.

The affine forms of each load demand and PV output can then be obtained using the daily interval power profiles. The initial budget values of load demands \(\Gamma_L\) and PV outputs \(\Gamma_G\) are set to 1. In the case of a three-phase fault occurring in branch 4–9 from 13:00–15:00 (i.e., \(T = 2\) and \(\Delta t_L = 1\)), a power outage will occur after isolating the fault. In this context, service
restoration is conducted using the proposed DRR model and the DDR model [32]. The load demands and PV outputs are nominal in the dynamic deterministic restoration (DDR) model. Consider the nominal active and reactive power outputs of each PV to be \( P_{PV} = \frac{1}{2} (P_{PV} + P_{PV}^\prime) \) and \( Q_{PV} = \frac{1}{2} (Q_{PV} + Q_{PV}^\prime) \), respectively. The simulation results and comparisons between these two models are now presented.

Table II compares the recovery of outage power under the unfluctuating and worst-case fluctuation scenarios. Here, the worst-case fluctuation scenario for the DDR model refers to the case in which the load demands and PV outputs in each hour remain at their upper bound values during each restoration period. Note that the difference between the optimal topologies and power recoveries are generated using these two restoration models. In the case of the unfluctuating condition, the power recovery of the proposed DRR model in each restoration period is slightly lower than that of the conventional DDR model, because DRR reduces the optimality slightly to immunize the system against any undesired uncertainties of bus power injections. However, under the worst-case fluctuation scenario, the DRR strategies in each restoration period are outperformed by the DDR model, which can recover much higher power outages.

Using the uncertainty budget given in (12), \( \Gamma_G \) and \( \Gamma_L \) can be tuned to adjust the conservativeness of DRR. Under the worst-case fluctuation scenario in the overall uncertainty sets, DRR attempts restoration with varying budget values. During the first restoration period, datasets of \( \Gamma_G \) and \( \Gamma_L \) are created to evaluate the impact of the uncertainty budget. The restoration results of those three cases are summarized in Table III. From Table III, it is clear that, under the same worst-case scenarios, the power restored by DRR increases as the budget values \( \Gamma_G \) and \( \Gamma_L \) increase. This is consistent with the intuitive result that a larger budget should yield a more robust strategy. However, the larger budget values could also introduce more conservatism into the restoration results. In reality, a trade-off between the robustness and conservativeness of the proposed DRR model can be reached by changing the budget values of the uncertain power injections.

B. Large Test System: Modified IEEE 123-Bus Network

This test considers the large-scale modified IEEE 123-bus network to illustrate the effectiveness of the proposed DRR framework. The one-line diagram of the network is shown in Fig. 7. Six single-phase PV generators with an installed capacity of 515.8 kW are added to the original IEEE 123-bus system. All PV generations are assumed to be controlled using a PQ-strategy, and the power factor is set to 0.85. This test system operates at a nominal voltage of 4.16 kV, the total loads are 1420 \(+j775\) kVA in phase A, 915 \(+j515\) kVA in phase B, and 1155 \(+j635\) kVA in phase C. Loads are categorized as industrial, commercial, and residential (see Table IV). This system has 46 sectionalizing switches and five tie switches (see Fig. 7). Detailed information (e.g., type, parameters, and capacity limits) about each branch and the locations of all switches can be found in [7] and [36]. Moreover, the uncertainty sets of load demands and PV outputs in the worst-case fluctuation scenario, the minimum/maximum bus voltage magnitude, and other simulation parameters (e.g., the convergence tolerance of the C&CG algorithm) are the same as for the modified IEEE 13-bus network.

In the case of a three-phase fault occurring in branch 45–120 from 16:00 to 20:00 (i.e., \( T = 4 \) and \( \Delta t_f = 1 \)), a power outage will occur after isolating the fault. In this context, the service restoration is conducted using the proposed DRR model and the DDR model. In the following, the initial values of \( \Gamma_L \) and \( \Gamma_G \) are set to 1.
Table V compares the recovery of outage power under the unfluctuating and worst-case fluctuation scenarios. Here, the worst-case fluctuation scenario for the DDR model also refers to the case in which the load demands and PV outputs in each hour remain at their upper bounds during each restoration period. Note that the optimal topology and power recovery are different using these two restoration models. In the case of the unfluctuating condition, the power recovery of the proposed DRR model in each restoration period is slightly lower than that of the conventional DDR model, because the DRR model tries to reduce the optimality slightly to immunize the system against any undesired uncertainties in the bus power injections. However, under the worst-case fluctuation scenario, the DRR strategies in each restoration period are outperformed by the DDR model, which can recover much higher power outages. This is because the excepted load demands (e.g., from bus 45 to bus 51) are rather heavy, and a sharp voltage drop occurs among these buses and downstream. Thus, several heavy loads must be disconnected if the strategies derived from the DDR model are employed in worst-case scenarios. Under the proposed DRR strategy, branch 45–47 is disconnected and the heavy loads are transferred to another major branch, which avoids the voltage violation.

The following two cases are studied to further validate the advantages of the proposed DRR considering the uncertainty sets of the bus power injections. It is assumed that the uncertainties only vary for the load power demands, and that the uncertainty sets of the PV outputs are the same as those in Subsection III-A.

**Case 1 (moderate fluctuation):** The interval power demands at each bus in each restoration period are set to $[P_L, \bar{P}_L] = [0.9P_L, 1.1P_L]$, $[Q_L, \bar{Q}_L] = [0.9Q_L, 1.1Q_L]$.

**Case 2 (extreme fluctuation):** The interval power demands at each bus in each restoration period are set to $[P_L, \bar{P}_L] = [1.2P_L, 1.3P_L]$, $[Q_L, \bar{Q}_L] = [1.2Q_L, 1.3Q_L]$.

MCS is applied to compare the restoration performances of the two models. In each case study, up to 1000 deterministic scenarios (derived from the predefined affine sets) of load demands and PV outputs are generated independently and randomly for restoration. Fig. 8 illustrates the restoration results of the two models under the different fluctuation cases. Because of space limitations, only the restoration results in the third time period (from 18:00–19:00) are illustrated. Similar results are obtained in the other time periods.

The variability of load demands clearly affects the solution outcomes of the two models. As the deviation values increase, the restored power of both models decreases and their difference increases accordingly. For instance, the average power restored by DDR and DRR in Case 1 is 1391.97 kW and 1389.56 kW, respectively, whereas in Case 2, the corresponding values are 1331.63 kW and 1343.85 kW, respectively. Nevertheless, the proposed DRR model typically outperforms the DDR model in both cases in terms of handling randomness, especially in the extreme case. This is attributed to the fact that the robust method is less sensitive to uncertainty, and can recover more power outage under highly variable bus power injections.

Finally, the computational burden of the two restoration models is compared. Table VI summarizes the CPU time required to restore power outages in the small-scale/large-scale test systems. The robust DRR model requires more time in total to complete the restoration process than the deterministic model, because the C&CG algorithm in each robust model
The error profiles of power flows (shown in stacked form) in the first time period for (a) active and (b) reactive power flows.

### Discussion of the Linear Approximation

In Subsection II-B, an optimal equidistant piecewise-linear algorithm was introduced to convert the original MIQCP model of the restoration into an MILP problem. In the two case studies discussed above, the maximum linear approximation error of each phase of the active and reactive power flows at each time period is predefined as \( C = 0.001 \) (p.u.), and then 112 equal-length segments are generated. At this point, the accuracy of the linear approximation approach is of interest. The following absolute error formulations of active and reactive power flows are considered:

\[
\text{error}_P = \begin{cases} 
|p^{\phi,t}_{ik,A} - p^{\phi,t}_{ik,+} - p^{\phi,t}_{ik,-}| \\
|p^{\phi,t}_{ik,A} - p^{\phi,t}_{ik,+} - p^{\phi,t}_{ik,-}|
\end{cases}
\]

\[
\text{error}_Q = \begin{cases} 
|q^{\phi,t}_{ik,A} - q^{\phi,t}_{ik,+} - q^{\phi,t}_{ik,-}| \\
|q^{\phi,t}_{ik,A} - q^{\phi,t}_{ik,+} - q^{\phi,t}_{ik,-}|
\end{cases}
\]

where \( p^{\phi,t}_{ik,A} \) and \( q^{\phi,t}_{ik,A} \) are the true values of the active and reactive power flows, respectively.

The error profiles of active and reactive power flows are illustrated in Fig. 9. The simulation results from other time periods give similar results. The deviations in the linear models are small enough to be negligible. In this context, it can be concluded that the optimal equidistant piecewise-linear algorithm in the proposed DRR model is accurate.

### IV. Conclusions

This paper has presented a DRR framework for restoring power outages considering uncertainty scenarios in unbalanced distribution networks. To improve the performance of DRR, reasonable interval modeling schemes of DG outputs have been presented. Next, owing to the dual-transformation and optimal equidistant piecewise-linear algorithms, the formulation was converted to an MILP problem with a bi-level function, and solutions were obtained using the C&CG algorithm. The results of numerical experiments have validated the superiority of the proposed DRR model in comparison with a deterministic model for restoration performance under fluctuating DG outputs and time-varying load demands. This is useful in providing insights into self-healing systems for the uncertainties of power distribution networks. In future work, aspects such as the black-start ability of DG, the restoration of isolated micro-grids, and the DRR model for weakly meshed distribution networks could prove to be of value.
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