Coordination of Electricity, Heat, and Natural Gas Systems Accounting for Network Flexibility
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Abstract—Existing energy networks can foster the integration of uncertain and variable renewable energy sources by providing additional operational flexibility. In this direction, we propose a combined power, heat, and natural gas dispatch model to reveal the maximum potential “network flexibility”, corresponding to the ability of natural gas and district heating pipelines to store energy. To account for both energy transport and linepack in the pipelines in a computational efficient manner, we explore convex quadratic relaxations of the nonconvex flow dynamics of gas and heat. The resulting model is a mixed-integer second-order cone program. An ex-post analysis ensures feasibility of the heat dispatch, while keeping the relaxation of the gas flow order cone program. An ex-post analysis ensures feasibility of the heat dispatch, while keeping the relaxation of the gas flow dynamics, while accounting for the linepack.

Index Terms—Combined power-heat-gas dispatch, Convex relaxation, Ex-post feasibility analysis, Multi-energy systems, Second-order cone program.

I. INTRODUCTION

Operational flexibility is required to deal with the uncertainty and variability of growing renewable power generation. Flexibility for power systems is often provided by units interfacing other energy sectors, e.g., gas-fired units, combined heat and power (CHP) plants, and heat pumps. These units link the power system with the natural gas and district heating systems, both physically and economically. The gas-fired units usually provide flexibility thanks to their fast-start and ramping capabilities [1]. Similarly, the CHP units can provide flexibility [2], especially extraction CHPs, as they are able to vary their heat to power ratio. Besides, the heat pumps producing heat from electricity can act as power demand side flexibility. The key point is that a strong coordination between power, heat, and natural gas systems is needed to efficiently utilize those existing sources of flexibility. Unlike the power system, in which supply and demand have to be matched instantaneously, there is potential to use the district heating and natural gas networks as energy storage.

The district heating and natural gas networks have the ability to store energy in pipelines in the form of time delays of heat propagation and natural gas linepack. This flexibility, the so-called “network flexibility”, is provided through the dynamics of energy flow in pipelines, serving as energy storage (known as “virtual storage”). Accounting for these network dynamics can unlock an additional source of flexibility. The existing energy infrastructure in countries with multi-carrier systems, e.g., Denmark, can help mitigate the uncertainty and variability induced by large-scale renewable power penetration.

It is in general a complex task to holistically model the interdependent multi-energy systems while incorporating the energy flow dynamics of each specific energy network. Although there is an extensive literature on integrated energy systems, the majority of previous works either focused on two out of the three (i.e., power, natural gas, and heat) systems, or discarded the network flexibility in heat and natural gas sides, or provided generalized aggregate models, called “energy hubs”. With a focus on network flexibility, we first review the existing works addressing the coordination of power and gas systems, then power and heat systems, and finally energy hubs.

The available works in the literature addressing integrated power and natural gas systems model the gas flow dynamics either through partial differential equations [3] or using a reduced version, resulting in a set of nonlinear and nonconvex steady-state equations [4]. These steady-state equations are still complex and cause computational challenges. Therefore, linear approximations [5], [6] or quadratic relaxation [7], [8] are used to manage the complexity of the natural gas flow dynamics, while accounting for the linepack.

In a similar direction, integrated power and heat dispatch models are introduced in [9], [10], [11], [12], [13]. A proper framework for modeling temperature dynamics in pipelines, time delay of heat transmission, variable supply temperature, and variable mass flow rates will enable exploiting the flexibility from district heating networks. While [9] and [10] consider a constant mass flow rate in pipelines, the heat dispatch models in [11], [12], [13] account for both mass flow rates and inlet temperatures as “control variables”, allowing for more degrees of freedom.

The last strand that we explore in the literature is about energy hubs. The concept of energy hubs as a generic ag-
The integrated energy systems assume either a single system operator or a perfect information exchange and timing among the systems. However, in most countries the energy systems are operated independently and sequentially [17]. See [3], [18] and [19] for different levels of coordination among energy sectors. The focus of this paper is set on modeling the flexibility provided by the heat and natural gas networks in an efficient manner. Thus, we aim at accurately modeling the heat and gas flow problems and put less attention to the power side by using a simplified lossless DC power flow model. We assume isothermal energy flow in horizontal heat and gas pipelines. We also consider parallel supply and return pipelines for the heating network with both mass flow rates and temperatures as control variables to account for the energy storage capacity in heat pipelines. The natural gas flow is represented by its isothermal energy flow in horizontal heat and gas pipelines. The dynamics in gas pipelines are approximated by accounting for linepack through varying in- and outflows. Compressor stations and water pumps are modeled with a constant factor, while neglecting their fuel and power consumption.

B. Objective Function

The co-optimization problem aims at minimizing the total cost of operating power, heat, and natural gas systems over
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time steps \( t \) in the planning horizon \( T \). Accordingly, the objective function reads as

\[
\min_{\Theta} \sum_{i \in H} \left( \sum_{C_i} C_i^E p_i, t + \sum_{k \in K} C_i^k g_k, t + \sum_{m \in H/} C_i^{H, t} Q_i, t \right) + \sum_{i \in CHP} C_i(p_i, t + \rho_i^H Q_i, t),
\]

(1a)

where the set of decision variables is \( \Theta = \{ p_i, t, q_j, t, f_{n, r, t}, q_m, t, \alpha_{m, t}, \delta_{m, t}, p_{m, t} \} \).

The DC power flow model is a linear function of marginal cost \( C_i \), electricity and heat fuel efficiency \( \rho_i^E \) and \( \rho_i^H \), and the respective power and heat production levels.

The objective function (1a) is subject to power constraints (2), heat constraints (3), natural gas constraints (4), as well as constraints (5) which couple the three systems. All these constraints are described in the following.

C. Power System Constraints

The power system constraints taking into account a lossless DC power flow model are

\[
0 \leq p_i, t \leq P_i, \forall i, t,
\]

\[
0 \leq w_j, t \leq \pi_j, \forall j, t,
\]

\[
f_{n, r, t} = B_{n, r}(\theta_{n, t} - \theta_{c, t}), \forall (n, r) \in \mathcal{L}, t,
\]

\[
\pi \leq \theta_{n, t} \leq \pi, \forall n, t, \theta_{n, t} = 0, \forall n : ref, t
\]

(2a) - (2e)

where parameters \( p_i \) and \( \pi_j \) in (2a) and (2b) restrict the power production \( p_i, t \) and \( w_j, t \) of conventional generators \( i \in \mathcal{I} \) and renewable generators \( j \in \mathcal{J} \), respectively. Constraints (2c) define the power flow \( f_{n, r, t} \) along transmission line \( (n, r) \) by line susceptance \( B_{n, r} \) and voltage angles \( \theta_{n, t} \) at adjacent nodes \( n \) and \( r \). The power flow is restricted to transmission line limits \( T_{n, r} \) by (2d). Constraints (2e) limit the voltage angles, and set the voltage angle to zero at the reference node.

D. Heat System Constraints

Following (11), the heat dispatch model considers both mass flow rates and inlet temperatures as control variables, accounting for temperature dynamics and time delays as

\[
D_{i, t} = c_{i} m_{i, t}^{H, S}(T_{i, t}^{S} - T_{i, t}^{R}), \forall o, t,
\]

\[
Q_{i, t} = c_{i} m_{i, t}^{H, S}(T_{i, t}^{R} - T_{i, t}^{S}), \forall o, i \in A_{o}^{HS}, t,
\]

\[
0 \leq Q_{i, t} \leq Q_{i}, \forall i \in HS, t,
\]

\[
p_{i}^{S} \leq p_{i}^{S, t} - p_{i}^{R, t}, \forall (o, v), t,
\]

\[
m_{i}^{S, H, t} \leq m_{i}^{H, S} \leq m_{i}^{S, H, t}, \forall o, t,
\]

(3a) - (3e)

In (3a), the inelastic heat demand \( D_{i, t} \) in each district heating node \( o \) is related to the specific heat capacity of water \( c \), heat exchanger mass flows \( m_{i}^{H, S} \) and temperatures at node \( o \) of both supply \( T_{o}^{S} \) and return network \( T_{o}^{R} \). Constraints (3b) relate heat production \( Q_{i, t} \), which is limited by its capacity \( Q_{i} \), to heat station mass flows \( m_{i}^{H, S} \) and temperature gradients between supply and return networks at heat stations \( i \in A_{o}^{HS} \) located at node \( o \). The minimum pressure gradient \( p_{i}^{S, H, t} \) between the pressures \( p_{i}^{S, t} \) and \( p_{i}^{R, t} \) between supply and return network at heat exchanger station node \( o \) is enforced by (3d). The mass flows are restricted in (3e)-(3h) at heat exchange stations by lower bound \( m_{i}^{S, H, t} \) and upper bound \( m_{i}^{S, H, t} \), at heat stations \( i \in HS \) by \( m_{i}^{S, H, t} \), \( m_{i}^{S, H, t} \), and supply and return pipelines \( (o, v) \in \mathcal{P} \) by \( m_{i}^{S, R, t} \) and \( m_{i}^{S, R, t} \), respectively. Constraints (3i) and (3j) balance mass flow for supply and return network nodes. The Darcy-Weisbach equations (3k) and (3l) relate pressure losses due to friction inside the supply and return pipelines to mass flow.
rates via pressure loss coefficient $L_{o,v}$. Constraints (3m) and (3n) put upper and lower bounds on nodal pressure ($p_{m,S}$, $p_{m,R}$) and temperature ($T_{o,S}$, $T_{o,R}$) in both supply and return networks. Pursuing further clarity, the concept of heat flows in these parallel pipelines is shown in Fig. 2.

The temperature at the entrance of the pipe $T_{o,v,t}$ is defined in (3o). Temperature mixing is given by outlet temperatures $T_{o,v,t}$ in (3p). The heat losses are approximated using first-order Taylor series expansion of the heat propagation equations (3q) and (3r) for supply and return pipelines, respectively. The water temperatures at the outlet of a pipe $T_{o,v,t}$ corresponds to past temperatures at the inlet $T_{o,v,t-(t-\tau)}$ at previous time $t-\tau$ minus heat losses in the pipe. These losses are given by thermal loss coefficient $\mu_{o,v}$, specific water capacity $c_w$, and thermal loss coefficient $\theta_{Q}$ and the radius of the pipe $R_{o,v}$. We introduce auxiliary binary variables $u_{m,u,t}^{SR}$ and the radius of the pipe $R_{o,v}$. We introduce auxiliary binary variables $u_{m,u,t}^{SR}$ and temperature ($T_{o,S}$, $T_{o,R}$) in both supply and return networks. Pursuing further clarity, the concept of heat flows in these parallel pipelines is shown in Fig. 2.

The temperature at the entrance of the pipe $T_{o,v,t}$ is defined in (3o). Temperature mixing is given by outlet temperatures $T_{o,v,t}$ in (3p). The heat losses are approximated using first-order Taylor series expansion of the heat propagation equations (3q) and (3r) for supply and return pipelines, respectively. The water temperatures at the outlet of a pipe $T_{o,v,t}$ corresponds to past temperatures at the inlet $T_{o,v,t-(t-\tau)}$ at previous time $t-\tau$ minus heat losses in the pipe. These losses are given by thermal loss coefficient $\mu_{o,v}$, specific water capacity $c_w$, and thermal loss coefficient $\theta_{Q}$ and the radius of the pipe $R_{o,v}$. We introduce auxiliary binary variables $u_{m,u,t}^{SR}$ and temperature ($T_{o,S}$, $T_{o,R}$) in both supply and return networks. Pursuing further clarity, the concept of heat flows in these parallel pipelines is shown in Fig. 2.

The units at the interface, i.e., CHPs, heat pumps, and gas-fired generators, link the three systems, see Fig. 1. The following coupling constraints describe the interdependencies among the energy carriers and how the units at the interfaces link the systems linearly:

$$\sum_{k \in \Delta_k} g_{k,t} - \sum_{i \in \Delta_i} \phi_i p_{n,t} - \sum_{(m,u) \in \mathcal{Z}} (q_{m,u,t}^{in} - q_{m,u,t}^{out}) = D_{m,t}^{i}, \forall m, t, \quad (5a)$$
$$r_i Q_{i,t} \leq p_{i,t}, \forall i \in CHP, t, \quad (5b)$$
$$0 \leq \rho_i p_{i,t} + \rho_{i}^{P} Q_{i,t} - p_{i,t} \leq \rho_i, \forall i \in CHP, t, \quad (5c)$$
$$Q_{i,t} = COP_i D_{i,t}^{HP}, \forall i \in HCP, t, \quad (5d)$$
$$\sum_{i \in \Delta_i} p_{i,t} + \sum_{j \in \Delta_j} w_{j,t} - \sum_{r \in \mathcal{R}} f_{r,t} = D_{i,t}^{in} - \sum_{j \in \Delta_j} D_{i,t}^{HP}, \forall n, t, \quad (5e)$$

Constraints (5a) balance gas injection and inelastic demand $D_{m,t}^{i}$ of units $A_{m}^{i}$ located at node $m$ with in- and outflow from and to adjacent nodes $u$ of the natural gas network. The fuel consumption of natural gas-fired generators is translated into a nodal, time-varying gas demand $\phi_i p_{i,t}$ via fuel conversion factor $\phi_i$. Constraints (5b) and (5c) define the joint feasible operating region of an extraction CHP. The heat and electricity outputs $Q_{i,t}$ and $p_{i,t}$ of each CHP are linked through output ratio $r_i$ in (5b). The total capacity limits of CHP units are enforced by (5c). Constraints (5d) translate the heat production of heat pumps $Q_{i,t}$ to power consumption $D_{i,t}^{HP}$ by the coefficient of performance $COP_i$. Nodal power balance (5e) matches the inelastic electricity demand $D_{i,t}^{in}$ and electricity consumption by heat pumps $D_{i,t}^{HP}$ with the power generation
from conventional, gas-fired, CHP and renewable units $A_n^{(i)}$ located at node $n$ accounting for power flows along adjacent power transmission lines.

The resulting model (1)-(5) is a mixed-integer non-linear program (MINLP). It is a challenging problem to deal with, as there is no off-the-shelf solver available for a MINLP problem.

In the next section, while keeping the binary variables, we convexify the nonlinearities arising from heat and gas flow models. This will eventually result in a MISOCP.

IV. CONVEXIFICATION

The non-convexities of MINLP model (1)-(5) arise from quadratic equality constraints (3k), (3l), and (4d), as well as bilinear terms in (3a), (3b), (3q), and (3r). We first apply quadratic relaxations that allow for modeling both natural gas flow and heat mass flow related to pressure drops. Then, bilinear terms are convexified using a linearization technique [11] and McCormick relaxations [20].

A. Quadratic Relaxation

The steady-state gas flow equation (4d) can be made convex using a second-order cone (SOC) relaxation. We first reformulate (4d) as

$$q_{m,u,t}^2 \leq K_{m,u}^2(p_{m,u,t}^2 - p_{u,t}^2), \forall (m,u) \in Z, t,$$

$$q_{m,u,t}^2 \geq K_{m,u}^2(p_{m,u,t}^2 - p_{u,t}^2), \forall (m,u) \in Z, t,$$

and then drop (6b). Now, (6a) is a SOC constraint, see left plot in Fig. 4. Reference [21] proves the SOC relaxation to be exact under several conditions. The pressure loss equations (3k) and (3l) can be convexified in a similar manner. After reformulating them as

$$L_{o,v}(f_{o,v,t}^{SR}) \leq p_{o,v,t}^{SR} - p_{o,t}^{SR}, \forall (o,v) \in P, t,$$

$$L_{o,v}(f_{o,v,t}^{SR}) \geq p_{o,v,t}^{SR} - p_{o,t}^{SR}, \forall (o,v) \in P, t,$$

and dropping (7b), the remaining (7a) are SOC constraints, as shown in the middle plot of Fig. 4.

B. Linearization and Relaxation of Bilinear Terms

1) Linearization: The heat propagation equations (3q) and (3r) are non-convex due to the bilinear terms $T_{o,v,t}^{SR,\text{in}} = T_{o,v,t}^{SR,\text{in}}(T_{o,v,t}^{SR})$ and the use of varying time delays $T_{o,v,t}^{SR}$ as indices. We follow the approach in [11] to linearize these constraints in an exact way using auxiliary binary variables $\nu_{o,v,t}^{SR,\text{in},\eta,t} \in \{0,1\}$ as well as a sufficiently large positive constant $M$. Pursuing linearity of (3q), we include the following constraints:

$$-M \nu_{o,v,t}^{SR,\text{in},\eta,t} \leq \tilde{T}_{o,v,t}^{SR,\text{in}} - T_{o,v,t}^{SR,\text{in}}(\eta) \leq M \nu_{o,v,t}^{SR,\text{in},\eta,t}, \forall (o,v) \in P, \eta \in \{0,\ldots,\nu_{o,v,t}^{SR,\text{in},\eta,t}\}, t,$$

$$M(\nu_{o,v,t}^{SR,\text{in},\eta,t} - 1) \leq \tilde{T}_{o,v,t}^{SR,\text{in}}(\eta) - \tilde{T}_{o,v,t}^{SR,\text{in}}(\eta) \leq M(1 - \nu_{o,v,t}^{SR,\text{in},\eta,t}), \forall (o,v) \in P, \eta \in \{0,\ldots,\nu_{o,v,t}^{SR,\text{in},\eta,t}\}, t,$$

$$M \nu_{o,v,t}^{SR,\text{in},\eta,t} \leq 1, \forall (o,v) \in P, t,$$

Note that (3r) can be reformulated in the same manner.

2) McCormick Relaxation: Pursuing convexity, bilinear terms $m_{f}(T^{SR} - T^{KB})$ in (3a) and (3b) are linearized using McCormick envelopes [20], illustrated in the right plot of Fig. 4. We can now solve (1)-(3p), (3s)-(4c), (4e)-(5), (6a), (7a), (8a) as a MISOCP.

V. CASE STUDY

A. Input Data

We apply the proposed combined power-heat-gas dispatch (1)-(5) with convexified formulation from Section IV on an integrated energy model based on the IEEE 24-bus reliability test system [22], coupled with a 12-node gas network [5] and a 3-node district heating network [11] over a 24-hour scheduling horizon. This integrated energy system is depicted in Fig. 5. All input data can be found in the online appendix [23]. A wind farm, whose power output realization is given in Fig. 6, five non-gas-fired units, six gas-fired units and a biomass-fueled CHP unit are available to supply electricity load. The CHP unit and a heat pump cover the heat demand, while gas fuel is provided by three gas suppliers. The electricity, heat and natural gas loads are shown in Fig. 6.

The optimization problem is solved on an Intel core i5 computer clocking at 2.3 GHz, using Gurobi solver 8.0 with Python, allowing the instance to reach an optimality gap of 0.02% in less than one second.

B. Numerical Results

We first provide the results obtained for the total operational cost of the integrated energy system, i.e., the optimal value of objective function (1a). This cost is achieved under varying levels of wind power penetration, which is defined as the ratio of total wind power capacity to maximum electricity demand. Fig. 7 shows decreasing operational cost of the integrated energy system for increasing levels of wind power penetration. We compare these results to a dispatch that does not account for network flexibility. We replace gas linepack constraints (4f)-(4i) by $q_{m,u,t}^{out} = q_{m,u,t}^{out}, \forall (m,u) \in Z, t$, balancing in- and outflow of gas pipelines neglecting the linepack. The flexibility from the heating network given in constraints (3) is omitted by dispatching heat according to heat production capacity limits (3c) and system-wide heat balance $\sum_{i\in HS} D_{t,i}^H = \sum_{i\in HS} Q_{t,i}^H, \forall t$. Accounting for flow dynamics and storage in gas and heat pipelines decreases the total system cost by 2% on average compared with the case neglecting network flexibility.

Fig. 8 shows the total amount of natural gas and heat supplied and consumed for the entire 24-hour horizon. When modeling linepack, consumption and supply of natural gas and heat do not necessarily need to be matched in each time.
Fig. 4. Three dimensional illustrations of the relaxations. The plots on the left-hand, middle, and right-hand sides show the relaxation corresponding to constraints (6a), (7a), and (3a) and (3b), respectively. The left-hand plot shows the relaxed Weymouth equation (6a) for flow $q_{m,u}$ as a function of pressures at inlet and outlet nodes, i.e., $p_{rm}$ and $p_{ru}$. In the middle, the relaxation of the Darcy-Weisbach equation (7a) is plotted with mass flow $mf_{o,v}$ as a function of pressures at inlet and outlet nodes, i.e., $p_{ro}$ and $p_{rv}$. The dashed arrows in the left and middle plots show the area under the surface added to the feasible space by conic relaxation. McCormick envelopes for bilinear terms $mf(T_s - T_R)$ are illustrated in the right-hand plot. Time index $t$ is dropped for notational clarity.

Fig. 5. Illustration of the integrated energy system for the case study. The graphs on the left-hand, middle, and right-hand sides show the topologies corresponding to power, natural gas, and heat networks, respectively. The left-hand plot shows the IEEE 24-bus reliability test system layout. In the middle, the 12-node natural gas network is plotted. The 3-bus heat network is illustrated in the right-hand plot.

Fig. 6. The hourly inelastic electricity, heat, and gas loads as well as the hourly deterministic wind power forecast, all in per-unit.

period. The amount of energy stored in the pipelines (which is highlighted in shaded zones in Fig. 8) directly impacts the profiles of natural gas and heat supply. When the wind power generation is high in the beginning hours of the time horizon, heat is produced by heat pumps and stored in the district heating system in the first seven hours. Simultaneously, natural gas is accumulated within pipelines until hour 11. During a period of low output from wind power and high power and heat demand in hours 19-23, the linepack stored in gas pipelines is used to fuel electricity production and heat that was previously stored in the district heating network is consumed.

The flexibility provided by energy storage in the networks allows not only to decouple gas supply from consumption and heat production from demand, but also shifting electricity production and consumption. Network flexibility improves uti-
relaxing the original MINLP into a MISOP enables us to efficiently find an optimal solution. However, this solution is based on relaxations of the original constraints, and therefore, the original constraints might not be hold. Thus, an ex-post evaluation of the results obtained from the MISOP with respect to the original set of constraints is required.

First, we check the feasibility of results for the heat system. We fix all mass flow rates and binary variables to the optimal value obtained from the MISOCP. We then solve the original set of constraints resulting in a linear set of equations to obtain new values for pressures and temperatures at heat nodes. To solve the resulting system of equations, we adjust the nodal temperature bounds, which results in about 1% increase of the temperature interval. We recover a feasible solution for the real equations of the heat network under this slight parametric change.

C. Feasibility Verification

Relaxing the original MINLP into a MISOP enables us to efficiently find an optimal solution. However, this solution is based on relaxations of the original constraints, and therefore, the original constraints might not be hold. Thus, an ex-post evaluation of the results obtained from the MISOP with respect to the original set of constraints is required.

First, we check the feasibility of results for the heat system. We fix all mass flow rates and binary variables to the optimal value obtained from the MISOCP. We then solve the original set of constraints resulting in a linear set of equations to obtain new values for pressures and temperatures at heat nodes. To solve the resulting system of equations, we adjust the nodal temperature bounds, which results in about 1% increase of the temperature interval. We recover a feasible solution for the real equations of the heat network under this slight parametric change.

Then, we check the feasibility of solution achieved for the natural gas system. We compute the normalized root mean square error (NRMSE), where the error is defined as the difference between the left-hand and right-hand sides of the relaxed Weymouth equations (6a) for all time steps and pipelines. The average NRMSE for the different wind power penetrations is 1.84%. We observe that there is no mismatch in most pipelines and time steps, but it reaches 100% in pipelines 3, 7 and 8 during particular periods, see Fig. 10. Note that the pipelines in the network loop are prone to mismatch. Since the occurrence rate of error is low, the relaxation seems sufficiently tight.

VI. Conclusion

We introduced an integrated power-heat-gas dispatch accounting for the interactions of the three energy carriers and flow dynamics in an efficient manner using convex relaxations. This ideal benchmark showed the maximum potential of flexibility provided by the existing natural gas and heating infrastructure. We quantified the social value in terms of reduced total system cost that short-term operational flexibility from energy storage in district heating and natural gas networks can provide for the power system. This coordination of energy carriers is an inexpensive solution for increasing the flexibility of the system compared to investing in other storage options and grid reinforcement and interconnections.

As future works, it is of interest to explore the additional alternatives to further tighten the relaxation techniques used. It is also of interest to investigate how the natural gas and heat networks can provide the flexibility without need to solve a co-optimization, and how this flexibility should be monetized and paid. Furthermore, increasing the interactions among all systems, e.g., gas-fueled CHPs, P2G units, natural gas boilers, and multi-generation units, in a larger test case is left for future research.
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