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Abstract This paper reviews eight geoacoustic models applied to frozen soils: crystal growth models (grain cementing, grain coating, matrix supporting, and pore filling), the weighted equation (WE) model, Zimmerman and King’s model (KT), the Biot-Gassmann theory modified by Lee (BGTL), and a two-end member model. We verify the capacity of these models to estimate unfrozen water content (UWC) based on “reference” UWC results and joint P and S wave velocities for different soil types. The satisfactory UWC estimates of saline unconsolidated sand and overconsolidated clay based on \( V_p \) data prove that the KT, BGTL, and two-end member models are capable of modeling “smooth” transitions in the ice crystal growth mode, while they may provide less accurate UWC values when abrupt change of crystallization mode occurs. None of the tested soil types show a single crystallization mode throughout the freezing process, as assumed by individual crystal growth models. \( V_p \)-based UWC estimates are less accurate due to significant but difficult-to-estimate influence of effective stress and soil initial cementation. All models, except pore filling and matrix supporting, can match \( V_s \) versus \( V_p \) measurement results for sands and silts but gradually provide inconsistent estimates with increasing clay content. We conclude that model validation by independent UWC measurements is necessary and that consistency between UWC values estimated from \( V_s \) and \( V_p \) is insufficient to ensure proper model validation.

1. Introduction

Saturated frozen soil is a multiphase porous material that consists of unfrozen water, ice, and solid (soil) particles. The determination of unfrozen water content (UWC) is important for permafrost engineering and permafrost-climate interaction studies (Humlum et al., 2003; Koven et al., 2011, 2013; Qingbai et al., 2002), since the thermo-hydro-mechanical behavior of frozen soils is highly dependent on the UWC. For instance, a change in UWC can vary the hydraulic conductivity of frozen soils up to several orders of magnitude and thus critically impacts the hydrological properties of frozen soil (Williams & Burt, 1974). There are several available laboratory measurement methods for determination of the UWC, such as the calorimetric method (Dillon & Andersland, 1966; Williams, 1964), nuclear magnetic resonance (NMR) (Anderson & Tice, 1973; Kruse et al., 2018; Watanabe & Wake, 2009), and time domain reflectometer (TDR) (Smith & Tice, 1988). However, UWC determination at large-scale field investigation is still an issue.

Acoustic methods have often been used in permafrost investigations to determine the UWC. The method is nondestructive and relatively easy to implement (Hauck et al., 2007; Vonder Mühll et al., 2002). It is an indirect method, and the estimate accuracy depends on the reliability of the geoacoustic models. Several models are available, such as the weighted equation (WE) (Lee et al., 1996), the effective medium theories (Dou et al., 2017; Zimmerman & King, 1986), and the extended three-phase Biot theory (Leclaire et al., 1994). However, these geoacoustic models have not been consistently validated against more accurate laboratory methods such as NMR and TDR. Indeed, limitation of the models and their applicability for different soil types are not sufficiently investigated.

This paper reviews available parametric studies of soil type, temperature, and salinity effects on acoustic \( P \) and \( S \) wave velocities of frozen soil and revisits their physical mechanisms (sections 2.1–2.3). Based on the review, we suggest two new hysteresis mechanisms: (1) trapped air-induced hysteresis in the process of freezing and (2) salt dissolution-precipitation hysteresis around eutectic temperatures (section 2.3). We go...
on to review eight geoacoustic models, their physical basis, and previous application to frozen soils. The original contribution of the paper consists of the intercomparison of those geoacoustic models to consistent data sets of acoustic velocities as function of UWC (as measured by NMR or TDR) from published studies (section 4.3) and discussion of their performance with clear physical explanations (section 5).

2. Parametric Analysis of Acoustic Velocity Data in Frozen Soils

This section revisits previous acoustic measurements and the revealed mechanisms with regard to the effect of temperature, soil type, salinity, and freezing-thawing on the acoustic velocity in frozen soils.

2.1. Acoustic Velocities Versus Soil Type and Temperature

Figure 1 presents \( P \) and \( S \) wave velocity measurements as a function of temperature for different types of frozen soil, from sand to clay with low salinities. Both the \( P \) and \( S \) wave data show similar trends with increasing velocities for decreasing temperature. A sharp increase in velocities is observed at the freezing temperature (around 0°C) for sand, after that both velocities slowly increase with continued freezing. However, fine-grained soils show a more gradual increase with decreasing temperature. In these cases, the capillary and intermolecular interactions dominate the freezing process and cause more gradual freezing with higher UWC at lower temperatures (Wettlaufer & Worster, 2006). The increase in \( P \) and \( S \) wave velocity is still quite significant near the ice initiation point (freezing temperature). It indicates that the stiffness of unconsolidated permafrost is highly sensitive to ice crystal growth behavior at the start of freezing (Matsushima et al., 2016).

2.2. Acoustic Velocity Versus Salinity

Figure 2 presents the effect of salinity on \( P \) wave velocity. The presence of dissolved salts results in a freezing point depression, with effective freezing point as low as approximately −10°C at a salinity \( S = 146 \) g/L for frozen sand (Dou et al., 2016) due to formed hydration shells around the solvated ions. This structure is more disordered and results in an increase in the enthalpy difference between the liquid and solid states of water. As a result, more energy needs to be removed during phase change (Dou et al., 2016; Santamarina et al., 2001). Besides, the eutectic point, that is, the lowest possible melting point of the mixture, is −21.3°C for the NaCl-H₂O binary system. Below this temperature, all the dissolved Na⁺ and Cl⁻ ions will precipitate, and unbound water molecules will therefore freeze rapidly at the eutectic
temperature. As a result, a sharp increase in the soil stiffness at the eutectic point is observed in Figure 2 for saline sand (35.1 and 146.3 g/L) around the eutectic temperature of the NaCl solution as explained by Dou et al. (2016).

The increase in $P$ wave velocity versus temperature also becomes more gradual with increase in salinity as suggested in Figure 2. The electrolyte concentration of unfrozen water increases with ice crystallization, because the ions are expelled from the freezing ice to unfrozen water (King et al., 1988). The increase in salinity results in a further freezing point depression of the remaining unfrozen water. The ionic migration can also enhance the accumulation of positive and hydrated ions and raise concentration potential of bound water in the vicinity of negatively charged clay particles. This effect will generate sufficient osmotic potentials and adsorption force to yield the unfrozen bound water as temperature further declines. (Harrysson Drotz et al., 2009; Horiguchi, 1987; Ma et al., 2017; Torrance & Schellekens, 2006). The latter mechanism for bound water is induced by surface charge and causes different effects of electrolytes in sand and clay soils. Therefore, the $P$ wave velocity of frozen saline clay is not expected to increase abruptly at the eutectic temperature (as is the case for frozen sand) since the bound water induced by surface effects of frozen clays will not freeze spontaneously.

### 2.3. Acoustic Velocity Versus Freezing Thawing

Several studies have presented evidences of temperature hysteresis in acoustic velocity (Dou et al., 2016; Nakano et al., 1972; Thimus et al., 1991). Figure 3 illustrates such a hysteresis behavior in laboratory measurements on different soil types at different salinities. Three different types of hysteresis are identified and described below, based on their distinctive dominating mechanisms (Wang et al., 2017, 2018).

**Type I: supercooling-induced hysteresis.** Supercooling is a metastable state for water molecules, which may occur when the water is cooled below its equilibrium freezing point. Supercooled water will freeze spontaneously when the temperature becomes low enough or when ice microparticles grow large enough to act as nucleation points (Dou et al., 2016). As this effect only influences the freezing process, the Type I hysteresis can be observed. Kozlowski (2009) speculates strong effects of soil plasticity and the sample mass on supercooling, and higher water content soils shows more significant supercooling hysteresis, which seems to be in line with the data presented in Figure 3. However, the question of the absence or presence for the supercooling of frozen soil remains open.

**Type II: “ink-bottle” effect, ice lens growth, and trapped air-induced hysteresis.** The ice phase invasion into water-filled pores is easier for large pores due to the capillary force difference, and ice in small pores is easier to transform into liquid phase because of the smaller enthalpy difference between the liquid and solid states. Therefore, freezing starts in the larger pores and progresses to the smaller pores, while thawing initiates from smaller pores. This is referred to as the “ink-bottle” effect (Dou et al., 2016). Pore size distribution and
geometry have been proven to influence the curvature of ice-water interfaces and results in different “ink-bottle” effects (Tian et al., 2014). Besides, ice lenses can develop with freezing and water molecules move from bound state inside the pores to free bulk state in the ice lenses, which melts at a higher temperature (Bittelli et al., 2003; Kruse & Darrow, 2017; Thimus et al., 1991). Both freezing-induced ice lens growth and “ink-bottle” effects lead to a higher UWC during freezing than thawing at the same temperature (Kozlowski & Nartowska, 2013; Tian et al., 2014, 2018; Tice et al., 1989). The acoustic velocity in the freezing process is therefore expected to be lower. However, we observe an opposite trend in all the data sets presented in Figure 3: The acoustic velocity in the process of freezing is higher or similar compared to thawing. We explain this effect by air bubbles that are generated when dissolved air is released from the pore-water during freezing and trapped in the pore ice, if freezing occurs so fast that the air cannot diffuse into the unfrozen water phase as observed by Rowell and Dillon (1972). The process depends on the freezing rate and the amount of air dissolved in the porewater. This accumulated trapped air with freezing may not dissolve (or only partially dissolve) in unfrozen water during thawing, and we hypothesize that this phenomenon cancels or even exceeds the effect of the previous two factors and reduce the P-wave velocity.

**Type III: electrolyte precipitation- and dissolution-induced hysteresis.** Electrolyte precipitation and dissolution may also lead to hysteresis during freezing and thawing near the eutectic temperature of the pore fluid. Carns et al. (2015) found evidence of such precipitation and dissolution hysteresis of hydrohalite (NaCl·2H₂O) during formation of sea ice through measurements of translucency changes in brine.
inclusions of thin sections for natural and laboratory grown sea ice during freezing-thawing cycles. They found that dissolution always occurred close to the theoretical eutectic temperature, while precipitation happened at different (lower) temperatures for individual brine inclusions, likely due to the chance formation of single crystals that act as nucleation points for complete precipitation in the inclusion. Carns et al. (2015) suggest that the delay in precipitation is related to brine inclusion size, with smaller inclusions less likely to develop crystallization nuclei and thus more likely to result in supersaturation and delayed precipitation. Here we propose a similar hysteresis process due to supersaturation and delayed precipitation for freezing soils.

Figure 3a illustrates such hysteresis effect for a sand sample where the acoustic velocity abruptly increases (and thus the UWC decreases) at a temperature of approximately −24°C, while the reverse process during thawing happens at a higher temperature (roughly −21°C in Figure 3a). Although Dou et al. (2016) explained this effect due to a supercooling type hysteresis (our Type I hysteresis), we suggest that it is more likely due to a supersaturation effect and delayed precipitation during cooling (our Type III hysteresis).

We also observe that this hysteresis occurs more gradually for the fine-grained soil in Figure 3b. Following the arguments of Carns et al. (2015), we propose that the smaller pore sizes of the fine grained soils result in smaller brine inclusions, which would be less likely to develop crystallization nuclei, and thus more likely to result in supersaturation and delayed precipitation.


This section reviews eight geoacoustic models previously applied for permafrost engineering or in research of similar materials like gas hydrate bearing sediments. We discuss the background and assumptions and the input parameters and especially highlight the physical limitations of each model. The exact formulation (equations) of each model is presented in Appendix A. One of common assumptions for these tested geoacoustic models is that the wavelength is much longer than the characteristic dimensions in the medium such as grains, pores, and ice lens in the frozen soil (continuous medium assumption). The validation of this assumption for the measurement results used in this paper will be discussed in section 4, and the possible dispersion effect induced by different applied wave frequencies will be under consideration in section 5.

**Weighted equation (WE model):** The WE model is a weighted average of the three-phase Wood and the time-averaged equations (Timur, 1968; Wyllie et al., 1958). Both models relate the bulk P wave velocity of frozen soils to the velocities of the three individual phases (soil grains, water, and ice) given the density, stiffness of each phase, and the UWC. The physical meanings and limitations are summarized as follows:

1. In the time-averaged equation, the system slowness (reciprocal of the velocity) is the weighted slowness sum of the constituents in the system. Thus, it is more appropriate for fully cemented (frozen) systems. The Wood’s equation, taken as the weighted sum of kinetic energy for constituents, is more proper for particle suspensions (Lee et al., 1996). Here, ice crystal growth is considered analogous to a consolidation process, where unconsolidated sediments change from suspension state to eventually a consolidated state as the UWC decreases (Lee et al., 1996). As discussed by Deschatres et al. (1988), the Wood equation seems to be more accurate at temperatures near 0°C, while the time-averaged equation is better at low temperatures for unconsolidated permafrost.

2. One empirical factor, \( W \) (unitless), determines the preference mode (i.e., cementation or suspension) of the sample in the unfrozen state. Another empirical parameter, \( n \) (unitless), controls the “state” shift with freezing and simulates lithification or consolidation effects with crystal growth (Lee et al., 1996). An increase in \( n \) results in a faster freezing-induced “consolidation” process from the suspension state. However, both parameters \( W \) and \( n \) are derived empirically by data fitting, so the values can be applied only to data sets where the sediments are of similar type to those used to determine them. Lee et al. (1996) suggest \( n = 1 \) and \( W = 1 \) for samples of unconsolidated permafrost based on the UWC estimate consistency of \( P \) and \( S \) wave velocities measured by Zimmerman and King (1986) and King et al. (1988). The porosity of the tested permafrost samples in the two studies was also limited to a range between 0.35 and 0.45. Besides, factors such as effective pressure and particle aspect ratio cannot be considered in the WE model (Chand et al., 2004; Lee, 2002).
Zimmerman and King's model (KT model): This model is extended from the two-phase theory developed by Kuster and Toksöz (1974) in order to simulate the elasticity of unconsolidated permafrost (King et al., 1988; Zimmerman & King, 1986). In case of frozen soils, unconsolidated permafrost is described as a material consisting of spherically shaped quartz/clay grains embedded in a matrix material combining ice frame with spherically shaped water inclusions. The model has been widely applied due to the limited number of parameters needed (Hauck et al., 2011; King et al., 1988; Kneisel et al., 2008). More details regarding the physical limitations are presented here:

1. The KT model is capable of estimating velocity for a narrow range of porosities between 30% to 50% and low unfrozen water saturation (UWS) below 60%, because it assumes a dilute concentration of the water inclusions, in other words, a discontinuous water phase in the frozen soils. This assumption may be poor or invalid for frozen soils of high UWC. The stiffness estimate of water-ice mixture based on this assumption approximately corresponds to the upper Hashin-Shtrikman (HS) bound in contrast to spherical ice inclusions in water as lower bound (King et al., 1988). Besides, ice growth increases the bulk modulus through replacing the water phase that can exist inside the pore space and around soil grain surface. It indicates a crystal growth mode in the KT model distinct from grain coating and matrix supporting (Guerin et al., 1999).

2. Zimmerman and King (1986) only considered the spherical shape for water and soil phases of unconsolidated permafrost. The results may therefore strongly deviate from the theoretical effective moduli with high concentration of low aspect ratio inclusion. Fortunately, the geometry influence is minimized for “hard” inclusions like soil particles embedded into “soft” matrix like ice-water mixture.

Pore-scale crystal growth: A group of models referred as pore-scale crystal growth models have been developed to estimate the acoustic velocity of gas hydrates according to the possible crystal growth pattern in the pore space (Dvorkin et al., 1994, 1999; Ecker et al., 1998; Helgerud et al., 1999; Kleinberg & Dai, 2005). The cementing model assumes that hydrate crystals preferentially grow at grain contacts. Hydrates are described as a uniform coating around the grains in the grain-coating model. In the matrix supporting model, hydrates grow as a new component and come in contact with the soil particles, while the accumulation of hydrates occurs in the pore space without contact with soil grains in the pore-filling model. The models mentioned above facilitate the understanding of crystal growth, which is also relevant for frozen soil. However, compared with the WE and KT models, the crystal growth models require some extra information such as the coordination number, tortuosity, and effective stress. It is also clear that multiple crystal growth patterns could simultaneously take place in freezing process (Pan et al., 2019; Waite et al., 2009).

Two-end member models: In order to cooperate multiple crystallization modes, two-end member models combine different scenarios, for example, a weighted average of the cementing and pore-filling models (Carcione & Tinivella, 2000; Schindler et al., 2017). However, the two assumed crystal growth modes (cementing and pore filling) lack sound experimental observations, and an empirical weighting factor needs to be calibrated like the WE model. This model combination will not be considered further in this work.

Another mixing strategy combines a completely frozen (ice filled) and a completely unfrozen (water filled) soil model as the stiff and soft end members (Dou et al., 2017; Minshull et al., 1994). In the model proposed by Dou et al. (2017), the stiff end member model implements the self-consistent approximation (SCA) where ice is considered as penny-shaped inclusions in a soil matrix. The soft end member model implements the Herz-Mindlin contact model and Biot theory. Some physical limitations regarding this model are discussed below:

1. The model formulations requires information of the aspect ratio of ice crystals (stiff end member) and the tortuosity of the pore space (soft end member), but the model is not sensitive to these parameters over reasonable parameter ranges (Dou et al., 2017).

2. Ice growth in the model is between the matrix supporting and grain coating modes, which is realistic in most of situations. Thus, the model adopts the HS average as a mixing strategy to combine the two-end elements, while HS average lacks a physical meaning. For example, the HS average fails to model diverse velocity-porosity relation for sandstones (Avseth et al., 2010). Similarly, it seems also not capable of modeling various velocity versus UWS trends for unconsolidated permafrost presented in this paper.
**Biot theory:** It was originally developed to describe wave propagation in a fully saturated porous medium (Biot, 1956a, 1956b; Carcione et al., 2010). LeClaire et al. (1994) extended the two-phase Biot theory to a three-phase theory to study frozen porous media and assume no direct contact between solid grains and ice inclusions, by imposing a soil grain-water meniscus-ice crystal sandwich structure. Skeleton strengthening due to the cementing effect of crystal growth has been introduced to improve this three-phase Biot theory (Carcione & Tinivella, 2000; Gei & Carcione, 2003). The model considers the influence of effective pressure and energy dissipation mechanisms for wave propagation in the frozen medium. However, it requires a large number of material properties such as soil and hydrate matrix permeability and friction coefficients, which are difficult or even impossible to measure. Furthermore, some empirical factors do not have clear physical meaning and must be determined by data fitting. Therefore, it is difficult to validate this extended three-phase Biot theory. Instead, Lee (2002) modified the Biot-Gassmann theory, here referred to as the **BGTL model**, by updating the original two-phase Biot theory. It assumes that the \( V_s/V_p \) ratio of a consolidated sediment is related to the \( P \) and \( S \) wave velocity ratio of the matrix material and the effective porosity of the soil. This assumption is not valid when grains lose their contacts and the sediment \( V_s/V_p \) ratio approaches 0 in a high porosity range. The **BGTL model** considers gas hydrates and soil grains as one solid composite and calculates the effective solid matrix properties based on the Hill’s average equation (Hill, 1952). Lee (2002) proposes an empirical relation between the Biot coefficient and porosity for hydrate sediments, but the porosity of the tested samples falls in a limited porosity range (0.3 to 0.4), and data in the low porosity range (less than 0.2) are quite scarce. He also suggests that the relationship could be derived based on velocity estimates from the WE model or pore filling model (effective medium theory). Using such model-derived estimates will of course propagate the challenges of using the WE model and pore filling theory.

### 4. Comparison Study

#### 4.1. Selection of Geoacoustic Models and Data for Comparison Study

There are only a few available papers comparing several geoacoustic models for unconsolidated permafrost (Carcione & Seriani, 1998; Thimus et al., 1991). Thimus et al. (1991) made a comparison between the three-phase Wood’s equation, the time-averaged equation, and KT model for Boom clay. They used NMR and calorimetry techniques to measure relatively accurate UWC values. Carcione and Seriani (1998) tried to verify more models including the three-phase Biot theory proposed by LeClaire et al. (1994). However, the UWC used for verification was estimated by a thermodynamic relationship, which mainly considers capillary effect and assumes Gaussian porosimetric distribution. This relationship might not work for fine-grained permafrost soils. More efforts have been put on geoacoustic model studies and their comparisons for gas hydrate bearing sediments that show similarities with frozen soil (Chand et al., 2004; Hu et al., 2010; Kim et al., 2013; Konno et al., 2015; Pan et al., 2019; Waite et al., 2009). However, the preparation of synthesized hydrate samples can be quite different such as gas plus unsaturated sediments, gas plus saturated sediments, and gas plus sediments with seed ice (Waite et al., 2009; Yun et al., 2007). Different hydrate nucleation and growth processes in these preparation methods can result in distinct crystal growth habits and nonunique relations between hydrate saturation and acoustic velocity. Thus, conclusions drawn from hydrate sediment studies should not be uncritically applied to unconsolidated permafrost. Besides, some measurement methods of hydrate saturation, such as the electrical resistivity method, are indirect and could not provide accurate “reference” results to verify these models (Chand et al., 2004).

This paper first considers the references that contain both acoustic results and UWC measured by NMR or time domain reflectometry (TDR) (Christ & Park, 2009; Matsushima et al., 2016; Thimus et al., 1991). NMR is considered as one of the most accurate methods for UWC determination (Li, 2009; Tice et al., 1989), since NMR signals, at the resonant frequency of hydrogen nuclei, are proportional to the amount of hydrogen atoms. TDR is an indirect method to measure soil moisture content through the bulk soil dielectric permittivity. It has been proven that TDR can provide UWC estimates with high accuracy after proper calibration and installation (Smith & Tice, 1988). We also have collected laboratory \( V_p \) and \( V_s \) test results and use the \( V_s/V_p \) ratio to validate the consistency of the geoacoustic models. The frequencies applied in the collected acoustic measurements in this paper are listed in Table 1. The highest frequency was 2 MHz with a wavelength from 1 to 3 mm. The wavelength is thus much larger than the coarsest grain size considered.
(fine-grained sand with a maximum grain diameter of 0.1 mm). In principle, ice lenses or inclusions at this scale could form during the sample freezing process, but no information is available in the original sources, and we have thus assumed homogeneous samples, where the continuous medium assumptions are valid.

When selecting the geoacoustic models, we used the three following guiding principles: (1) The models should share as many physical parameters as possible. (2) The model parameters were calibrated to fit particular data sets in previous study and contain clear physical meaning. (3) The model has a limited number of input parameters. According to these selection criteria, we finally choose the WE model (Lee et al., 1996), the KT model (Zimmerman & King, 1986), the pore-scale crystal growth model (Helgerud et al., 1999; Kleinberg & Dai, 2005), the BGTL model (Lee, 2002), and two-end member model (Dou et al., 2017).

Investigated pore-scale crystal growth modes include the grain cementing, grain coating, matrix supporting, and the pore filling. Three-phase Biot theory is out of the scope of this paper since it involves some parameters that are difficult to be determined such as frozen soil permeability.

### 4.2. Data Selection and Analysis

Two sets of measurements are used to make comparison among these selected models: UWC versus acoustic velocity ($V_p$ and $V_s$) in Figure 4 and $V_s$ versus $V_p$ in Figure 5. This paper only selects the results for which UWC is measured by TDR or NMR, and the soil is well characterized (Christ & Park, 2009; Matsushima et al., 2016). However, there are only five data sets fulfilling this requirement, so joint $V_p$ and $V_s$ measurement results are also selected to enrich data sets (Christ & Park, 2009; Domenico, 1984;)

### Table 1

<table>
<thead>
<tr>
<th>Soil</th>
<th>$n$</th>
<th>$C_c$</th>
<th>$S$ (g/L)</th>
<th>$f$ (kHz)</th>
<th>Freezing method</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sand</td>
<td>0.29</td>
<td>0</td>
<td>0</td>
<td>2000</td>
<td>1-D freezing</td>
<td>Christ and Park (2009)</td>
</tr>
<tr>
<td>Silt sand</td>
<td>0.32</td>
<td>0.05</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Silt</td>
<td>0.39</td>
<td>0.02</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unconsolidated sand</td>
<td>0.41</td>
<td>0</td>
<td>20</td>
<td>1000</td>
<td></td>
<td>Matsushima et al. (2016)</td>
</tr>
<tr>
<td>Overconsolidated Boom clay</td>
<td>0.40</td>
<td>0.51</td>
<td>$\approx$5</td>
<td>1000</td>
<td>Liquified nitrogen freezing</td>
<td>Thimus et al. (1991); Nguyen et al. (2013)</td>
</tr>
<tr>
<td>Marine sand (1) (2)</td>
<td>0.40</td>
<td>0.05</td>
<td>1.17/4.68</td>
<td>500–850</td>
<td>Natural permafrost</td>
<td>King et al. (1982)</td>
</tr>
<tr>
<td>River silt</td>
<td>0.36</td>
<td>0.20</td>
<td>n.d.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>River sand</td>
<td>0.37</td>
<td>0.05</td>
<td>n.d.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Marine clay</td>
<td>0.43</td>
<td>0.51</td>
<td>17.55</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Peking fine sand</td>
<td>0.32</td>
<td>n.d.</td>
<td>n.d.</td>
<td>1000</td>
<td>Air freezing in the confined container</td>
<td>Wang et al. (2006)</td>
</tr>
<tr>
<td>Lanzhou loess</td>
<td>0.34</td>
<td>n.d.</td>
<td>n.d.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Harbin clay</td>
<td>0.46</td>
<td>n.d.</td>
<td>n.d.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note. $n$, porosity; $C_c$, clay content; $S$, salinity; and $f$, applied frequency.

### Table 2

<table>
<thead>
<tr>
<th>Material</th>
<th>$K$ (GPa)</th>
<th>$G$ (GPa)</th>
<th>$\rho$ (kg/m$^3$)</th>
<th>$V_p$ (m/s)</th>
<th>$V_s$ (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water</td>
<td>2.25$^a$</td>
<td>0</td>
<td>1.000$^a$</td>
<td>1,500</td>
<td>0</td>
</tr>
<tr>
<td>Quartz</td>
<td>37$^b$</td>
<td>44$^b$</td>
<td>2.650$^c$</td>
<td>6,008</td>
<td>4,075</td>
</tr>
<tr>
<td>Clay</td>
<td>20.9$^c$</td>
<td>6.85$^c$</td>
<td>2.580$^c$</td>
<td>3,412</td>
<td>1,630</td>
</tr>
<tr>
<td>Ice</td>
<td>8.4$^d$</td>
<td>3.7$^d$</td>
<td>920$^d$</td>
<td>3,807</td>
<td>2,005</td>
</tr>
<tr>
<td>$CN$</td>
<td>$\varphi_c$</td>
<td>$\tau$</td>
<td>$\alpha$</td>
<td>$W$</td>
<td>$n$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>0.37$^e$</td>
<td>1$^f$</td>
<td>0.01$^f$</td>
<td>1/1.5$^d$</td>
<td>1$^d$</td>
</tr>
</tbody>
</table>

Note. $K$, bulk modulus; $G$, bulk modulus; $\rho$, density; $V_p$, $P$ wave velocity; $V_s$, $S$ wave velocity; $CN$, coordination number; $\varphi_c$, critical porosity; $\tau$, tortuosity; $\alpha$, aspect ratio; $W$ and $n$, empirical factors.

King et al., 1982; Matsushima et al., 2016; Wang et al., 2006). Table 1 summarizes the characterization for the soils presented in Figures 4 and 5. For part of the analysis, we have chosen to normalize the original UWC data to UWS, defined as the volume ratio of unfrozen water to pores (under an assumption of full saturation in the unfrozen state), ranging from 0% to 100%.

Figure 4a shows that UWC decreases with decreasing temperature, salinity, and fine content. For example, UWC is only 0.02 for sand without salinity at a temperature of −5°C, while it is 0.1 for unconsolidated sand with 20 g/L salinity and 0.17 for overconsolidated Boom clay with around 5 g/L salinity and 51% clay content (grain size < 0.002 mm). Accordingly, the P and S wave velocities show inverse relationships with UWC in Figures 4b and 4c.

Figures 5a and 5b present an approximately linear relationship between $V_p$ and $V_s$ for frozen sand and silt regardless of temperature, porosity, grain size, and salinity. For example, marine sand (1) and (2) with higher salinities ($S = 1.17$ and 4.68 g/L respectively) share the same relationship of $V_s$ versus $V_p$ with nonsaline sand in Figure 5a. When it comes to clay, the $V_s/V_p$ ratio becomes clearly smaller and the relation tends to be nonlinear suggested in Figure 5c. The nonlinearity may be caused by the dependence of the ice growth mode on the clay content. These linear trends can facilitate the determination of the frozen soil type when joint analysis of $P$ and $S$ wave velocity such as full-waveform inversion is conducted.

King et al., 1982; Matsushima et al., 2016; Wang et al., 2006). Table 1 summarizes the characterization for the soils presented in Figures 4 and 5. For part of the analysis, we have chosen to normalize the original UWC data to UWS, defined as the volume ratio of unfrozen water to pores (under an assumption of full saturation in the unfrozen state), ranging from 0% to 100%.

Figure 4a shows that UWC decreases with decreasing temperature, salinity, and fine content. For example, UWC is only 0.02 for sand without salinity at a temperature of −5°C, while it is 0.1 for unconsolidated sand with 20 g/L salinity and 0.17 for overconsolidated Boom clay with around 5 g/L salinity and 51% clay content (grain size < 0.002 mm). Accordingly, the P and S wave velocities show inverse relationships with UWC in Figures 4b and 4c.

Figures 5a and 5b present an approximately linear relationship between $V_p$ and $V_s$ for frozen sand and silt regardless of temperature, porosity, grain size, and salinity. For example, marine sand (1) and (2) with higher salinities ($S = 1.17$ and 4.68 g/L respectively) share the same relationship of $V_s$ versus $V_p$ with nonsaline sand in Figure 5a. When it comes to clay, the $V_s/V_p$ ratio becomes clearly smaller and the relation tends to be nonlinear suggested in Figure 5c. The nonlinearity may be caused by the dependence of the ice growth mode on the clay content. These linear trends can facilitate the determination of the frozen soil type when joint analysis of $P$ and $S$ wave velocity such as full-waveform inversion is conducted.
4.3. Model Comparison

**UWS estimates from the pore-scale crystal growth models:** None of these models alone can estimate the UWS over the full range of 0–100% for both coarse- and fine-grained frozen soil in Figures 6a1, 6b1, 6c1, 6d1, and 6e1 and 7a1, 7b1, 7c1, and 7d1. However, these models can provide the insight of ice growth during the freezing. Thermodynamically, crystallization tends to initialize from the unbound water phase in the pore space, which corresponds to pore filling and matrix supporting mode, and progress to surface bound water with further freezing, which matches grain coating and cementing growth mode. As the models indicate, ice growth of sand in Figure 6a1 tends to start in the form of pore filling and/or matrix supporting. When UWS decreases to roughly 50–60%, the grain cementing or coating mode initializes and finally becomes dominated in the freezing process. Silt sand and silt follow a similar ice growth mode, but the mode change takes place at a higher UWS (around 80% for silt) from matrix supporting/pore filling dominated to grain coating/cementing controlled in Figures 6c1 and 6d1, because silt sand and silt with higher fine content include less unbound water than sand. It indicates that the unbound water content has significant impact on ice crystallization mode. In the meanwhile, the abrupt transition observed for sand, silt and silty sand is not seen for saline sand (20 g/L, Figure 6b1) and clay (5 g/L, Figure 6b1). It indicates that salinity relaxes this mode transition from pore filling/matrix supporting to grain coating/cementing as discussed in section 2.2.

---

**Figure 5.** $S$ wave velocity $V_s$ versus $P$ wave velocity $V_p$ for different types of soil. Sand, silt, sand and silt (Christ & Park, 2009); unconsolidated sand (Matsushima et al., 2016); marine sand (1), (2), river silt, river sand, and marine clay (King et al., 1982); Peking fine sand, Lanzhou loess, and Harbin clay (Wang et al., 2006); Silty clay and clay (Zimmerman & King, 1986). Information on these soils can be found in Table 1. Blue dashed line is the linear fitting of $V_p$ versus $V_s$ for frozen sand.
Figure 6. Comparison of geoacoustic models for $P$ wave velocity of frozen soil according to the measurement of $V_p$ versus UWS. Points represent corresponding measurements of $V_p$ and UWS (measured by NMR or TDR). Lines represent the $V_p$ estimated by various models as a function of UWS based on the parameters given in Tables 1 and 2. Each row corresponds to a different type of soil. For example, (a1)–(a3) correspond to sand, (b1)–(b3) unconsolidated sand, (c1)–(c3) silt sand, (d1)–(d3) silt, and (e1)–(e3) overconsolidated Boom clay. Each column represents a certain set of models.
Model estimates of UWS from the P wave velocity: The UWS estimates based on the BGTL and two-end member models are quite accurate for unconsolidated sand with 0.41 porosity and overconsolidated Boom clay with 0.4 porosity in Figures 6b3 and 6e3. The average UWS estimate mismatch is only 5%, and the maximum mismatch is 10%. The estimates are less accurate for the WE and KT models. The average mismatch ranges from 8% to 15%, with a maximum of 20% overestimation for the WE model in Figures 6b2 and 6e2. Both WE and KT models overestimate UWS to some degree. When it comes to silt sand with 0.32 porosity and silt with 0.39 porosity, the WE and KT models can provide slightly better estimates with 10% average error and a 20% maximum error in Figures 6c2 and 6d2 compared with the BGTL and two-end member models in
Figures 6c3 and 6d3. There is underestimation at the range from 40% to 70% UWS and overestimation from 70% to 100% UWS for those models. None of the tested models can well estimate UWS above 20% for sand with 0.29 porosity in Figures 6a2 and 6a3. Maximum errors occur at the initialization of ice crystal growth (high UWS) and can be up to 40% for most of the tested models and even more than 50% for the WE model.

Figure 8. Comparison of geoacoustic models regarding different types of soil according to the measurement of $V_s$ versus $V_p$. The model curves (lines) are corresponding $V_p$ and $V_s$ calculated based on variation of UWS from 0 to 100% (high to low $V_p$ or $V_s$). Points represent consistent measurements of $V_p$, $V_s$, and UWS. Each row corresponds to a different type of soil. For example, (a1) and (a2) correspond to sand, (b1) and (b2) unconsolidated sand, (c1) and (c2) river silt, and (d1) and (d2) marine clay. The $V_s$ versus result of overconsolidated Boom clay is not presented because of missing $S$ wave velocity measurements in Thimus et al. (1991).

Figures 6c3 and 6d3. There is underestimation at the range from 40% to 70% UWS and overestimation from 70% to 100% UWS for those models. None of the tested models can well estimate UWS above 20% for sand with 0.29 porosity in Figures 6a2 and 6a3. Maximum errors occur at the initialization of ice crystal growth (high UWS) and can be up to 40% for most of the tested models and even more than 50% for the WE model.
Model estimates of UWS from the S wave velocity: The accuracy of UWS estimates based on $V_s$ measurements in Figures 7a2, 7a3, 7c2, and 7c3 is comparable to $V_p$-based estimates for sand and silt sand. However, the UWS model estimates from $V_s$ are significantly worse than those from $V_p$ for silt and unconsolidated sand in Figures 7b2, 7b3, 7d2, and 7d3. The $V_s$-based estimate error can be around 20% for silt and 30% for unconsolidated sand on average (although relatively few points are available for this sample). Thus, the UWS estimated by these models from S wave velocities is less accurate than predictions based on the P wave velocity, likely because the S wave velocity can be sensitive to other parameters such as effective stress and original cementing among the soil particles other than UWS only. For example, the $V_s$ of silt sand in completely unfrozen saturated state is above 700 m/s (likely due to cementing), which is much faster than model estimates at the low confinement stress level. However, it is not easy to estimate the effective stress and the cementing based on the information given in the data references and these factors mainly influence the accuracy of the UWS estimates based on S wave velocity.

Model estimates of UWS from $V_s$ versus $V_p$: The sand, unconsolidated sand, river silt, and marine clay are selected because our previous analysis (Figure 5) show that sand and silt roughly share a linear relationship of $V_s$ versus $V_p$ regardless of salinity, temperature and porosity. The $V_s$ versus $V_p$ estimates based on the KT and BGTL models roughly match the measurements for sand in Figure 8a1, which means that both models provide consistent UWS estimates based on P and S wave acoustic measurements. The WE and two-end member models show a slight mismatch and UWS estimates based on $V_s$ measurements are slightly higher than those based on $V_p$ measurements. Generally, the KT, BGTL, WE, and two-end member models can provide quite consistent UWS estimates based on $V_s$ and $V_p$ for all tested sands and silts in Figures 5a and 5b except unconsolidated sand in Figure 8b2. With increasing fine content, the consistency of UWS estimates worsens and the data sets for river silt with 20% fine content (grain size < 0.075 mm) and marine clay with 51% clay content cannot match the $V_s$ versus $V_p$ estimate curves anymore. From a combined analysis of Figures 6–8, it is evident that the fact that a model provides consistent estimates of UWC based on $V_p$ and $V_s$ measurements is not an indication that this estimate is accurate (compares favorably with measured UWS). This is illustrated in Figure 8 by the grain coating and cementing models, which correlate well with observations of $V_s$ versus $V_p$ sands and silts, although both models cannot estimate UWS based on $V_p$ or $V_s$ alone, as shown in Figures 6 and 7. We find that misunderstandings or even incorrect conclusions may arise from validating geoaoustic models based on the joint analysis of $V_s$ and $V_p$ data sets alone.

5. Discussions

In the present study, by comparing data from multiple sources and sample types, we can document the effects of both grain size and salinity on ice crystallization and compare the performance of different models. It is the main difference from most previous studies that only compares one or few models based on few soil types and nonreliable UWC measurement results. In this section, we focus on the physical interpretation of match and mismatch between laboratory results and theoretical models. Besides, possible dispersion effect is also generally discussed.

$S$ wave velocity estimate: The effective stress is one of the key parameters in some of the compared models (the pore filling, matrix supporting, and two-end member models). In this work we have assumed an effective stress of 1 kPa (no load on sample) as the stress level was expected to be low. Although higher values of effective stress can be used to achieve a better S wave velocity match for fully unfrozen soils, there is no evidence to support this adjustment regarding the experimental setups. Besides, none of the crystal growth models alone provide reasonable S wave velocity based estimates over the entire range of UWS, and the HS average applied in the two-end member model has little physical meaning. When it comes to the BGTL model, the $V_s/V_p$ ratio of sediment is less than the multiplication of $V_s/V_p$ ratio of the solid phases with the solid fraction for studied unconsolidated permafrost, but they are assumed to be equal in the model. This is the reason that the BGTL-model overestimates $V_s$ in most tested conditions. Another error source is from the Biot coefficient estimate. The empirical Biot coefficient versus porosity relation in the BGTL model proposed by Lee (2002) is higher than the estimate they derive from the grain coating or cementing models at a given UWS. When the ice growth mode quickly transforms from matrix supporting and pore filling to grain coating/cementing, the S wave velocity estimated based on the BGTL model is less than actual
measurements for, for example, silt and silt sand (see Figures 7c3 and 7d3). S wave velocities derived by the WE model completely depends on the empirical $V_p$–$V_s$ relation developed for mudrocks by Castagna et al. (1985). New $V_p$–$V_s$ relations for unconsolidated permafrost might be concluded from Figure 5.

**P wave velocity estimate:** The pore filling and matrix supporting models perform relatively good for sand, silt, sand and silt at the initialization of ice crystal growth (high UWS), and the grain coating/cementing models give reasonable values for the high ice content limit (low UWS). However, single crystal growth mode throughout the whole freezing process has not been found for any tested frozen soils, which is different from the crystal growth behavior in some synthetic hydrate–bearing sediments.

Lee et al. (1996) selected $n = 1$ and $W = 1$ to fit the joint $P$ and $S$ wave velocities reported by Zimmerman and King (1986) using the WE model. However, as we previously concluded, joint analysis of $P$ and $S$ wave velocities may lead to incorrect conclusions with respect to UWS, and their choice of $n$ and $W$ values was not specifically determined for different soil types and salinities. In order to provide valid choices of $n$ and $W$ specifically for the unconsolidated permafrost, we tested in this paper, Figure 9 shows the good fitting based on the various $n$ and $W$ values. The $n$ value is related to the ice crystal growth modes, and it seems from our results that $n < 1$ is suitable for saline soils or soils with little bound water (e.g., coarse grained soils) while $n > 1$ for soils with large amount of bound water (e.g., silt sand).

The KT model generally performs better with increasing ice content (lower UWS) since it assumes a dilute concentration of water inclusions. However, the water phase might be continuous at the initialization of ice growth (high UWS), and the KT model may therefore overestimate the UWS when it is above 70% in most tested soils. However, the KT model can also underestimate UWS when the crystal growth mode quickly shifts to grain coating or cementing, as seen for the silt sand and silt samples at a range of UWS between 40–60%. The reason is that the KT model essentially suggests the crystallization different from grain coating as we explained in section 3. There is a high consistency between the KT model estimate and measurement results for unconsolidated sand because the sample porosity (0.41) and measured UWS from 20% to 50% are located in the well-estimated range of the model (Zimmerman & King, 1986). The good match is also achieved for overconsolidated Boom clay with more than 50% clay content although the clay particles are far from spherical shape as assumed by the model. It indicates that the shape effect of “hard” inclusions is not significant.

When it comes to the BGTL model, the empirically defined Biot coefficient versus porosity relationship by Lee (2002) could be the main source of estimate errors. It falls between the value derived from pore filling and matrix supporting as upper bound and the value at the basis of grain coating and cementing as lower bound. Essentially, this proposed relation in the BGTL model estimates the variation of the Biot coefficient with a “smooth” freezing process. This is the reason the BGTL model can achieve a good match for unconsolidated saline sand and overconsolidated Boom clay with gradual freezing process. It can also explain why

![Figure 9. W and n values for data fitting of P wave velocity versus UWS. Points represent measured data of $V_p$ and UWS (measured by NMR or TDR), lines represent model predictions of $V_p$ based on variation of UWS with the following choices for W and n: sand: $W = 5.5$ and $n = 0.6$ (red); unconsolidated sand: $W = 1.8$ and $n = 0.5$ (blue); overconsolidated Boom clay: $W = 2.1$ and $n = 0.5$ (black); silt sand: $W = 4.5$ and $n = 4$ (green); sand: $W = 2.5$ and $n = 3$ (pink).](image-url)
this model overestimates the UWS when pore filling and matrix supporting are the dominating crystal growth modes and underestimates the UWS when crystallization mode quickly shifts to grain cementing and coating like for silt sand and silt.

In the two-end member model proposed by Dou et al. (2017), the upper and lower HS bounds approximately correspond to the grain coating and matrix supporting crystal growth modes. The HS average, as a strategy to mix the fully “unfrozen” and “frozen” ends, can also model a “smooth” P wave velocity versus UWS relationship at the range of 0% to 100% UWS similar with BGTL model. That is why it can match the experimental results for unconsolidated sand and overconsolidated Boom clay, since the ions and clay particles relax the freezing process and ice grows more homogeneously, in contrast to the ice growth in frozen nonsaline sand, silt sand, and silt where an abrupt change in crystal growth mode is observed.

Dispersion effect: In order to consider the effect of frequency on wave velocity and further UWS estimate, this paper considers Biot-type velocity dispersion as a result of the decoupling between solid phases (soil particles and ice) and fluid phase (unfrozen water) in the three-phase Biot theory proposed by Leclaire et al. (1994). The characteristic frequency that distinguishes the low- and high-frequency ranges increases from 75 to 300 kHz as UWS decreases from 3.3% to 1.7%. It indicates that the lowest applied frequency of 500 kHz for the experiments referenced in this paper is in the high-frequency range even for completely frozen soils. Besides, the ratio of high-frequency fast wave velocity to low-frequency velocity approaches 1 as the characteristic frequency increases with freezing. To consider both effects, dispersion of the fast wave can be practically negligible when the wave frequency is larger than 30 kHz (Lee & Waite, 2008). To sum up, all measured wave velocities in this paper are in the high-frequency domain and dispersion effects can be neglected for UWS estimates.

6. Conclusions
This study comprised a review and reanalysis of previously published acoustic velocity measurements for frozen soil and continued with an intercomparison of selected geoaoustic models for UWC or UWS estimate accuracy. It finally ends up with physical interpretations in the discussion. Apart from reviewing previous works, we also draw several original conclusions below:

- Effect of air bubbles formed and trapped during freezing can counteract the hysteresis in acoustic velocities induced by the “ink-bottle” effect and ice lens growth as suggested by acoustic velocity measurement. Furthermore, this study documents a freezing-thawing hysteresis near the eutectic temperature of frozen soil and attribute this to the effect of salt precipitation and dissolution.
- Regardless of porosity, grain size, temperature, and salinity, frozen sand and silt generally share the same linear trend between measured \( V_s \) and \( V_p \). Measurement results for frozen clay generally plot below the trend line.
- The joint analysis of classical crystal growth models and UWS versus \( V_s \) measurements indicates that the growth of ice crystals starts from the unbound water phase in the pore space (pore filling and matrix supporting mode) and grow toward the grain surface with further freezing (grain coating and cementing mode). The UWS at which a shift in ice crystallization mode is observed depends on the unbound water content in the soil. The salinity can smoothen this transition from ice filling/matrix supporting to grain coating/cementing crystallization mode.
- \( V_p \) is a better measure for estimating UWS in comparison with \( V_s \). The value of the parameter \( n \) highly determines the prediction capacity of the WE model, and it is dependent on the ice crystal growth mode. The KT, BGTL, and two-end member models overestimate the UWS when ice growth is mainly pore filling or matrix supporting dominated and water is the continuous phase other than ice, while underestimation can be expected when grain coating/cementing gradually becomes dominating. Satisfactory estimates are made for unconsolidated saline sand and overconsolidated Boom clay mainly because both show quite “smooth” ice crystal growth.
- Most of tested models (grain coating and cementing, KT, BGTL, WE, and two-end member) can also provide quite consistent UWS estimates based on \( V_s \) versus \( V_p \) for tested sands and silts. An increase in clay content would deviate the predicted \( V_s \) versus \( V_p \) curve from measurement results. However, the fact that a model provides consistent estimates of UWC based on \( V_p \) and \( V_s \) measurements does not ensure that the UWC estimate is accurate. Independent measurements of UWC are necessary for model validation.
Appendix A: Key Equations in the Compared Models

The key equations of the geoacoustic models reviewed in the main paper are presented in this appendix to provide the full theoretical formulation of the models. The estimated \( V_p \) (m/s) and \( V_s \) (m/s) in the following models (except the WE model) are calculated as follows (Helgerud et al., 1999):

\[
\rho_m = C_c(1 - \varphi)\rho_c + (1 - C_c)(1 - \varphi)\rho_s + S_w\varphi\rho_w + (1 - S_w)\varphi\rho_i
\]  \( \text{(A1)} \)

\[
V_p = \sqrt{\frac{K + 4/3G}{\rho_m}}
\]  \( \text{(A2)} \)

\[
V_s = \sqrt{\frac{G}{\rho_m}}
\]  \( \text{(A3)} \)

where \( C_c \) and \( (1 - C_c) \) are the clay and quartz fractions (unitless); \( S_w \) and \( (1 - S_w) \) are the unfrozen water and ice saturations (unitless); \( \varphi \) is the soil porosity (unitless); \( \rho_m, \rho_c, \rho_s, \rho_w, \) and \( \rho_i \) are the mixture, clay, sand, water, and ice densities (kg/m\(^3\)); \( K \) and \( G \) are the estimated effective bulk and shear moduli of the (partly) frozen soil (Pa).

The HS average suggested by Hill (1952) is used by some models to calculate the effective bulk \( K_s \) (Pa) and shear \( G_s \) (Pa) modulus of solid phases composed of quartz, clay, and ice (if present).

\[
K_s = \frac{1}{2} \sum_{i=1}^{m} f_i K_i + \left( \frac{1}{2} \sum_{i=1}^{m} f_i / K_i \right)^{-1} \]  \( \text{(A4)} \)

where \( m \) is the number of solid components; \( f_i \) (unitless), \( K_i \) (Pa) and \( G_i \) (Pa) are the volumetric fraction, bulk, and shear moduli of the \( i \)th component in the solid phase, and \( m \) is the total number of phases considered.

**WE model.** The three-phase Wood equation shown in Equation A5 estimates the bulk \( P \) wave velocity, \( V_{p1} \) (m/s), from the weighted average of the reciprocal of the bulk moduli for water, ice and soil (solid) phases:

\[
\frac{1}{\rho V_{p1}^2} = \frac{\varphi S_w}{\rho_w V_w^2} + \frac{\varphi(1 - S_w)}{\rho_i V_i^2} + \frac{(1 - \varphi)}{\rho_m V_m^2}
\]  \( \text{(A5)} \)

where \( V_w, V_i, \) and \( V_m \) (m/s) are the \( P \) wave velocities of water, ice, and mineral phases, respectively, \( \varphi \) is the soil porosity (unitless), \( S_w \) (unitless) is UWS, \( \rho_w, \rho_i, \) and \( \rho_m \) (kg/m\(^3\)) are the densities of water, ice, and mineral phases.

In the three-phase time-averaged equation, \( V_{p2} \) (m/s) is derived from the weighted slowness average for water, ice and soil (solid) phases:

\[
\frac{1}{V_{p2}^2} = \frac{\varphi S_w}{V_w} + \frac{\varphi(1 - S_w)}{V_i} + \frac{(1 - \varphi)}{V_m}
\]  \( \text{(A6)} \)

The \( V_p \) estimate of the WE model is then the weighted average of \( V_{p1} \) and \( V_{p2} \) by unitless empirical factors \( n \) and \( W \):

\[
\frac{1}{V_p} = \frac{W \varphi S_w^n}{V_{p1}} + \frac{1 - W \varphi S_w^n}{V_{p2}}
\]  \( \text{(A7)} \)

Lee et al. (1996) adopted the empirical relation \( V_s \) versus \( V_p \) presented in Equation A8 for mudrock proposed by Castagna et al. (1985) to calculate the \( S \) wave velocity \( V_s \) of frozen soil based on the estimated \( V_p \) from Equation A7.

\[
V_s = 0.8621V_p - 1172.4
\]  \( \text{(A8)} \)
KT model. The KT model estimates the effective bulk $K$ and shear modulus $G$ for a two-phase medium consisting of a continuous matrix (with moduli $K_m$ and $G_m$ [Pa]) with spherical inclusions (of moduli $K_i$ and $G_i$ [Pa]) as follows (King, 1984):

$$
\frac{K}{K_m} = 1 + \frac{[4G_m(K_i - K_m)/(3K_i + 4G_m)K_m]c}{1 - [3(K_i - K_m)/(3K_i + 4G_m)]c} \tag{A9}
$$

$$
\frac{G}{G_m} = \frac{6G_i(K_m + 2G_m) + (9K_m + 8G_m)[(1-c)G_m + cG_i]}{G_m(9K_m + 8G_m) + 6(K_m + 2G_m)[(1-c)G_i + cG_m]} \tag{A10}
$$

where $c$ (unitless) is the volumetric fraction of inclusion concentration.

Zimmerman and King (1986) and King (1984) assume the unconsolidated permafrost as spherical soil particles embedded into a matrix composed of spherical water inclusions in a continuous ice phase. This is effectively a three-phase material, and Equations A9 and A10 are applied iteratively to first establish the moduli of the ice-water mixture and then to calculate the moduli of the material consisting of soil grains embedded in the ice-water mixture (while considered a homogenous medium).

Four pore-scale crystal growth models. The matrix supporting, pore filling, grain coating, and cementing models are four phenomenological pore-scale ice crystal growth models developed by (Dvorkin & Nur, 1996; Helgerud et al., 1999).

The matrix supporting and the pore filling models also adopt Hertz-Mindlin contact theory to calculate dry frame bulk and shear modulus ($K_{dry}$ and $G_{dry}$ [Pa]) with the consideration of a critical porosity $\varphi_c$ (unitless) that distinguishes the consolidation and suspension state of solid particles:

$$
K_{dry} = \begin{cases} 
\frac{\varphi_p}{K_{IM} + 2\varphi_p(1-\varphi_p)} - \frac{2\varphi_p}{K_{IM}} & \varphi < \varphi_c \\
\frac{\varphi_p}{K_{IM} + 2\varphi_p(1-\varphi_p)} - \frac{2\varphi_p}{K_{IM}} & \varphi \geq \varphi_c
\end{cases} \tag{A11}
$$

$$
G_{dry} = \begin{cases} 
\frac{\varphi_p}{G_{IM} + 2\varphi_p(1-\varphi_p)} - \frac{z\varphi}{G_{IM}} & \varphi < \varphi_c \\
\frac{\varphi_p}{G_{IM} + 2\varphi_p(1-\varphi_p)} - \frac{z\varphi}{G_{IM}} & \varphi \geq \varphi_c
\end{cases} \tag{A12}
$$

$$
Z = \frac{G_{IM}}{6} \left(\frac{9K_{IM} + 8G_{IM}}{K_{IM} + 2G_{IM}}\right) \tag{A13}
$$

where $K_{IM}$ and $G_{IM}$ can be calculated by the Equations A14 and A15:

$$
K_{IM} = \left[\frac{CN^2(1-\varphi_c)^2}{18\pi^2(1-\nu_i)}\right]^{\frac{1}{2}} \tag{A14}
$$

$$
G_{IM} = \frac{5 - 4\nu_i}{5(2-\nu_i)} \left[\frac{3CN^2(1-\varphi_c)^2}{2\pi^2(1-\nu_i)^2}\right]^{\frac{1}{2}} \tag{A15}
$$

Here, $P$ (Pa) is the effective stress, CN (unitless) is the coordinator number, and $\nu_i$ (unitless) is the solid Poisson ratio. In this study, $P$ is assumed equal to 1 kPa, given the nonconfinement testing conditions and self-weight of all the tested samples presented in this paper.

The pore filling crystal growth model assumes the ice grows in a fluid phase as a new component. The bulk modulus of the fluid phase, $K_f$, is a weighted reciprocal average of the bulk water $K_w$ and ice moduli $K_i$ through UWS $S_w$:

$$
K_f = [(1-S_w)/K_i + S_w/K_w]^{-1} \tag{A16}
$$

The effective bulk and shear modulus, $K$ and $G$, in the pore filling model are then calculated using Gassmann’s equations (Helgerud et al., 1999):
\[ K = K_s \frac{\varphi K_{Dry} - (1 + \varphi) K_f K_{Dry}}{(1 - \varphi) K_f + \varphi K_s - K_f K_{Dry}/K_s} \]  
(A17)

\[ G = G_{Dry} \]  
(A18)

The matrix supporting model assumes the ice grows as a solid phase while the fluid phase is only composed of water. It reduces the original porosity \( \varphi \) to "effective" porosity \( \varphi_1 = \varphi S_w \). The fractions of soil and ice \( f_s \) and \( f_i \) (unitless) in the solid phase require recalculations and can be further used in the Equation A4 to calculate new solid bulk \( K_s \) and shear \( G_s \) moduli:

\[ f_s = (1 - \varphi)/(1 - \varphi_1); f_i = \varphi(1 - S_w)/(1 - \varphi_1); \]  
(A19)

The Gassmann’s Equation A17 and A18 are also used to calculate effective bulk and shear moduli, \( K \) and \( G \), in the matrix supporting model.

Both the grain coating and the cementing models use the following equations to calculate the effective drained rock moduli:

\[ K_{Dry} = \frac{CN(1 - \varphi)M_s}{6} S_n(\alpha); \]  
(A20)

\[ G_{Dry} = \frac{3K_{Dry}}{5} + \frac{3CN(1 - \varphi)}{20} G_s S_1(\alpha) \]  
(A21)

where the value of \( \alpha \) is different for the cementing model (Equation A22) and the grain coating model (Equation A23) and the \( S_n \) and \( S_c \) are functions of \( \alpha \) and explained by Kleinberg and Dai (2005):

\[ \alpha = 2 \left[ \frac{(1 - S_w) \varphi}{3CN(1 - \varphi)} \right]^{0.25} \]  
(A22)

\[ \alpha = 2 \left[ \frac{(1 - S_w) \varphi}{3CN(1 - \varphi)} \right]^{0.5} \]  
(A23)

The Gassmann’s Equations A17 and A18) are applied again to calculate effective bulk and shear moduli of the grain coating and the cementing models.

Two-end member models. The SCA is suggested by Dou et al. (2017) to calculate the bulk modulus \( K_{IF} \) (Pa) and shear modulus \( G_{IF} \) (Pa) for the fully frozen end member only composed of ice and soils:

\[ K_1 + K_2 = 0 \]  
(A24)

\[ G_1 + G_2 = 0 \]  
(A25)

where \( K_i \) and \( G_i \) are the moduli when ice is assumed as penny-shaped inclusions embedded into the continuous soil phase. \( K_2 \) and \( G_2 \) are the moduli when soil grains are assumed to be spherical inclusions built into the ice matrix. Equations A26–A29 can be introduced into Equations A24 and A25, which are solved iteratively for the moduli \( K_{IF} \) and \( G_{IF} \):

\[ K_1 = \varphi(K_i - K_{IF})P_{i penny} \]  
(A26)

\[ G_1 = \varphi(G_i - G_{IF})Q_{i penny} \]  
(A27)

\[ K_2 = (1 - \varphi)(K_s - K_{IF})P_{s sphere} \]  
(A28)

\[ G_2 = (1 - \varphi)(G_s - G_{IF})Q_{s sphere} \]  
(A29)

where \( P \) and \( Q \) (unitless) are shape factors explained by Dou et al. (2017).
The bulk modulus $K_{WF}$ (Pa) and shear modulus $G_{WF}$ (Pa) of the fully unfrozen end member adopt the Herz-Mindlin contact model and Biot theory (Dou et al., 2017). In the first step, the dry granular frame modulus $K_{gf}$ and $G_{gf}$ (Pa) are calculated as follows:

\[ \nu_s = \frac{3K_s - 2G_s}{2(3K_s + G_s)} \]  
(A30)

\[ K_{gf} = \left( \frac{CN^2(1 - \varphi_s)^2G_s^2}{18\pi^2(1 - \nu_s)^2P} \right)^{1/3} \]  
(A31)

\[ G_{gf} = \left( \frac{5 - 4\nu_s}{5(2 - \nu_s)} \right) \left( \frac{3CN^2(1 - \varphi_s)^2G_s^2}{2\pi^2(1 - \nu_s)^2P} \right)^{1/3} \]  
(A32)

where $\nu_s$ is the Poisson's ratio of the solid grains (unitless).

Biot's fluid substitution is then used to calculate saturated bulk modulus, and detailed formulas for calculation of the factors $\Delta$, $S$, $R$, $Q$, $\rho_{11}$, $\rho_{12}$, $\rho_{22}$, and $\rho_{WF}$, in Equations A33 and A34 can be found in Dou et al. (2017).

\[ V_{P\infty} = \left( \frac{\Delta + (\Delta^2 - 4(\rho_{11}\rho_{22} - \rho_{12}^2)(SR - Q^2))^{1/2}}{2(\rho_{11}\rho_{22} - \rho_{12}^2)} \right)^{1/2} \]  
(A33)

\[ V_{S\infty} = \left( \frac{G_{gf}}{\rho_{WF} - \varphi \rho_w \tau} \right)^{1/2} \]  
(A34)

The bulk modulus $K_{WF}$ and shear modulus $G_{WF}$ can be calculated as follows:

\[ K_{WF} = \left( V_{P\infty}^2 - \frac{4}{3} V_{S\infty}^2 \right) \rho_{WF} \]  
(A35)

\[ G_{WF} = V_{S\infty}^2 \rho_{WF} \]  
(A36)

The effective modulus $K$ and $G$ of partially frozen soil can then be estimated as a HS average to mix modified upper ($K_{HS+}$ and $G_{HS+}$) and lower ($K_{HS-}$ and $G_{HS-}$) HS bounds:

\[ K = \frac{1}{2}(K_{HS+} + K_{HS-}) \]  
(A37)

\[ G = \frac{1}{2}(G_{HS+} + G_{HS-}) \]  
(A38)

\[ K_{HS+} = K_{IF} + \frac{S_w}{(K_{WF} - K_{IF})^{-1} + S_w(K_{IF} + 4/3G_{IF})^{-1}} \]  
(A39)

\[ G_{HS+} = G_{IF} + \frac{S_w}{(G_{WF} - G_{IF})^{-1} + 2(1 - S_w)(K_{IF} + 4/3G_{IF})^{-1}} \]  
(A40)

\[ K_{HS-} = K_{WF} + \frac{1 - S_w}{(K_{IF} - K_{WF})^{-1} + S_w(K_{WF} + 4/3G_{WF})^{-1}} \]  
(A41)

\[ G_{HS-} = G_{WF} + \frac{1 - S_w}{(G_{IF} - G_{WF})^{-1} + 2S_w(K_{WF} + 4/3G_{WF})^{-1}} \]  
(A42)

**BGTL model.** In the modified Biot-Gassmann theory proposed by Lee (2002), the Biot coefficient, $\beta$ (unitless), can be empirically obtained as a function of “effective” porosity $\varphi_1$: 

\[ BGTL model. \text{ In the modified Biot-Gassmann theory proposed by Lee (2002), the Biot coefficient, } \beta \text{ (unitless), can be empirically obtained as a function of “effective” porosity } \varphi_1: \]
\[
\beta = \frac{-184.0468}{1 + 0.56488/0.10817 + 0.99494} \quad (A43)
\]

A modulus, \( M \) (Pa) describes the pressure needed to change fluid volume without changing formation volume based on Gassmann’s theory:

\[
\frac{1}{M} = \left( \frac{\beta - \phi_1}{K_s} + \phi_1 \frac{K_w}{K_m} \right) \quad (A44)
\]

The effective bulk modulus, \( K \), can be calculated as follows:

\[
K = K_s(1 - \beta) + \beta^2 M \quad (A45)
\]

where the \( K_s \) (and \( G_s \) in Equation A46) are the HS average matrix bulk (and shear) modulus based on the individual soil matrix constituents (see Equation A4).

The effective shear modulus, \( G \), can be estimated by assuming the \( V_s/V_p \) ratio of the sediment is the multiplication of the porosity and the \( V_s/V_p \) ratio of the matrix (expressed by \( K_s \) and \( G_s \) according to Equation A4):

\[
G = \frac{G_sK_s(1 - \beta)(1 - \phi_1)^2 + G_s\beta^2 M(1 - \phi_1)^2}{K_s + 4G_s[1 - (1 - \phi_1)^2]/3} \quad (A46)
\]
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