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Abstract

This paper propose a generalized shape optimization method for transient coupled acoustic-mechanical interaction problems. The transient problem formulation allows to optimize for a broadband frequency content and the possibility to investigate transient phenomena such as pulse shaping. Throughout the work, the geometry is defined with the help of a nodal based design field, for which its zero level contour describes the interface between acoustic and structural domains. The approach utilizes a fixed background mesh to represent the geometry and a cut element immersed boundary method for the physical modelling. This modelling approach provides accurate solutions to the strongly coupled governing equations based on a special integration scheme. The optimization problem is solved using a gradient based optimizer and employs a fully discrete adjoint approach for calculating the sensitivity information. A numerical examination on the accuracy of the sensitivity analysis compares the fully discrete gradients to the commonly used semi-discrete adjoint approach for transient optimization revealing the importance of consistent sensitivities. The transient design formulation is validated on a 2D benchmark problem concerning the design of a time-harmonic acoustic partitioner. The developed framework is then applied for the design of vibroacoustic pulse shaping devices to demonstrate control of a transient phenomena.
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1 | INTRODUCTION

Shape and topology optimization have become widely popular in engineering design with ever widening application areas of in both academia and industry. One of the most popular approaches is density based topology optimization, which is a method to determine optimized material distributions that minimizes a given objective function. The key to the success of the density method is to relax the material representation by introducing intermediate densities, meaning that the material properties are commonly interpolated between solid and void phases. This approach readily facilitates the use of efficient gradient based optimizers such as the method of moving asymptotes (MMA). However, for certain problem types in which the interface plays a crucial role in the modelling, the physical interpretation of intermediate material realizations can pose severe and limiting issues. This can, for some problems, be mitigated through image processing filters and projection filters that serves to eliminate intermediate densities. These methods have paved the way for giga-scale structural optimization and made the density
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In this section, the governing equations that are used throughout the work considering the structural displacements and acoustic pressure are introduced. Since the cut element method is utilized for the modeling of the coupled system and the subsequent optimization, both the structural and acoustic fields are embedded in the domain \( \Omega \) which consists of the entire computational domain as

\[
\Omega = \Omega_s \cup \Omega_a \tag{1}
\]

where \( \Omega_a \) denotes the current acoustic region and \( \Omega_s \) is the embedded structure. Similar to other fictitious domain approaches, such as density methods, both physics are solved in \( \Omega \) which allows for maximum design freedom without the need for expensive re-meshing throughout the optimization process. The two physics are coupled through the interface \( \Gamma_e \), situated between \( \Omega_s \) and \( \Omega_a \). Hence the correct definition of the boundaries and the coupling conditions are important for the modeling accuracy. The specifics of the cut element approach is described in section \[4\]
The governing equations for linear elasticity considering a time dependent motion without the presence of a body force can be written as

\[
\rho_s \frac{\partial^2 u}{\partial t^2} - \nabla \cdot \sigma + \rho_s \alpha_d \frac{\partial u}{\partial t} - \nabla \cdot \left( \beta_d \frac{\partial u}{\partial t} \right) = 0 \quad \text{in } \Omega \tag{2}
\]

\[
u = 0 \quad \text{in } \Gamma_{sd} \tag{3}
\]

\[
\mathbf{n}_s \cdot \sigma = 0 \quad \text{in } \Gamma_{sn} \tag{4}
\]

\[
\mathbf{n}_s \cdot \sigma = \rho \mathbf{n}_s \quad \text{in } \Gamma_{as} \tag{5}
\]

where \( \rho_s \) is the density of the solid material, \( \mathbf{u} \) is the displacement vector, \( p \) is the acoustic pressure, \( \mathbf{n}_s \) is the normal vector defined at the interface pointing outwards from the structural boundary, \( \mathbf{n}_a \) is the normal vector pointing outwards from the acoustic domain into the structural region. In order to approximately reflect the loss mechanism of the real world, the Rayleigh damping is considered (the last two terms on the right hand side of the Eq. 2) in which \( \alpha_d \) and \( \beta_d \) are the Rayleigh damping parameters. Moreover, \( \sigma \) is the Cauchy stress vector which is defined as

\[
\sigma = C \left( E_s, \nu \right) \epsilon \tag{6}
\]

Here, \( C \left( E_s, \nu \right) \) is the plane stress constitutive matrix, \( E_s \) is the Young's modulus, \( \nu \) is the Poisson’s ratio and the strain vector \( \epsilon \) is defined as

\[
\epsilon = \begin{bmatrix}
\frac{\partial u_1}{\partial x}, & \frac{\partial u_2}{\partial y}, & \frac{\partial u_1}{\partial y} + \frac{\partial u_2}{\partial x}
\end{bmatrix}^T \tag{7}
\]

For the structural domain, coupling from the acoustic domain is realized through the boundary condition written in Equation 5 which means that the acoustic pressure \( p \) applies a pressure load onto the structural boundary.

The solution to the elasticity equation follows the cut element fictitious approach of\(^\text{25}\). That is, the solution of the displacements in the fictitious domain, which is the void phase in \( \Omega_a \) for the structure, is obtained by altering the material properties of the considered solid as

\[
E_s = a \tilde{E}_s, \quad \rho_s = \alpha \tilde{\rho}_s \tag{8}
\]

where \( a \) is a dimensionless, spatially varying contrast parameter and the tilde superscript is used to specify the original material properties of the solid. Throughout the work, \( a \) takes the values of unity for the structure domain and \( 10^{-8} \) for the void phase of the structure. We remark that the immersed boundary methods employed here shares many similarities to finite cell methods\(^\text{27}\) and the density method for topology optimization\(^\text{23}\).

The acoustic pressure is governed by the Helmholtz equation

\[
\frac{1}{K_a} \frac{\partial^2 p}{\partial t^2} - \frac{1}{\rho_a} \nabla^2 p = 0 \quad \text{in } \Omega \tag{9}
\]

\[
\mathbf{n}_a \cdot \nabla p = 0 \quad \text{in } \Gamma_{ad} \tag{10}
\]

\[
\mathbf{n}_a \cdot \nabla p = \rho_a \frac{\partial^2 (\mathbf{n}_a \cdot \mathbf{u})}{\partial t^2} \quad \text{in } \Gamma_{as} \tag{11}
\]

\[
\mathbf{n}_a \cdot \nabla p + \frac{1}{c_a} \frac{\partial p}{\partial t} = \frac{2}{c_a} \frac{\partial p_m}{\partial t} \quad \text{in } \Gamma_{ar} \tag{12}
\]

Here \( c_a \) is the speed of sound in the acoustic medium, \( \rho_a \) is the density of the fluid, \( K_a \) is the bulk modulus for the acoustic medium defined as \( K_a = \rho_a c_a^2 \). Hard-wall boundary condition is given in the Equation 10 and the coupling to the structural domain is given in Equation 11 which represents an acceleration boundary condition into the acoustic domain. Equation 12 describes an absorbing boundary condition with plane wave radiation where \( p_m \) denotes the transient incoming pressure wave.

Similarly to the elasticity problem, the acoustic pressure solution in the fictitious domain, which is the rigid phase for the acoustic pressure defined in \( \Omega_a \), is obtained by changing the material properties of the acoustic medium as

\[
K_a = \frac{\tilde{K}_a}{a}, \quad \rho_a = \frac{\tilde{\rho}_a}{a} \tag{13}
\]

Again, the contrast parameter \( a \) is set to unity for the acoustic domain and \( 10^{-8} \) for the rigid phase of the acoustic solution. Additional details on the accuracy and consequences of the use of contrast parameters in immersed boundary methods can be found in the following papers on elasticity\(^\text{14}\), acoustics\(^\text{13}\) and vibroacoustics\(^\text{23}\), respectively.
2.1 | Spatial discretization

The finite element discretization of the vibroacoustic system is obtained by a standard Galerkin procedure. However, note in the following that the continuous state variables have been replaced by \( \mathbf{ \tilde{u} } \) and \( \mathbf{ \tilde{p} } \) such that the resulting discrete system can be written without overbars. The resulting weak form can be stated as the following integral expression

\[
\begin{align*}
\rho_s \int_{\Omega} \delta \mathbf{u}^T \mathbf{ \tilde{u} } \, d\Omega + \int_{\Omega} \delta \mathbf{e}^T \mathbf{C} \mathbf{e} \, d\Omega + \rho_s \alpha_d \int_{\Gamma_a} \delta \mathbf{u}^T \mathbf{ \tilde{u} } \, d\Gamma + \beta_d \int_{\Gamma_a} \delta \mathbf{e}^T \mathbf{C} \mathbf{\tilde{e}} \, d\Gamma - \int_{\Gamma_a} \delta \mathbf{u}^T \mathbf{ \tilde{p} } \mathbf{n} \, d\Gamma & = 0 \quad (14) \\
\frac{1}{K_a} \int_{\Omega} \delta \mathbf{p} \, \mathbf{\tilde{p}} \, d\Omega + \frac{1}{\rho_d} \int_{\Omega} (\nabla \delta \mathbf{p})^T \nabla \mathbf{\tilde{p}} \, d\Omega - \int_{\Gamma_a} \delta \mathbf{p} \mathbf{n}^T \mathbf{ \tilde{u} } \, d\Gamma + \frac{1}{\rho_d c_a} \int_{\Gamma_a} \delta \mathbf{p} \, \mathbf{ \tilde{p} } \, d\Gamma & = \frac{2}{\rho_d c_a} \int_{\Gamma_a} \frac{\partial \mathbf{p}_a}{\partial t} \, d\Gamma \quad (15)
\end{align*}
\]

where the single and double dot notation denotes the first and the second time derivative of a variable, respectively. Furthermore, \( \delta \mathbf{e} \) is the virtual strain, \( \delta \mathbf{u} \) and \( \delta \mathbf{p} \) are the test functions for displacements and the pressure field. The computational domain is meshed with regular Q-4 elements and the continuous variables \( \mathbf{ \tilde{u} } \) and \( \mathbf{ \tilde{p} } \) are approximated at the nodal points by their corresponding time independent linear shape functions \( \mathbf{N}_u \) and \( \mathbf{N}_p \), respectively.

\[
\begin{align*}
\mathbf{ \tilde{u} } & = \mathbf{N}_u \mathbf{u}, \quad \mathbf{ \tilde{u} }^{\prime} = \mathbf{N}_u \mathbf{u}^{\prime}, \quad \mathbf{e} = \mathbf{B}_u \mathbf{u} \\
\mathbf{ \tilde{p} } & = \mathbf{N}_p \mathbf{p}, \quad \mathbf{ \tilde{p} }^{\prime} = \mathbf{N}_p \mathbf{p}^{\prime}, \quad \mathbf{ \tilde{p} } = \mathbf{N}_p \mathbf{p} \quad (16, 17)
\end{align*}
\]

where \( \mathbf{B}_u \) is the linear strain-displacement matrix. Inserting the above definitions into the weak forms (Eqs. [14] and [15]) and employing the standard Galerkin procedure\(^{13}\) where the test functions are replaced by the shape functions of the variables, the discrete weak form of the coupled system can be written as

\[
\begin{bmatrix}
\mathbf{M}_s & \mathbf{0} \\
\mathbf{S}^T & \mathbf{M}_a
\end{bmatrix}
\begin{bmatrix}
\mathbf{\tilde{u}} \\
\mathbf{\tilde{p}}
\end{bmatrix} + \begin{bmatrix}
\mathbf{C}_a + \mathbf{C}_\rho \\
\mathbf{0}
\end{bmatrix} \begin{bmatrix}
\mathbf{\tilde{u}}^{\prime} \\
\mathbf{\tilde{p}}^{\prime}
\end{bmatrix} + \begin{bmatrix}
\mathbf{K}_a - \mathbf{S} \\
\mathbf{0}
\end{bmatrix} \begin{bmatrix}
\mathbf{u} \\
\mathbf{p}
\end{bmatrix} = \begin{bmatrix}
\mathbf{0} \\
\mathbf{g}
\end{bmatrix} \quad (18)
\]

where the discretized finite element matrices are identified as

\[
\begin{align*}
\mathbf{K}_a & = \int_{\Omega} \mathbf{B}_u^T \mathbf{C} \mathbf{B}_u \, d\Omega, \quad \mathbf{M}_s = \rho_s \int_{\Omega} \mathbf{N}_u^T \mathbf{N}_u \, d\Omega, \quad \mathbf{S} = \int_{\Gamma_a} \mathbf{N}_u^T \mathbf{N}_p \, d\Gamma_a \\
\mathbf{C}_a & = \rho_s \alpha_d \int_{\Omega} \mathbf{N}_u^T \mathbf{N}_u \, d\Omega, \quad \mathbf{C}_\rho = \beta_d \int_{\Omega} \mathbf{B}_u^T \mathbf{C} \mathbf{B}_u \, d\Omega \\
\mathbf{K}_a & = \frac{1}{\rho_d} \int_{\Omega} (\nabla \mathbf{N}_p)^T \nabla \mathbf{N}_p \, d\Omega, \quad \mathbf{M}_a = \frac{1}{K_a} \int_{\Omega} \mathbf{N}_p^T \mathbf{N}_p \, d\Omega \\
\mathbf{C}_r & = \frac{1}{c_a \rho_d} \int_{\Gamma_a} \mathbf{N}_p^T \mathbf{N}_p \, d\Gamma_a, \quad \mathbf{g} = \frac{2}{c_a \rho_d} \int_{\Gamma_a} \mathbf{N}_p \frac{\partial \mathbf{p}_a}{\partial t} \, d\Gamma_a \quad (19, 20, 21, 22)
\end{align*}
\]

We remark that the cut element approach used in this work requires a slightly modified version of the standard numerical quadrature. This will be presented in section [4.1].

2.2 | Time integration

After the spatial discretization the coupled system has the following semi discrete form

\[
\mathbf{M} \mathbf{\ddot{v}}^n + \mathbf{C} \mathbf{\dot{v}}^n + \mathbf{K} \mathbf{v}^n = \mathbf{h}^n \quad (23)
\]

where the contents of the combined mass matrix \( \mathbf{M} \), damping matrix \( \mathbf{C} \) and stiffness matrix \( \mathbf{K} \) are given in Equation [18]. Here, the superscript \( n \) denotes current time, the vector \( \mathbf{v} \) is the solution vector \( \mathbf{v} = [\mathbf{u}^T, \mathbf{p}^T]^T \) and the vector \( \mathbf{h} = [0, \mathbf{g}^T]^T \) is the load vector for the given dynamic system. Throughout the presented work a Newmark algorithm\(^{19} \), i.e. an implicit time-stepping scheme,
is used for the temporal discretization. Here the first and the second time derivatives of the solution vector \( \mathbf{v} \) are expressed as

\[
\dot{\mathbf{v}}^n = a_1 \mathbf{v}^{n-1} + a_2 \mathbf{v}^{n-1} + a_3 (\mathbf{v}^n - \mathbf{v}^{n-1}) \\
\ddot{\mathbf{v}}^n = -a_4 \mathbf{v}^{n-1} - a_5 \mathbf{v}^{n-1} + a_6 (\mathbf{v}^n - \mathbf{v}^{n-1})
\]  

(24)

(25)

where the parameters \( a_1 \) to \( a_6 \) are the Newmark parameters. Substituting the above definitions (Eqs. 24 and 25) into the semi discrete coupled system given in Equation 23 leads to the following fully discrete linear system of equations to be solved for \( \mathbf{v}^n \) for the current time \( n \)

\[ \hat{\mathbf{K}} \mathbf{v}^n = \hat{\mathbf{h}}^n \]  

(26)

where \( \hat{\mathbf{K}} \) and \( \hat{\mathbf{h}}^n \) are the so called effective stiffness matrix and load vector, respectively. \( \hat{\mathbf{K}} \) and \( \hat{\mathbf{h}}^n \) are defined as

\[
\hat{\mathbf{K}} = \mathbf{K} + a_6 \mathbf{M} + a_3 \mathbf{C} \\
\hat{\mathbf{h}}^n = \mathbf{h}^n + \mathbf{M} (a_1 \dot{\mathbf{v}}^{n-1} + a_2 \mathbf{v}^{n-1} + a_6 \mathbf{v}^{n-1}) + \mathbf{C} (-a_1 \mathbf{v}^{n-1} + a_2 \mathbf{v}^{n-1} + a_3 \mathbf{v}^{n-1})
\]  

(27)

(28)

Moreover, the Newmark parameters are given as

\[
a_1 = 1 - \bar{\gamma} \bar{\beta}, \quad a_2 = \left(1 - \frac{\bar{\gamma}}{2}\right) \Delta t, \quad a_3 = \frac{\bar{\gamma}}{\bar{\beta} \Delta t} \\
a_4 = \frac{1}{2} \frac{1}{\bar{\beta} \Delta t}, \quad a_5 = \frac{1}{2} \frac{2}{\bar{\beta} \Delta t} - 1, \quad a_6 = \frac{1}{2} \frac{1}{\bar{\beta} \Delta t^2}
\]  

(29)

(30)

where \( \Delta t \) is the time step size. Following [30], \( \bar{\beta} \) and \( \bar{\gamma} \) are chosen such that the utilized time-stepping scheme is unconditionally stable which are given as

\[ \bar{\beta} = \frac{1}{4}, \quad \bar{\gamma} = \frac{1}{2} \]  

(31)

For all presented examples in this paper the initial conditions \( \mathbf{v}^0 \) and \( \dot{\mathbf{v}}^0 \) are set to zero, however, this does not need to be the case. Therefore, to avoid the loss of generality, the initial condition for the second time derivative of the solution vector \( \ddot{\mathbf{v}}^0 \) is found by solving

\[ \mathbf{M} \ddot{\mathbf{v}}^0 = \mathbf{h}^0 - \mathbf{C} \mathbf{v}^0 - \mathbf{K} \mathbf{v}^0 \]  

(32)

Finally, we remark that the presented temporal discretization is not limited to the Newmark algorithm and that proper choices for \( a_i \) could turn the scheme into e.g. an implicit Euler method. The numerical model is implemented in C++ where the PETSc [41, 42, 43] library is utilized for its parallel data arrangement. The solution of equation 26 is obtained using the parallel direct solver MUMPS [44, 45].

3 DESIGN PARAMETERIZATION

The design parameterization used in the presented work follows the level set approach based on density methods presented in [33]. That is, a continuous mathematical nodal design field \( s \) is introduced similar to that of classical density methods, i.e.

\[ 0 \leq s \leq 1 \]  

(33)

This choice of bounds for the design field means that standard optimizers such as the Methods of Moving Asymptotes can readily be applied [2]. However, to ensure that the interface does not progress to fast during the optimization process, a mesh dependent mapping is used to introduce the element size to the parameterization as

\[ -0.5 h_e \leq \bar{s}(s) \leq 0.5 h_e \]  

(34)

where \( h_e \) is the average element side length. The last step before feeding the design field to the finite element analysis is to regularize the problem with a convolution filter. This is included to regularize the problem by increasing the zone of influence of the design variables, and hence also the sensitivities, which stabilizes and speeds up the design process. The filter, which is applied on \( \bar{s}(s) \), is realized using a Helmholtz type differential equation [46], which reads

\[ -r^2 \nabla^2 \bar{z} + \bar{z} = \bar{z} \quad \text{in } \Omega \]  

(35)
where the subscript \( c \) specifies variables that are defined in cell centers and \( r \) is the filtering radius. Here it is noted that, for stability, the filter equation is solved using a finite volume method in which the variables are stored in cell centers and represented as piece-wise constant. That is, if the filter equations was solved using a finite element scheme, oscillations will occur in its solution for small filter radii. This shortcoming is completely alleviated with the finite volume scheme. However, the finite volume scheme comes at a cost, which is that the field \( \tilde{s}(s) \) is first interpolated from nodes to cell centers. After filtering, the cell centered field \( \tilde{s}_c \) is interpolated back to the nodes leading to the physical design field \( \tilde{s} \). It is noted that the two interpolation operations (from nodes to the element centers and from element centers to the nodes) provide extra implicit filtering that is always active even when the filtering radius \( r \) is set to zero.

The physical design field, \( \tilde{s} \), can now be used as a level set field to determine if a given part of \( \Omega \) is either acoustic, structural or the interface based on the following rule

\[
\begin{align*}
\tilde{s}(x) &> 0, & x &\in \Omega_s \quad \text{(structural domain)} \\
\tilde{s}(x) &= 0, & x &\in \Gamma_{ar} \quad \text{(interface)} \\
\tilde{s}(x) &< 0, & x &\in \Omega_a \quad \text{(acoustic domain)}
\end{align*}
\]  

(36)

An illustrative example of the function \( \tilde{s} \) can be seen in Figure 1 where the embedded structural and acoustic domains are identified along with the shared interface between the two domains. Figure 1 also shows the projection of \( \tilde{s} \) onto a fixed background finite element mesh.

![Figure 1](image)

**FIGURE 1** An example level set function showing the embedded physical domains. (a) shows the rule that is used for specifying different physical domains embedded with the level set function, (b) shows the extracted structure from the zero iso-curve of the level set function on a fixed finite element mesh.

As shown in Figure 1, since both \( s \) and \( \tilde{s} \) use linear shape functions, the resulted non-conforming boundary is represented by linear straight curves inside cut elements. We note that a 2D level set method cannot introduce holes without a auxiliary hole generation scheme, e.g. topological derivatives, but that a 3D version of the presented approach could. Therefore the proposed 2D method is termed a generalized shape optimization method. Finally, we remark that the proposed design parameterization does not introduce a minimum length scale to the design problem. Although this could be included following the robust approach e.g.\cite{33}, this is deemed outside the scope of this manuscript since the focus is on the numerical methodology allowing for transient vibroacoustic generalized shape optimization optimization.

### 4 | CUT ELEMENT INTEGRATION

Having introduced the design parameterization, this section describes the modeling of non-conforming boundaries through a simple cut element method. That is, instead of re-meshing with conforming elements along the interface, which is expensive and difficult to parallelize, the cut element method realizes the exact boundary representation (piecewise linear) by special integration of the elements cut by the zero contour of the level set field. The utilized method does not enrich the shape functions
or add additional degrees of freedom to the system. Hence, it is easily parallelizable as the integration that is done in the cut elements are only local operations.

The cut element procedure can be summarized as follows. Firstly the cut elements are identified by looping through all elements and checking for a sign change in the nodal level set field. Then, a triangulation algorithm is employed to sub-divide the intersected element into triangles with respecting the partial interface inside the element. The present work utilizes the marching squares algorithm in which the nodal physical level set values are used to determine the location of the zero level contour (intersecting boundary) along the edges of the element. The subsequent triangulation is done from a pre-generated look-up table since in marching squares algorithm there are only 16 unique cases a Quad element can be intersected. Figure 2 illustrates the cut element identification process.

![Cut-element identification process](image)

**FIGURE 2** An example finite element mesh where white color shows the uncut elements in the acoustic domain, gray color shows the uncut elements in the solid region and the blue color shows the cut elements. Figure also shows an example of identifying a cut element from its nodal level set values.

### 4.1 Sub-integration

This section describes the sub-element integration which is carried out for the elements that are cut by a non-conforming boundary. Cut elements utilize the Gaussian quadrature rule for capturing the effect of the boundary description through weighted integration. As such, it is important to correctly place the integration points in the sub-elements of the parent cut element. Here it is noted that the triangulation in the cut elements are only carried out in order to correctly place the integration points in the sub-elements and the interface line inside the parent cut element.

Figure 3a shows an example of a cut element where the sub-elements are obtained through triangulation. Figures 3b to 3c illustrates mapping the Gauss points defined at the reference domain of the sub-triangle element to the reference domain of the parent element where the integration is carried out. The reader is referred to for details regarding the mapping of integration points. Following the nomenclature of Figure 3, the element matrix contribution for the stiffness part of linear system becomes

$$K_s = \sum_{i=1}^{n_g} B_u^T (\xi_{Q,i}, \eta_{Q,i}) C(E, \nu) B_u (\xi_{Q,i}, \eta_{Q,i}) W_{Q,i} \|J(\xi_{Q,i}, \eta_{Q,i})\|$$

(37)

Where the weight $W_{Q,i}$ is modified to take into account the area scaling between sub-triangle and parent element. Since the vibroacoustic system also needs to include the coupling at the material interface, a similar procedure is applied to the line integrals. The process is illustrated in Figure 4 and the subsequent integration over the quadrilateral is performed as

$$S = \sum_{i=1}^{n_g} N_u^T (\xi_{Q,i}, \eta_{Q,i}) n_u N_p (\xi_{Q,i}, \eta_{Q,i}) W_{Q,i} \frac{l}{2}$$

(38)

where $l$ is the length of the coupling boundary. Again, it should be emphasized that the contribution from the integration goes to the original degrees of freedoms of the parent element.
FIGURE 3 Illustration of a sub-cell integration in a cut element. (a) physical domains are identified for the triangulated cut elements where white color is the acoustic domain, gray color is the structural domain and the blue line is the interface. (b) Gauss points are inserted in an iso-parametric triangle sub-element in local coordinates. (c) Gauss points of the iso-parametric triangle sub-element are mapped to the reference domain of the parent element for integration.

FIGURE 4 Illustration of a sub-cell interface integration in a cut element. (a) physical domains are identified for the triangulated cut elements where white color is the acoustic domain, gray color is the structural domain and the blue line is the interface. (b) Gauss points are inserted in an iso-parametric line sub-element in its local coordinates. (c) Gauss points of the iso-parametric line sub-element are mapped to the reference domain of the parent element for integration.

4.2 Modelling validation

For completion, this section provides a validation study in which the implemented cut element method is compared to a body-fitted (segregated) finite element method obtained using COMSOL Multiphysics. In order to carry out the COMSOL calculation, the structure is extracted from the cut element representation using the zero iso-level, which is then imported into the COMSOL software where a body-fitted mesh with linear triangle elements is constructed.

The test problem can be seen in Figure 5a which shows a partitioning structure containing two holes with different sizes and shapes. The example problem is constructed to ensure that most of the possible cut configurations are encountered, since these are likely to happen when employing the proposed shape optimization procedure. The specifics of the acoustic domain is set to air with a speed of sound and a density of $c_a = 343 \text{ m/s}$ and $\rho_a = 1.21 \text{ kg/m}^3$, respectively. The material properties of the solid domain are: $E_s = 10^7 \text{ Pa}$, $\rho_s = 2000 \text{ kg/m}^3$ and $\nu = 0.4$. The system is excited at the inlet of the channel (shown as a blue line in Figure 5a) with a Dirichlet boundary condition realizing an incoming acoustic sinusoidal plane wave with an amplitude of $p_{in} = 1 \text{ Pa}$ at 1900 Hz. The outlet of the channel (shown as a red line in Figure 5a) is treated as an open boundary using an absorbing boundary condition. Both the top and the bottom boundaries are set as hard-wall condition for the acoustic pressure and the structure is considered to be clamped. The calculations are run for a total of 0.012 s using a step size of $\Delta t = 2 \times 10^{-5} \text{ s}$.

The result of the study can be seen in Figure 5b which shows the averaged transmitted acoustic pressure at the channel outlet plotted as a function of time. From this figure it is qualitatively observed that the response of the coupled system obtained from the immersed boundary cut element method closely follows the segregated analysis done with a body fitted mesh in COMSOL. Notable differences between the two responses occur at the peaks of the transmitted acoustic pressure. These differences can be attributed to the usage of different meshes and to the fact that the extracted geometry is not completely preserved during the body-fitted re-meshing procedure used by COMSOL. It is also worth noting that the developed transient framework utilizes...
the Newmark algorithm for temporal discretization, whereas COMSOL modelling was carried out using a generalized alpha scheme. In summary, the proposed framework is demonstrated to be capable of modelling non-conforming boundaries for strongly coupled vibroacoustic problems.

**FIGURE 5** Modelling validation study. (a) Figure showing the problem setup where gray refers to the structural domain and white to the acoustic domain. The channel inlet is colored with the blue line and the channel outlet is indicated with the red. The figure also shows the two meshes used for the comparison. The upper left zoom-in shows the structured mesh used for the cut element method along with the cut elements colored in light blue. The interfaces inside the cut elements are shown with a solid black line. The upper right zoom-in shows the body-fitted and unstructured grid used for the COMSOL analysis. (b) Figure comparing the transmitted acoustic pressure responses obtained from the developed immersed boundary framework and a segregated analysis done with COMSOL. The blue line is the cut element method and dashed black line is the COMSOL calculation.
5 | OPTIMIZATION PROBLEM

In this section a generic optimization problem for a transient optimization is given where an objective function is sought to be minimized while satisfying the considered constraints. The optimization problem is written as

\[
\begin{align*}
\min_\mathbf{s} \quad & \Phi (\mathbf{s}, \mathbf{U}^0(\mathbf{s}), \ldots, \mathbf{U}^N(\mathbf{s})) = \sum_{n=0}^{N} \phi^n (\mathbf{s}, \mathbf{U}^n(\mathbf{s})) \\
\text{s.t.} \quad & \mathbf{R}^n (\mathbf{s}, \mathbf{U}^n(\mathbf{s})) = 0, \quad \text{for} \quad n = 0, 1, \ldots, N \\
& \psi_i (\mathbf{s}, \mathbf{U}^0(\mathbf{s}), \ldots, \mathbf{U}^N(\mathbf{s})) \leq 0, \quad \text{for} \quad i = 0, 1, \ldots, m \\
& s_{\min} \leq \mathbf{s} \leq s_{\max}
\end{align*}
\] 

(39)

(40)

(41)

(42)

where \(\mathbf{s}\) is the vector of design variables, \(\Phi\) is the objective function, \(\mathbf{U}^n\) is the vector of state variables, the residual vector \(\mathbf{R}^n\) is obtained from the discretization of the governing equations (sections 2.1 and 2.2). \(N\) denotes the total number of time steps considered in the optimization, \(\psi_i\) are the \(m\) possible inequality constraints, \(s_{\min} = 0\) and \(s_{\max} = 1\) are the bounds for the design variables.

As a consequence of using the Newmark algorithm for temporal discretization, the vector \(\mathbf{U}^n\) contains the state variables and their first and the second time derivatives. Likewise, the residual vector \(\mathbf{R}^n\) contains the corresponding residuals which are written as

\[
\mathbf{R}^n = \begin{bmatrix}
\mathbf{r}_1^n \\
\mathbf{r}_2^n \\
\mathbf{r}_3^n
\end{bmatrix}, \quad \mathbf{U}^n = \begin{bmatrix}
\mathbf{v}^n \\
\dot{\mathbf{v}}^n \\
\ddot{\mathbf{v}}^n
\end{bmatrix}
\] 

(43)

where the individual residual vectors can be identified from the temporal discretization using the equations 24 to 28 as

\[
\begin{align*}
\mathbf{r}_1^n &= \left[ K + a_0 M + a_3 C \right] \mathbf{v}^n - \left[ a_0 M + a_3 C \right] \mathbf{v}^{n-1} - \left[ a_2 M - a_1 C \right] \mathbf{v}^{n-1} + \left[ a_2 C - a_3 M \right] \mathbf{v}^{n-1} - h^n \\
\mathbf{r}_2^n &= \dot{\mathbf{v}}^n - a_1 \dot{\mathbf{v}}^{n-1} - a_3 \dot{\mathbf{v}}^{n-1} - a_5 \left[ \mathbf{v}^n - \mathbf{v}^{n-1} \right] \\
\mathbf{r}_3^n &= \ddot{\mathbf{v}}^n + a_2 \ddot{\mathbf{v}}^{n-1} + a_4 \ddot{\mathbf{v}}^{n-1} - a_6 \left[ \mathbf{v}^n - \mathbf{v}^{n-1} \right]
\end{align*}
\] 

(44)

(45)

(46)

The optimization problem (Eqs. 39 to 42) is solved using the Method of Moving Asymptotes (MMA). The present works uses a parallel PETSc implementation of the optimizer, c.f. [49,50].

5.1 | Sensitivity analysis

The sensitivity analysis needed for the application of a gradient based optimizer is here presented considering the generic objective function stated in Eq. [39]. To this end a fully discrete sensitivity analysis is employed rather than the commonly used semi-discrete sensitivities for transient optimization [15,18]. This approach is similar to that presented in [17], however, here the derivation is written in a general matrix form to ease the implementation and extension by others. The result is valid for any objective function and the use of a fully discrete sensitivity analysis ensures that the sensitivities always are consistent. Moreover, the quality of the calculated gradients does not depend on the utilized time step size or the time integration scheme since there is no time integration for the adjoint equation. The process of obtaining the sensitivity expression follows the standard engineering approach. That is, first the objective function is augmented using a vector of Lagrange multiplier \(\Lambda\) and the resulted Lagrangian function \(\mathcal{L}\) is written as

\[
\mathcal{L} = \sum_{n=0}^{N} \phi^n (\mathbf{s}, \mathbf{U}^n(\mathbf{s})) + \Lambda^T \mathbf{R}^n (\mathbf{s}, \mathbf{U}^n(\mathbf{s}))
\] 

(47)

Here it is used that the residual is always satisfied, i.e. \(\mathbf{R}^n = 0\), for any given time step \(n\). As with the state variable \(\mathbf{U}^n\), the Lagrange multiplier vector consists of three fields as

\[
\Lambda^n = \begin{bmatrix}
\dot{\lambda}^n \\
\lambda^n \\
\ddot{\lambda}^n
\end{bmatrix}
\] 

(48)
The derivative of the Lagrangian function with respect to the physical level set field \( \tilde{s} \) can be written as

\[
\frac{d\mathcal{L}}{d\tilde{s}} = \sum_{n=0}^{N} \frac{\partial \phi^n}{\partial \tilde{s}} \frac{d\phi^n}{d\tilde{s}} + \Lambda_n \left[ \frac{\partial R^n}{\partial s} + \frac{\partial R^n}{\partial U^n} \right] 
\]

(49)

\[
= \sum_{n=0}^{N} \frac{\partial \phi^n}{\partial \tilde{s}} + \Lambda_n \left[ \frac{\partial R^n}{\partial s} + \frac{\partial R^n}{\partial U^n} \right] \frac{dU^n}{d\tilde{s}} = 0
\]

(50)

Since the Lagrangian vector can be freely chosen the calculation of the partial derivative \( \frac{\partial U^n}{\partial \tilde{s}} \) can be avoided if the underlined part of the above equation (50) is set to zero. This gives rise to the following set of adjoint equations for each time step

\[
\left( \frac{\partial R^n}{\partial U^n} \right)^T \Lambda^n = -\frac{\partial \phi^n}{\partial U^n}, \quad \text{for} \quad n = 0, 1, \ldots, N
\]

(51)

or more compactly written

\[
\frac{\partial R}{\partial U} \Lambda = -\frac{\partial \phi}{\partial U}
\]

(52)

where the superscript \( n \) is dropped to indicate that Eq. (52) now contains the all time steps used in the optimization. The partial derivative of the residual vector with respect to the state variables \( \frac{\partial R}{\partial U} \) then has the following form

\[
\frac{\partial R}{\partial U} = \begin{bmatrix}
\frac{\partial R_0}{\partial U_0} \\
\frac{\partial R_1}{\partial U_1} \\
\vdots \\
\frac{\partial R_{N-1}}{\partial U_{N-1}} \\
\frac{\partial R_N}{\partial U_N}
\end{bmatrix}
\]

(53)

where the subscripts denote the current time step and the superscripts show the corresponding state variables for the sub-matrices in \( \frac{\partial R}{\partial U} \). Here, the sub-matrices \( A \) and \( B \) are written in general form and will vary depending on the employed time integration scheme. Considering the Newmark algorithm, the \( A \) and \( B \) sub-matrices are identified from the residuals written in equations (44) to (46). For a time step greater than zero, i.e. \( n > 0 \), these are constant and can be written as

\[
A = \begin{bmatrix}
K + a_0M + a_1C \\
-a_1I & I \\
-a_0I & I
\end{bmatrix}, \quad B = \begin{bmatrix}
-a_0M - a_3C & -a_4M + a_1C & -a_2M + a_3C \\
a_3I & -a_1I & -a_2I \\
a_0I & a_1I & a_2I
\end{bmatrix}
\]

(54)

Since these are constant, they can be assembled once and reused throughout the optimization cycle. Considering arbitrary initial conditions of the state equations, i.e. non-zero \( \psi^0 \) and \( \tilde{\psi}^0 \), the initial condition of \( \tilde{\psi}^0 \) is found by solving the equation (32). This can be stated using the matrix \( A_0 \), i.e.

\[
A_0 = \begin{bmatrix}
I & I \\
I & K C M
\end{bmatrix}
\]

(55)

(56)

As a consequence of the transpose operation on \( \frac{\partial R}{\partial U} \) in the adjoint equation (Eq. 52), the adjoint equation is decomposed into reverse pseudo time steps as

\[
(A^T)^N \Lambda^N = -\frac{\partial \phi^N}{\partial U}
\]

(57)

\[
(A^T)^{N-1} \Lambda^{N-1} = -\frac{\partial \phi^{N-1}}{\partial U} - (B)^T \Lambda^N
\]

(58)

\[
\vdots
\]

(59)

\[
(A_0^T)^0 \Lambda^0 = -\frac{\partial \phi^0}{\partial U} - (B)^T \Lambda^1
\]

(60)
NUMERICAL EXAMPLES

This is the same type of reversal in time that is seen for the usual semi-discrete temporal adjoint approach. Now, having found the Lagrange multiplier $A$ which satisfies the adjoint equation (Eq. 52), the final sensitivity of the objective function is calculated as follows

$$\frac{d\Phi}{ds} = \frac{d\Phi^0}{ds} + A^T \left[ \frac{\partial A^0}{\partial s} U^0 \right] + \sum_{n=1}^{N} \frac{d\phi^n}{ds} + A^n \left[ \frac{\partial A^n}{\partial s} U^n + \frac{\partial B}{\partial s} U^{n-1} \right]$$

(61)

As it can be seen from the final sensitivity expression, the state variables calculated from the solution of the forward problem needs to be stored in order complete the summation. This is potentially extremely memory consuming, but for the 2D problems considered in this work this has been possible. However, we remark that one could also write the forward solution to disc and then load it as necessary when solving the adjoint problem. Or instead of storing all the time steps of the forward solution, parts of the solution history can be recomputed while carrying out the adjoint solution. This way, the solutions are only stored at the selected time steps which are called check-points. Interested readers are referred to the works of [44, 45] regarding algorithms for check-point placement. Here it is noted that, while a check-pointing scheme is both memory and disc-space efficient, it comes at the cost of having to solve the forward problem twice.

The derivatives $\frac{\partial A^n}{\partial s}, \frac{\partial A}{\partial s}$ and $\frac{\partial B}{\partial s}$ contain the partial derivatives of the finite element matrices ($K$, $M$ and $C$) with respect to the physical level set field $s$. For simplicity, these partial derivatives are approximated by a finite difference scheme. We remark that, the computational cost of carrying out rigorous analytic differentiation of these partial derivatives exceeds the computational cost of the perturbations involved in the finite difference method. For an in-depth discussion of the differentiation of cut element matrices, the reader is referred to [51, 52]. It is also noted that the sensitivity calculation in equation 61 is only done in the cut elements, since the terms $\frac{\partial A^n}{\partial s}, \frac{\partial A}{\partial s}$ and $\frac{\partial B}{\partial s}$ are zero elsewhere. For completeness, the matrices $\frac{\partial A^n}{\partial s}, \frac{\partial A}{\partial s}$ and $\frac{\partial B}{\partial s}$ are written here as

$$\frac{\partial A}{\partial s} = \begin{bmatrix} \frac{\partial K}{\partial s} + a_6 \frac{\partial M}{\partial s} + a_5 \frac{\partial C}{\partial s} \\ 0 \\ 0 \\ 0 \end{bmatrix}, \quad \frac{\partial A^0}{\partial s} = \begin{bmatrix} 0 \\ \frac{\partial K}{\partial s} \\ \frac{\partial C}{\partial s} \\ \frac{\partial M}{\partial s} \end{bmatrix}$$

(62)

$$\frac{\partial B}{\partial s} = \begin{bmatrix} -a_6 \frac{\partial M}{\partial s} - a_5 \frac{\partial C}{\partial s} \\ -a_4 \frac{\partial M}{\partial s} + a_1 \frac{\partial C}{\partial s} \\ 0 \\ 0 \end{bmatrix}$$

(63)

After calculating the sensitivities $\frac{d\Phi}{ds}$, the gradient with respect to the design variable $s$ is obtained from the following chain rule

$$\frac{d\Phi}{ds} = \frac{d\Phi}{d\bar{s}} \frac{d\bar{s}}{ds} \frac{d\bar{s}}{d\bar{s}} \frac{d\bar{s}}{ds}$$

(64)

Above partial derivatives describe the operations involved in linking the physical level set $\bar{s}$ to the design variable $s$ in which they are applied in reverse order to obtain the gradient of the objective with respect to the design variable $\frac{d\Phi}{ds}$. Here the partial derivatives $\frac{d\bar{s}}{ds}$ and $\frac{d\bar{s}}{d\bar{s}}$ are easily calculated since they describe interpolating the variables from element centers to nodes and from nodes to element centers, respectively. The term $\frac{d\bar{s}}{d\bar{s}}$ deals with the utilized PDE filter and its implementation is thoroughly described in [23]. Finally, the partial derivative $\frac{d\bar{s}}{ds}$ is readily available since it describes changing the bounds on the level set field, c.f. [13].

6 NUMERICAL EXAMPLES

The numerical investigations are conducted on the DTU Sophia cluster made up of 555 compute nodes each equipped with two AMD EPYC 7351 16 core CPUs and 128GB RAM. A maximum of two nodes, i.e. 64 cores, are used since the MPI parallelized direct solver MUMPS ([41, 43]) is used for the solution to the state problem because direct solution methods are inherently sequential and cannot scale indefinitely. For all the presented optimization examples the code was allowed to run for 1500 design iterations which took no more than 5 hours to complete. We remark that the convergence of the objective function for all examples was monotone with small and insignificant oscillations towards the end. The settings for the MMA algorithm is for all examples:
an MMA asymptote initialization of 0.5, an MMA asymptote increase of 1.2, an MMA asymptote decrease of 0.7, an MMA
constraint penalization parameter of $c = 1000$ and an outer move limit of 0.5%.

6.1 | Gradient validation

This first numerical example concerns a validation study for the implemented discrete adjoint approach. Furthermore, in order to
motivate the discrete adjoint approach for transient optimization, the section also compares the method against the sensitivities
that are obtained with the commonly used semi-discrete approach\cite{15}. In the semi-discrete approach derivation for the adjoint
equation and the subsequent gradient calculation is done analytically in time, i.e. before the temporal discretization, using an
already spatially discretized system of equations. This means the utilized time integration scheme does not play a role in the
derivation of the adjoint equation, i.e. the residual form of the chosen time stepping scheme is not considered. The derived
adjoint equation therefore only has the same form as the spatially distretized forward problem (Eq. 23). This means that one is
free to use a different time stepping algorithm for the adjoint problem, although the common practise is to reuse the one chosen
for the forward problem.

This section considers a straightforward problem setup to validate and compare the calculated sensitivities in which the
objective function is simply the summation of the absolute downstream acoustic pressure in the objective region over all time
steps given as

$$
\Phi = \sum_{n=0}^{N} \int_{\Omega_{obj}} |p^n| \, d\Omega \Delta t
$$

Figure 6 shows a schematic illustration of the design problem. The left most boundary is excited with an incoming sinusoidal
acoustic plane wave with an amplitude of $p_{in} = 1kPa$. The top and the bottom boundaries are set as hard-walls while the right
most boundary realizes an open boundary. The location where the objective function is evaluated is highlighted in the illustra-
tion with blue. A simple circular shaped structure is placed in the middle of the domain for which the calculated sensitivities at
its interface will be investigated.

Table 1 lists the material properties for the structural and acoustic domains, respectively. Regular quad elements having the
edge length of 0.02m is utilized for the computational mesh and the time step size is set to $\Delta t = 0.05s$ for the calculations.

<table>
<thead>
<tr>
<th>$E$ [Pa]</th>
<th>$\nu$</th>
<th>$\rho_s$ [kg/m$^3$]</th>
<th>$c_a$ [m/s]</th>
<th>$\rho_a$ [kg/m$^3$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.3</td>
<td>15</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**TABLE 1** Material properties considered for the structural and acoustic media.
For the first comparison, the calculated sensitivities using both methods are checked against a backward finite difference calculation. To this end, a random design variable contained in a cut element is chosen for investigation. The time step size $\Delta t$ is then held constant and a different number of time steps are utilized to illustrate the effect of the number of time steps on the quality of the calculated sensitivities.

Figure 7 presents the result of the finite difference check comparison for semi and fully discrete adjoint methods. As it can be seen from the figure, the finite difference check for the discrete adjoint method demonstrates the correct first order convergence as the step size for finite difference is decreased. This result was expected since the discrete sensitivity analysis always produces consistent sensitivities where the quality of the gradients does not depend on the utilized time step size or the number of time steps. The correct convergence behavior for the sensitivities calculated using the semi discrete approach on the other hand approached the first order convergence with an increasing the number of time steps.

In addition to finite difference comparison, the sensitivities that are calculated using both methods are numerically compared to each other. To this end, the calculated sensitivities for the design variables located on the lower half of the circular structure are extracted and compared to each other.

The calculation considers 50 time steps for both methods and the result is presented in the Figure 8. It can be seen from the figure that sensitivities follow the same trend in magnitude. However, the difference becomes more critical at the locations where the calculated gradients change sign. It is seen that the inconsistent gradients produced with semi-discrete approach result in wrong signed sensitivities which would drive the design update in optimization towards the opposite direction. These findings motivate the use of the fully discrete adjoint approach for calculating consistent gradients.

6.2 Benchmark problem comparison

The second example concerns the solution to a benchmark design problem taken from the seminal paper on vibroacoustic topology optimization. The problem deals with the design of an elastic partitioner placed in an acoustic duct under a steady state assumption. The loading is through an incoming plane wave from the left and the duct is terminated with an open boundary to the right, c.f. Figure 9. The goal is to minimize the radiated acoustic pressure in the blue domain shown in the problem sketch. The amplitude of the incident wave is set to $p_{in} = 1$ kPa and a single frequency of $f = 1/\pi$ Hz is used to generate the input signal. The material properties of both structure and acoustic medium can be seen in Table 1 and the problem is solved for a total of 90 s using a time step of $\Delta t = 0.006$ s, i.e. a total of 1500 time steps. The objective function can be written in terms of the
FIGURE 8 Calculated sensitivities $\frac{\partial \Phi}{\partial s}$ on the nodes of the mesh which are cut by the zero level set. Blue markers show the semi-discrete sensitivity calculation and black markers illustrate the discrete sensitivity calculation.

FIGURE 9 Schematic illustration of the benchmark example showing the boundary conditions of the optimization problem. Gray color shows the design domain and blue color illustrates the region where the objective function is evaluated.

The absolute acoustic pressure over the considered time span as

$$\Phi = \sum_{n=0}^{N} \left[ \int_{\Omega_{\text{obj}}} |p''| \, d\Omega \right] \Delta t$$  \hspace{1cm} (66)

Note, that since the original benchmark problem is posed under a steady state assumption, the initial transient effects are omitted from this example by only summing over the final part of the time span. That is, the objective function calculation starts at the time step $n_0$ corresponding the time 70s. After this time the system response gets into an approximate steady state region, c.f. the interval between the two red lines in Fig. 10. Moreover, a volume constraint of 65% of the design domain is considered for the optimization. The computational domain is meshed with regular quad elements having the edge length of 0.02 m and the filter radius is set to $r = 0.06$ m throughout the optimization.

Figures 11a and 11b present the initial guess supplied to the optimization and the optimized design, respectively. As it can be seen from the figure, the optimized design realizes approximately 53.4% performance increase compared to the initial guess where the previously reported "hour glass" shape is obtained.

Figure 10 compares the transient response of the volume averaged acoustic pressure over the objective calculation domain for the initial guess and the optimized design. The reported performance increase is also apparent from the figure in which the peaks of the transmitted acoustic pressure are approximately halved for the optimized design throughout the considered time span.
FIGURE 10 Averaged transmitted acoustic pressure calculated at the objective region. Blue lines is the initial design, black line is the optimized design. the vertical red lines illustrate the time span where the objective is calculated.

FIGURE 11 Benchmark example. (a) Initial design, $\Phi = 627.41$ [Ns]. (b) optimized design, $\Phi = 292.06$ [Ns].

Moreover, Figure 12 shows the transient acoustic pressure response (Figure 12a) given in sound pressure level (SPL) and the corresponding scaled structural deformation (Figure 12b) at the last time step. Here, the SPL is calculated as

$$\text{SPL} = 20\log_{10} \left[ \frac{\left| p(t) \right|}{2 \times 10^{-5}} \right] \text{ [dB]}$$

(67)

As it can be seen from Figure 12b the structure is designed such that only the left-most bar is excited by the plane wave and hence the majority of the acoustic signal is reflected towards the inlet in order to minimize the transmitted downstream acoustic pressure. Here it is noted that, due to the nature of shape optimization, the developed optimization framework for coupled vibroacoustic problems exhibits strong sensitivity to the initial configuration. For the present case, the initial design given in Figure 11a was chosen as a result of experimenting with different initial hole configurations. All of the trials produced designs similar to the optimized structure given in Figure 11b. However, the given initial design (Figure 11a) resulted in the best performing elastic partitioner.
6.3 | Acoustic pulse shaping

Having verified both sensitivities and the proposed transient optimization framework on a benchmark problem, the remainder of the paper is devoted to the design of vibroacoustic devices that utilizes the temporal problem formulation. To this end, a pulse shaping design problem inspired by the 1D counterpart from [16] is employed and extended to 2D using both point and averaged line objectives.

6.3.1 | Pulse shaping at a point

The first example considers the design of a structure where the transmitted acoustic pressure pulse at a specified point is to be fitted to a desired pulse shape after passing through a structural partitioner. Since the present case deals with the shape of the acoustic pulse rather than the specific pressure oscillations, the calculation of the pulse shape has been done through an envelope extraction of the recorded signal.

For a single frequency modulated signal, extracting the envelope information in topology optimization has been done in [14]. However, the current work utilizes the approach presented in [16] in which the Hilbert transform is applied to transform and extract the envelope information. This way, the envelope of an any signal containing a broad range of frequencies can be calculated. Figure 13 illustrates an example signal where the Hilbert transform of the signal and the extracted envelope are shown. The

![Figure 12](image)

**FIGURE 12** Transient acoustic pressure response and the corresponding structural deformation. (a) Sound pressure level SPL [dB]. (b) displacement magnitude $|u|$ [m].

![Figure 13](image)

**FIGURE 13** An example acoustic pulse showing the original signal, its Hilbert transform and the extracted envelope.
envelope calculation is done as
\[ e(t) = \sqrt{p_p^2 + \hat{p}_p^2} \]  \tag{68} where \( p_p \) is the recorded transmitted acoustic pressure at a given location (point) and the hat notation used in \( \hat{p}_p \) specifies the Hilbert transform of the recorded acoustic pressure.

The schematic illustration in Figure 14 shows the computational domain along with the considered boundary conditions. As it can be seen from the figure, the bottom boundary is set as hard-wall condition for the acoustic pressure and the structure is considered to be clamped. The top boundary is set as a symmetry plane for both physics in order to reduce the computational cost. The left and right boundaries are absorbing boundaries in which the incoming acoustic pulse at the left most boundary is shown in the figure. The acoustic pulse is realized as a plane wave and is composed of frequencies roughly between 1000 Hz and 3000 Hz. The desired pulse shape for the acoustic pressure at the specified location is also shown in the figure. The material used for the structural domain is rubber-like whereas the acoustic domain is taken as air, c.f. Table 2. In order to reflect the loss mechanism of the real world, and to stabilize the optimization process, a Rayleigh damping is employed as described in section 2.1. The Rayleigh parameters \( \alpha_d \) and \( \beta_d \) are calculated as
\[ \alpha_d = 2\zeta \frac{\omega_1 \omega_2}{\omega_1 + \omega_2} \]  \tag{69} \[ \beta_d = 2\zeta \frac{1}{\omega_1 + \omega_2} \]  \tag{70} where the damping ratio \( \zeta \) is taken to be \( \zeta = 0.1 \). Moreover, the two natural frequencies \( \omega_1 \) and \( \omega_2 \) are assumed to be \( \omega_1 = 1600 \, 2\pi \, \text{rad/s} \) and \( \omega_2 = 2200 \, 2\pi \, \text{rad/s} \). For modeling and the subsequent optimization, the time step size is set to \( \Delta t = 2 \times 10^{-5} \, \text{s} \). The overall calculation is chosen as 0.02 s which results in 1000 time steps for both forward and adjoint solutions. The filter radius is set to \( r = 1 \times 10^{-3} \, \text{m} \) and the computational domain is meshed with regular quad elements having the edge length of \( 2 \times 10^{-3} \, \text{m} \).

<table>
<thead>
<tr>
<th>( E , \text{[Pa]} )</th>
<th>( \nu )</th>
<th>( \rho_s , \text{[kg/m}^3\text{]} )</th>
<th>( c_a , \text{[m/s]} )</th>
<th>( \rho_a , \text{[kg/m}^3\text{]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 50 \times 10^6 )</td>
<td>0.4</td>
<td>1000</td>
<td>343</td>
<td>1.21</td>
</tr>
</tbody>
</table>

**TABLE 2** Material properties considered for the structural and acoustic domains.
The objective function uses a least squares type formulation in order to minimize the difference between the calculated and the desired pulse shape as

\[ \Phi = \sum_{n=0}^{N} \left[ (e^n)^2 - (f^n)^2 \right]^2 \Delta t \]  

(71)

where \( f(t) \) is the desired envelope shape. The above terms are squared in order to avoid division by zero when calculating the adjoint source \( \frac{\partial \Phi}{\partial U} \) which is due to \( p(t) = 0 \) at the start of the calculations. Here the vector \( U \) in \( \frac{\partial \Phi}{\partial U} \) is given in the Eq. 43 which contains the solution vector \( v = [u, \ p]^T \) and its first and second time derivatives due to the Newmark algorithm. The derivation of adjoint source term \( \frac{\partial \Phi}{\partial U} \) is described in details in [10].

**FIGURE 15** Optimization for acoustic pulse shaping at a point. (a) Initial configuration \( \Phi^* = 0.9258 \). (b) Calculated acoustic pulse shape with the initial configuration, black line is the desired pulse shape and blue line is the calculated pulse shape. (c) Optimized design \( \Phi^* = 0.0044 \). (d) Calculated acoustic pulse shape with the optimized design, black line is the desired pulse shape and blue line is the calculated pulse shape.

The reported objective values are given in a normalized form in order to better assess the performance of the designs as

\[ \Phi^* = \frac{\Phi}{\sum_{n=0}^{N} (f^n)^4 \Delta t} \]  

(72)
Figures 15a and 15c shows the initial guess and the optimized designs, respectively. It can be seen from Figure 15b that the incoming acoustic pulse is completely smeared out after passing through the initial design configuration. The transmitted signal can be seen to have an almost constant envelope shape, although slowly attenuating, after it first hits the measurement point. The poor performance is also evident from the objective measure which very low, i.e. $\Phi^* = 0.9258$.

The optimized design, on the other hand, realizes an objective of $\Phi^* = 0.00448\%$ and by visual inspection of Figure 15d it is clear that the acoustic pulse shape follows closely the desired envelope shape. Comparing the initial and the optimized design configurations (Figures 15a and 15c respectively) shows that the optimization only changes the shape of the cavities present in the initial design which clearly illustrates a strong initial guess dependency of the level set based shape optimization method. The limited design change throughout the optimization and the resulting performance increase for the optimized design, also indicates that the coupled vibroacoustic performance in a point is quite sensitive to small design variations. This also points to the fact that tailoring the response in a point seems to be an easy optimization problem as well.

In summary, the result in Figure 15 shows that the proposed optimization setup can successfully tailor the transient response of the coupled system in a point. Furthermore, inspecting a snapshot of the acoustic SPL at time 0.007 s, as shown in Figure 16, reveals that the vibroacoustic interaction caused by the shape of the optimized design, focuses the transmitted acoustic wave towards to middle of the channel where the acoustic response is measured. Note that the selected snapshot corresponds to the time of the second peak of the desired envelope shape.

It should be noted that if the optimized design is analyzed using a stiffer material, the envelope fitting is completely lost and hence that the chosen structure indeed utilizes the vibroacoustic coupling to achieve the desired performance. Finally, it is important to stress that the optimized design is quite sensitive to boundary variations, or defects, and hence that a geometric robust approach should be included when considering fabrication. This could, as already mentioned, be done by e.g. the robust level set approach of 33, but is deemed outside the scope of this manuscript.

### 6.3.2 Pulse shaping over a line

The last numerical example extends the pulse shaping problem from a point objective to an objective given as the average over a line. This is considered to be a harder optimization problem as the optimizer can no longer focus the acoustic energy at a point, but must match the target shape over the entire line in question. Hence, the envelope calculation has to be modified to
accommodate the new objective, i.e.

\[ e(t) = \sqrt{\langle p \rangle^2_{\text{out}} + \langle \hat{p} \rangle^2_{\text{out}}} \]  

(73)

where \( \langle p \rangle_{\text{out}} \) is the acoustic pressure signal averaged over the outlet boundary for at each time step and \( \langle \hat{p} \rangle_{\text{out}} \) is its Hilbert transformed counterpart. The averaging is simply calculated as

\[ \langle p \rangle_{\text{out}} = \frac{\int_{\Gamma_{\text{out}}} p(t) \, d\Gamma}{\int_{\Gamma_{\text{out}}} d\Gamma} \]  

(74)

The modified pulse shaping design problem is illustrated in Figure 17 in which the line used for the pressure averaging has been highlighted. The pulse excitation, number of time steps, total time, discretization, material and damping parameters, as well as the boundary conditions remain the same as those used in the previous design case.

This also goes for the objective function, however, in order to account for the pressure averaging, the adjoint source term is modified as

\[ \Phi(U) = \Phi(U) \langle U \rangle + \langle U \rangle \Phi(U) \]  

(75)

where the first term on the right hand side concerns the derivative of the Hilbert transform operation wrt the averaged acoustic pressure and second the term, i.e. \( \frac{\partial\langle U \rangle}{\partial U} \), deals with the averaging operation.

The initial configuration together with the optimized design can be seen in Figures 18a and 18c, respectively. Inspecting the initial configuration and its corresponding envelope measured at the outlet boundary, c.f. Figure 18b, makes it clear that the signal is almost killed (in an average sense) when reaching the outlet after the initial pulse has passed. This is contrary to that observed for the point objective and is due to internal reflections in the initial structure resulting in highly non-uniform wave pattern reaching the outlet boundary. This is also evident in the initial objective value which is \( \Phi^* = 0.9945 \). Again, the optimization process is capable of producing a design with a good fit to the desired pulse, c.f. Figure 18d. This is also clear from the objective value of the optimized design which reaches \( \Phi^* = 0.0045 \). More surprisingly is the topological change observed in the optimized design compared to the initial configuration. That is, the initial configuration has a total of 45 holes including those that touch the top and bottom boundary. On the other hand, the optimized has a total of 47 holes and has in general undergone a more noticeable topological change compared to that of the point objective problem. As no hole generation scheme is included in the presented work, the new holes are a consequence of the existing holes having merged at an early point in the process to form large holes. The boundaries of these larger holes then subsequently meet at multiple points which leads to the topological change. It is also worth to mention that the central half-circular holes at the top and bottom boundaries have moved away from the interface and thus also resulted in a topology change. Finally, it also seen that two very small holes remain in the optimized design. However, by inspecting the SPL field plot in Figure 19 it is seen that the intensity in these holes are negligible and hence, they have no significant influence on the performance of the pulse shaping device.
A couple of common observations are valid for both point and line objective formulations of the pulse shaping problem. First, it is clear from the results that neither of the designs are capable of delaying the pulse impact on measurement point/line. That is, from the transmission graphs in Figures 15b, 15d, 18b, and 18d, it is seen that the initial impact of the acoustic pressure occurs at the same time for both initial and optimized configurations. Based on the findings of 16, it is expected that a significantly wider design domain capable of representing multiple repeated Bragg gratings would be able to delay the impact of the pulse. However, this would require a much larger numerical model for which more efficient solution strategies have to be employed for an efficient solution. Secondly, it is also clear that the used objective measure favours to match the target envelope at the peaks and not at the side lobes. This can again be related to the design domain size in the sense that multiple reflecting surfaces would be necessary to efficiently reflect the input signal such that the transmitted signal would die out after desired target envelope time has passed.
FIGURE 19 Sound pressure level [dB] contours of the optimized design for the second pulse shaping example. The given pressure field is from the time 0.007 [s].

7 CONCLUSIONS

The article presents generalized shape optimization for transient vibroacoustic problems. The work utilizes an explicit level set approach where the nodal level set values are directly linked to the mathematical design variables to allow for the use of efficient nonlinear programming tools e.g. the (MMA) algorithm. Instead of following the classical level set approach in which the remeshing is commonly done to capture the design for carrying out the analysis, the current work employs an immersed boundary cut element method which operates on a fixed background mesh. Using this method, complex geometries can be accurately modelled for strongly coupled physics such as acoustic mechanical interaction problems. To accurately model the coupling interface between the two physics, the cut element method uses a special integration scheme without adding extra degrees of freedom to the system. Therefore the method can be included into existing parallel FEM frameworks with minimal effort on the development, while maintaining a good load balancing throughout the optimization process. For the optimization, the discrete adjoint method is utilized for calculating the gradients of the objective and constraint functions. Overall the derivation of the discrete adjoint method has been done considering the utilized time integration scheme which is the Newmark algorithm. However, the approach can readily be applied for any other time integration scheme since the derivation is given in discrete residual form. The considered numerical examples starts with the validation of the calculated sensitivities within the discrete adjoint approach. The example compares the calculated sensitivities considering a test problem where the discrete and commonly used semi-discrete methods are compared. It is illustrated that the quality of the calculated gradients using the semi-discrete approach depends on the number of time steps used for the forward model and the adjoint equation. It is shown for an extreme case, the semi-discrete approach can lead to wrong signed sensitivities because of inconsistencies in this approach. The fully discrete approach, on the other hand, always produces consistent sensitivities. The developed transient framework is then employed on a benchmark problem which deals with designing of an elastic partitioner in order to reduce the transmitted acoustic pressure. For time-harmonic topology optimization of vibroacoustic problems, the problem has been introduced in 25. By using a transient inlet sinusoidal acoustic plane wave and optimizing after the initial transient effects have passed, the previously reported "hour-glass" shaped structure is obtained. A transient application concerning the design of an acoustic pulse shaping device is considered to demonstrate the tailoring of an acoustic reading at a specified point. The structure is subjected to an incoming acoustic wave packet consisting of frequencies between 1000 Hz and 3000 Hz. The envelope of the transmitted acoustic pressure at the specified point is then calculated and fitted to a predefined shape. Compared to the initial configuration, the optimization realizes a 99.5% performance increase. The same problem setup is then modified to the tailoring of an envelope shape of the transmitted acoustic pressure averaged over a line. The optimized design shows a similar performance increase and has a final objective close to zero. More interestingly, the design obtained using the line objective also reveals significant topological changes. That is, the initial configuration has 45 holes whereas the optimized shape has 47. This is possible due to the versatility of the used
level approach, which, to a large extent is based on ideas from density based topology optimization. Finally, the presented work will open the way for the optimization of complex transient signals containing broad frequency content as well as broadband filter applications for vibroacoustic problems.
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