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Design optimization of offshore wind farms with multiple types of wind turbines
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Abstract

Most studies on offshore wind farm design assume a uniform wind farm, which consists of an identical type of wind turbines. In order to further reduce the cost of energy, we investigate the design of non-uniform offshore wind farms, i.e., wind farms with multiple types of wind turbines and hub-heights. Given a set of different types of wind turbines with a different default hub height for each type, we can specify the design of a wind farm by the types of turbines, number of turbines for each type, and turbine locations. We consider the optimization of such design to minimize the levelized cost of energy, which is calculated using a capital cost model that covers the turbine cost and the balance of plant cost. An empirical wind turbine design cost and scaling model is utilized to model the cost of turbines with different sizes. Constraints on wind farm boundary, wind turbine proximity and total capacity are also included. We solve the problem with a newly developed extended random search algorithm and tested it in a realistic design optimization problem based on the Horns Rev 1 offshore wind farm in Denmark. The optimized non-uniform designs are compared with their uniform counterparts. We find that a non-uniform design can achieve a lower levelized cost of energy than its uniform counterparts, when the capital cost per MW is slightly lower for the smaller size turbine. Comparison with the mixed-discrete particle swarm optimization algorithm is also carried out for a non-uniform wind farm design problem with fixed number of turbines, which shows the effectiveness and superiority of the proposed algorithm. Finally, the advantages and possible disadvantages of non-uniform design are also identified and discussed.
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1. Introduction

The world’s first offshore wind farm (WF), Vindeby offshore WF located in Denmark, was connected to the grid in 1991. After more than 25 years of service, its owner and operator, DONG Energy has recently decided to decommission it [1]. This event reminds us that offshore wind energy is still a young field with a short history. Nevertheless, offshore wind energy has achieved an astonishing
development in the recent years. According to the latest statistics from the Global Wind Energy Council (GWEC), the global cumulative offshore wind capacity was increased from 4117MW in 2011 to 14384MW in 2016, representing an average annual increase of 28.4% [2]. As the main form of utilizing offshore wind energy, offshore WFs proliferate in the world in the past two decades, especially in Europe. Consequently, the design and planning problem of offshore WFs has received a lot of attention [3].

1.1. Traditional offshore WF layout optimization

Among many problems in WF design and planning, layout optimization is one of central importance, which is to find the optimal positions of wind turbines (WTs) inside an WF with regards to a single/multiple objective(s), while satisfying certain constraints and assumptions [4]. Since the seminal work of Mosetti et al. in 1994 [5], this problem has been investigated by a large amount of studies, with the majority focusing on onshore WFs [6].

Many recent studies have also investigated the specific problem of offshore WF layout optimization [7]. For example, Elkinton el al. [8] developed a tool for optimizing offshore WF layout to minimize the levelized production cost (LPC), considering simple cost models for different components and using genetic algorithm (GA) and greedy heuristic algorithm; Rivas et al. [9] applied simulated annealing to optimize an offshore WF layout, with annual energy production (AEP) as its objective function; González et al. [10] proposed to optimize offshore WF layout for maximizing its net present value (NPV), by means of an improved GA with tailored operators; Gao et al. [11,12] investigated the potential and feasibility of constructing offshore WFs in Hong Kong, by optimizing the offshore WF layout for minimal cost of energy (COE) with the multi-population GA; Salcedo-Sanz et al. [13] applied the Coral Reefs Optimization algorithm to maximize the AEP of offshore WFs; Feng et al. [14] developed a new heuristic global search algorithm, Random Search (RS) algorithm, and applied it in the layout optimization of the Horns Rev 1 offshore WF in Denmark for maximizing AEP; Gao et al. [15] proposed a two-dimensional wake model, Jensen-Gaussian wake model, and applied it in WF layout optimization using multi-population GA; layout optimization with regards to the robustness of WF power production in the changing wind was also investigated in a recent study [16]; González et al. [17] studied the optimization problem of offshore WFs with grid-like layouts. While most of the published studies, including those mentioned above, applied various metaheuristic algorithms in the optimization problems, there are several efforts made recently to apply conventional mathematical optimization techniques, such as sequential convex programming [18], nonlinear mathematical programming [19,20] and mixed integer programming method [21].

Since most of the constructed offshore WFs are uniform, i.e., they are composed of one type of
WTs with the same hub-height, the majority of the published studies focused on uniform offshore WFs. Usually a fixed type of WT was considered in these studies, while a few considered the problem of type selection, i.e., choosing a proper type from a group of available WT types. For instance, Mustakerov et al. [22] addressed the WT type and number choice optimization problem for minimizing the cost per unit energy. In their study, the cost model depends only on the number of WTs, and they assumed an array-like rectangular WF with the numbers of WTs per row and per column as design variables. They then solved the problem with the combinatorial optimization method for multiple types of WTs. Their results showed that using big size WTs is more profitable than using small size WTs. However, their study suffered from the simplified wind cases and a lack of proper wake effect modelling.

In another study, Chowdhury et al. [23] formulated three different scenarios for WF design: optimizing WF layout with defined WT type; simultaneously optimizing the WF layout and selecting a single type of WTs; simultaneously optimizing the WF layout and the type of each WT. In the second scenario, they assumed that WF consists of a fixed number of identical WTs and solved it with a mixed-discrete particle swarm optimization (PSO) algorithm [24]. They tested the methodology for a 25 turbine WF in North Dakota, USA and improved the WF capacity factor by 6.4% when simultaneously optimizing the layout and the turbine type selection. Note that the capacity factor is defined by the average power generated by WF, divided by its total capacity.

Furthermore, it should be noted that the complete design of an offshore WF is more than the type selection and siting of WTs. Many other factors (such as the design of foundations, electrical systems) and requirements/considerations (e.g. visual impact [25] and underwater noise emission [26]) are also parts of the complete design and in principle should be taken into consideration. Several studies tried to solve the integrated optimization problem of both the layout of WTs and other factors for uniform offshore WFs. For example, the WF layout and the internal cable network were optimized simultaneously, both as a multi-objective optimization problem in [27] and as a single-objective optimization problem in [28]. Guirguis et al. [20] proposed a gradient-based approach to solve the multi-objective WF design optimization problems considering land footprint, energy output, electrical infrastructure and environmental impact. Studies of solving the design optimization problems with other factors were also done, usually by assuming the WF layout is given. For example, the optimization of offshore WF electrical system design was studied in [29] and many other studies as summarized in the review article [30].

1.2. Non-uniform offshore WF optimization

Constructing a uniform offshore WF with one type of WTs seems to be a good choice, as this kind of
design naturally brings convenience for supply chain management, installation, operation and maintenance (O&M). Nevertheless, we should realize that there are no fundamental limits preventing us from using multiple types of WTs in offshore WFs. When limiting the offshore WF design to using only one type of WTs, we are essentially limiting ourselves in the feasible design space, leaving a large part of the design space unexplored. Thus, it is beneficial to at least consider the option of non-uniform offshore WF in the design and planning stage. Here we use the term ‘non-uniform offshore WF’ to represent an offshore WF that is composed of multiple types of WTs.

However, most of the published studies on WF design optimization assumed that one type of WTs are used, while few recent studies considered the possibility of non-uniform WFs. One example is the study done by Chowdhury et al. in 2012 [31]. Among the 3 different layout optimization cases in this study, the second one considered WF with non-identical WTs (multiple WT types). The optimization problem was formulated to find the locations and types for each WT that maximizes the WF’s capacity factor, with constraints on WF boundary, minimal clearance distance between WTs and maximal WF cost. The WF cost was calculated in considering each WT’s cost, which was in turn estimated based on a quadratic function of the WT’s rotor diameter. They solved the problem using a constrained PSO and found that an optimal combination of different types of WTs could appreciably improve the WF capacity factor. Although it is a seminal work that first considered non-uniform WF, this study [31] have several drawbacks: (i) the experimental WTs used in the study have quite different power curves from today’s mainstream MW sized WTs; (ii) the cost model used is quite simple and not included in the objective function; (iii) the wind condition considered (unidirectional and fixed wind speed) is too simplified to reflect the realistic situation in WF design; (iv) the rotor diameters of different types of WTs are treated as continuous variables; (v) the choice of the proper number of WTs is not taken into consideration. In the scenario 3 of a later study also done by Chowdhury et al. [23], which we briefly described before, the first four of these drawbacks were largely tackled. In this study, the design variables include $x$ and $y$ coordinates (continuous variables) and turbine type codes (discrete variables) for a given number of WTs.

The potential benefits of non-uniform WFs have also been investigated by Chamorro et al. [32] through wind tunnel experiments. They placed a non-uniform WF composed of 3 by 8 model WTs with 2 alternating sizes in a boundary layer flow over both a smooth and rough surfaces and focused on investigating the dynamics involved in a non-uniform WF and the effect of surface roughness. Their results showed that reduced levels of turbulence and increased levels of kinetic energy flux to the WF can be achieved using variable-size WTs in a WF, suggesting the potential advantages of non-uniform WF design.

More recently, Abdulrahman et al. [33] investigated WF design optimization considering WT type
selection and hub height variation for three different objective functions: power, capacity factor and
COE. They considered two cases in this study: the first one optimizes the locations, types and hub-
heights of 6 WTs in a line; the second one optimizes the types and hub-heights of 18 WTs with fixed
locations. They assumed a fixed wind speed blow along a given wind direction to simplify the study
and solved the optimization problem using GA. Their study also demonstrated the benefits of using
non-uniform design for offshore WFs.

A group of studies have also investigated the WF design of single type of WTs with different hub
heights: Chen et al. [34] consider the design optimization of WF composed of GE 1.6MW WTs with 2
different hub heights (80 and 100m), including the turbine locations and hub heights optimization
solved with GA; Chen et al. [35] solved the similarly formulated problem (single type of WT, 2 hub
heights) using a three-dimensional greedy algorithm; Vasel-Be-Hagh et al. [36] studied the hub height
optimization problem of WFs, with the hub heights of each WT as design variable and all other
parameters (such as WT type, WT locations) fixed. All these studies suggest using multiple hub
heights can lead to higher power production comparing to the single hub height counterparts.

Generally speaking, the design of a non-uniform offshore WF needs to at least specify the number
of WTs (integer variable), WT’s type (discrete variable) and location coordinates (continuous
variables). Since the optimization problem of such non-uniform offshore WFs is beyond the scope of
the traditional WF layout optimization, we use the term ‘design optimization’ in this work. Due to the
nature of the design variables, it is a constrained mixed integer-discrete-continuous nonlinear
optimization problem and is generally difficult to solve, except using metaheuristics such as
differential evolution [37] or the mixed-discrete PSO [24].

As mentioned before, the complete design of an offshore WF includes other factors beyond the
definition given above. In this study, we choose not to include these factors as design variables in the
optimization, but instead only consider the costs related to some of them in the capital cost model.
This is mainly due to the lack of accurate cost models for these factors that can be incorporated in a
simultaneous optimization of the complete design. We assume, after the design optimization involving
all WTs is conducted, one/several second stage optimization process(es) can be done for the design of
these other factors.

1.3. Contributions of this study

We investigate the design optimization problem of non-uniform offshore WFs in a realistic setting, by
considering an unfixed number of multiple types of WTs in a given offshore WF. These WT types
have different rotor sizes, rated power values and hub heights. The objective function we choose is the
levelized cost of energy (LCOE), with constraints on WF boundary, wind turbine proximity and total
capacity. An extended version of the RS algorithm [14] is proposed to solve the design optimization problem. This method is then tested in a realistic non-uniform offshore WF design problem, which is based on the real wind characteristics at the Horns Rev 1 offshore WF in Denmark, three types of WTs and an empirical WT design cost and scaling model. The result of the non-uniform design of this offshore WF is compared with its uniform counterparts, and the advantages and possible disadvantages of non-uniform design are identified and discussed. Comparison between the proposed algorithm and the mixed-discrete PSO is also conducted for a test case with simple wind condition. The main contributions of this study can be summarized as follows:

- The design optimization problem of non-uniform offshore WFs to minimize LCOE is formulated and solved under realistic scenarios;
- An effective metaheuristic algorithm is developed to solve the related constrained mixed-integer-discrete-continuous nonlinear optimization problems;
- The developed algorithm is effective, robust, easy to implement and capable of finding the final optimal design, whether it is uniform or non-uniform;
- The developed algorithm achieves better performance than the mixed-discrete PSO algorithm for a non-uniform WF design test case;
- It is found that whether to use large WTs alone, small WTs alone or multiple types of WTs depends strongly on the capital costs of different WT types.

2. Selection of wind turbines

The size of WTs in offshore WFs has grown considerably in recent years. The first offshore WF in the world, Vindeby, had a total capacity of 4.95MW composed of 11 Bonus 450kW WTs [1], while the world’s largest offshore WF today, the London Array, was commissioned in 2012 and has a total capacity of 630MW with 175 Siemens 3.6MW WTs [38]. More recently, 32 MHI Vestas V164 8MW WTs have been installed in the Burbo Bank Extension offshore WF in UK, representing the first commercial offshore installation of the world’s largest WTs [39]. In fact, we could expect to see even larger WTs in the future offshore WFs, as the feasibility of upscaling WT size up to 20MW has already been confirmed by researchers [40]. As a consequence, today’s WF developers face a range of choices with different sized WT, typically in the scale of 1-10MW, enabling them to install multiple types of WTs in a WF.

In order to limit the complexity for installation and O&M, we assume the number of different WT types installed in a given offshore WF should be limited and consider only 3 types of WTs with different sizes. The largest WT is the LEANWIND 8MW turbine (LW8), which is a reference turbine defined primarily based on the published data relating to the MHI Vestas V164 8MW turbine in the
EU project LEANWIND [41]. The other two types of WTs are downscaled from LW8, which have a rated power of 5MW and 2MW. The parameters and characteristics of these three types of WTs are given in Table 1 and Figure 1. The detailed parameters for power and thrust characteristics are presented in Table A1 of the Appendix. Note that the thrust coefficient curves for the 3 types of WTs are identical, as shown in Table A1.

### Table 1. General parameters of the three types of WTs

<table>
<thead>
<tr>
<th>Name</th>
<th>Rated power [MW]</th>
<th>Rotor diameter [m]</th>
<th>Hub height [m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW8</td>
<td>8</td>
<td>164</td>
<td>110</td>
</tr>
<tr>
<td>LW5</td>
<td>5</td>
<td>130</td>
<td>90</td>
</tr>
<tr>
<td>LW2</td>
<td>2</td>
<td>82</td>
<td>70</td>
</tr>
</tbody>
</table>

Note: the cut-in, rated and cut-out wind speeds for the three types of WTs are the same, which are 4 m/s, 12.5 m/s and 25 m/s.

![Figure 1. (left) power curves and (right) thrust curves of the 3 types of WTs](image)

### 3. Cost model

To consider economic indicators in the optimization objective, such as LPC or COE, we need to model the cost of offshore WFs as accurately as possible. A lot of studies (e.g., [42–45]) have been done to investigate the general trend and reduction potential for cost of offshore wind power. They typically gave no analytical formulas for the different cost components, and consequently their results are difficult to use in detailed WF design optimization studies. The existing cost calculation tools, such as the LCOE model [46] developed by Megavind, Denmark’s national partnership for wind energy, often require input of price for different components. While very relevant for industrial practitioners and policy makers, this kind of cost models are not adequate for researchers (mostly from the academia) to apply in WF design optimization studies.
Consequently, in the published studies of WF design optimization, researchers often rely on some generic cost models. For example, a fixed amount of cost per MW for the capital cost and a fixed proportion of the total cost for the O&M cost are typically assumed, as described in [47] (on page 531) and used in several studies, e.g., [8,11]. Alternatively, a simplified cost model depending only on the number of WTs \((N)\) is used, e.g., 
\[
Cost = N \left( \frac{2^2}{3} + \frac{1}{3} e^{-0.00174N^2} \right),
\] which was first proposed in the seminal work by Mosetti \textit{et al.} in 1994 [5] and adopted in a lot of latter studies, e.g., [48–50] (a more complete list can be found in [6]). A response surface-based WF cost model proposed by Zhang \textit{et al.} [51] was also adopted by Chowdhury \textit{et al.} [23,31]. For non-uniform WFs, this cost model depends only on the rated power and the number of WTs for each type of WT [23].

More detailed cost models have also been proposed. For example, Dicorato \textit{et al.} [52] developed a model to evaluate the total investment cost of an offshore WF, considering costs of turbine (including foundation), electric system (including collection, integration and transmission systems), grid interface and project development. Shafiee \textit{et al.} [53] proposed a parametric whole life cost model for offshore WFs, based on a combined multivariate regression/neural network approach. Although not applied yet, these advanced cost model can be quite useful for a complete offshore WF design optimization that involves other design factors such as electrical system.

Moreover, it is well known that the cost of offshore WFs is quite site specific and depends on a lot of factors, such as the water depth, the distance to shore, and the labor cost. This has been clearly demonstrated in a recent study by Morthorst \textit{et al.} [54], in which large variations of average investment cost per MW of offshore WFs were found from country to county, and from WF to WF, based on a comprehensive analysis of data from 45 large European offshore WFs. They also found that the average investment cost per MW has in general been increased for offshore WFs, and attributed this phenomenon mainly to: exploring deeper waters further from the shore, supplying bottlenecks and higher commodity prices. Similar observations and explanations were also given by Gonzalez-Rodriguez in a recent review [55]. This review analyzed the data available in the literature related to the cost of offshore WFs, including costs of WTs, foundations, electrical infrastructure, design and project management and O&M. Based on the analysis, regression curves are fitted to represent the costs of different components/factors as functions of the WF total capacity. While these curves can be useful when assessing the cost of a given offshore WF, they are not adequate for applications in an overall design optimization, since they are only functions of the total capacity and thus don’t change with the specific designs.

In view of the current status of cost modelling for offshore WFs and considering the fact that only the number, type and location of WTs are explicitly treated as design variables in this study, we choose to use a cost model that is a function of the total capacity and capacity factor of the WF,
together with the composition of different types of WTs. This model is based on the published results in [56,57] and described in the following sub-sections.

3.1. Capital cost

The capital cost model is adopted from the INNWIND cost model [56]. It is divided into turbine cost and balance of plant (BoP) cost, and based on a reference offshore WF composed of 5MW reference WTs. The BoP cost includes the cost of foundation system, offshore electrical system, offshore transportation and installation. Following the reference case in [56], the turbine cost is assumed to be $T_{C_{\text{ref}}} = 7.5\text{M€}$ and the BoP cost is $B_{C_{\text{ref}}} = 10\text{M€}$. Then the mean cost for different turbine sizes is scaled from the reference 5MW WT following the upscaling methodology described in [56].

For a scaled WT with rated power $P_{\text{scaled}}$, its size scale-up factor to the reference WT is defined as $s = \sqrt{\frac{P_{\text{scaled}}}{P_{\text{ref}}}}$. Assuming the upscaling exponents are $\lambda_{TC}$ for the turbine cost and $\lambda_{BC}$ for the BoP cost, we can calculate the mean capital cost of this scaled WT as:

$$ CAPEX_{\text{mean}} = \frac{T_{C_{\text{ref}}} \cdot \left(\frac{P_{\text{scaled}}}{P_{\text{ref}}}\right)^{\lambda_{TC}} + B_{C_{\text{ref}}} \cdot \left(\frac{P_{\text{scaled}}}{P_{\text{ref}}}\right)^{\lambda_{BC}}}{P_{\text{scaled}}} \quad (1) $$

Note that $P_{\text{ref}} = 5\text{MW}$ is used in this study as in [56].

Different cost scenarios can be modelled by different values of the upscaling exponents. If real data on the costs of different sized WTs and WFs are available, they can be used to derive the upscaling exponents based on parameter fitting.

However, as we have no access to real price data, we can’t obtain such derived exponents. Besides, as a research work, this study mainly aims to explore the potential benefits of using non-uniform design under different cost scenarios and develop an efficient method to solve its optimization problem.

To cover different cost comparison scenarios, we consider four cost scenarios with different upscaling exponents. Scenario 1 assumes a constant capital cost per MW for all WT sizes ($\lambda_{TC} = 2$, $\lambda_{BC} = 2$). Scenario 2 uses the exponents ($\lambda_{TC} = 2.42$, $\lambda_{BC} = 1.50$) from the innovative design in [56], which assumes the capital cost per MW decreasing with WT size. Scenario 3 is a scenario ($\lambda_{TC} = 2.77$, $\lambda_{BC} = 1.75$) that assumes the capital cost per MW increasing with WT size. Possible reasons behind this scenario could be higher technology maturity and existing large scale manufacture capacities for the smaller size WTs, for example, the popular 2MW WTs. Scenario 4 is the classical upscaling scenario ($\lambda_{TC} = 3$, $\lambda_{BC} = 2$) which results in a much higher cost per MW for larger WTs. The resulting curves for capital cost are shown in Figure 2 for these 4 scenarios. Note that the green markers show the mean capital costs of the 3 types of WTs under different scenarios.
Table 2. Capital cost per MW for the 3 types of WTs

<table>
<thead>
<tr>
<th>Scenario</th>
<th>$\lambda_{TC}$ [-]</th>
<th>$\lambda_{BC}$ [-]</th>
<th>Capital cost [M€/MW]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LW2</td>
<td>LW5</td>
<td>LW8</td>
</tr>
<tr>
<td>1</td>
<td>2.00</td>
<td>2.00</td>
<td>3.50</td>
</tr>
<tr>
<td>2</td>
<td>2.42</td>
<td>1.50</td>
<td>3.75</td>
</tr>
<tr>
<td>3</td>
<td>2.77</td>
<td>1.75</td>
<td>3.30</td>
</tr>
<tr>
<td>4</td>
<td>3.00</td>
<td>2.00</td>
<td>2.95</td>
</tr>
</tbody>
</table>

3.2. Levelised cost of energy (LCOE)

LCOE of a given offshore WF is calculated by using the model with the key performance indicators from the European Wind Industrial Initiative (EWII) [57]. Considering an offshore WF composed of a given number of the 3 types of WTs, we can calculate its total capital cost $\text{CAPEX}_{\text{total}}$ based on the mean capital cost of each turbine type. When the offshore WF design and the wind distribution are given, the expected total power output $P_{\text{total}}$ can be computed by considering the wake effects using a wake model, such as the Jensen wake model [58,59]. Note that the procedure of computing $P_{\text{total}}$ is described in section 4.2. Then the annual energy production of this WF is given by:

$$AEP = P_{\text{total}} \cdot 8760 \cdot \eta$$

where 8760 is the total number of hours in one year and $\eta$ is the availability factor. We assume $\eta = 1.0$ in this study, mainly because there is no model available to account the possible dependency of available factor on different WF designs and a fixed value of $\eta$ will affect the LCOE (as calculated in Eq. (5)) of different WF designs in the same manner thus has no influence on the optimization results. If the offshore WF total capacity is denoted as $\text{Capacity}$, its capacity factor can then be written as:
\[ CF = \frac{P_{\text{total}}}{\text{Capacity}} \]  

Denoting the annualized O&M cost as \( OPEX_{\text{annual}} \), we can use the model in [57] to get:

\[ OPEX_{\text{annual}} = OPEX_{\text{ref}} \cdot \text{Capacity} \cdot \left[ 1 + 0.5 \cdot (CF - CF_{\text{ref}}) \right] \]

where \( OPEX_{\text{ref}} = 106€/kW/year \) is the baseline mean O&M cost for offshore wind and \( CF_{\text{ref}} = 0.4 \) is the baseline capacity factor for the reference case. Finally, LCOE of this WF can be computed as:

\[ LCOE = \frac{CAPEX_{\text{total}} \cdot CRF + OPEX_{\text{annual}}}{AEP} \]

where \( CAPEX_{\text{total}} \) is the total capital cost consists of costs relating to each type of WTs, and \( CRF \) is the capital recovery factor depending on the discount rate \( d \) and the projected lifetime \( N \) (year). The formulas to calculate \( CAPEX_{\text{total}} \) and \( CRF \) are as follows:

\[ CAPEX_{\text{total}} = \sum_{j=1}^{N_{\text{types}}} CAPEX_{\text{mean}}^j \cdot \text{Capacity}^j, \]

\[ CRF = \frac{d}{\left[ 1 - (1 + d)^{-N} \right]} \]

where \( CAPEX_{\text{mean}}^j \) and \( \text{Capacity}^j \) denote the mean capital cost per MW and the capacity of the \( j \)th type of WTs, respectively; \( N_{\text{types}} \) represents the number of involved WT types. In this study, the values recommended in [57], i.e., \( d = 5.39\% \) and \( N = 25 \) are used for calculating \( CRF \).

4. Design optimization problem

4.1. Problem formulation

Considering the design of a non-uniform offshore WF that can choose from \( N_{\text{types}} \) types of WTs, we can specify each WT by its location, type and related hub height. Thus, the design of this offshore WF can be denoted as \( L = [x_i, y_i, T_i, H_i] \) with \( i = 1, 2, \ldots, N_{\text{wt}} \). Note that \( T_i \) is an integer in the range of 1 to \( N_{\text{type}} \) that denotes the type code of the \( i \)th turbine. In this work, \( T_i = 1, 2 \) or 3 represents the type of the WT is LW2, LW5 or LW8, respectively. Although the above formulation includes the hub heights, we assume that only the default hub height is used for a given turbine type in the case study, thus \( H_i \) could be safely removed. Anyhow, we keep the general formulation including hub heights to indicate that the methodology developed in this study can easily consider the hub height variations. Note that similar formulation of WF design was adopted in other studies, such as [23].

Noticing that \( LCOE \) of a given offshore WF in Eq. (5) is essentially a function of its design, we can write the optimization problem of minimizing the offshore WF LCOE as:
\[ \min \quad LCOE = f(L, N_{\text{wt}}) \quad (7) \]

Three types of constraints are considered. The first type is the constraint on the total capacity, which comes from the requirement of electricity demand and limitation of grid transmission capacity. It can be written as:

\[ \text{Capacity}^{(L)} \leq \text{Capacity}(L, N_{\text{wt}}) \leq \text{Capacity}^{(U)} \quad (8) \]

where \( \text{Capacity}^{(L)} \) and \( \text{Capacity}^{(U)} \) denotes the lower and upper bounds on the capacity, respectively.

The second type is the constraint on the feasible area, which can be specified as \( S_{\text{feasible}} \) defined by the boundary and other possible forbidden zones. It is governed by:

\[ (x_i, y_i) \in S_{\text{feasible}}, \quad \text{with } i = 1, 2, \ldots, N_{\text{wt}}. \quad (9) \]

The third type is the constraint on the proximity distance of any pair of WTs, which can be written as:

\[ \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2} \leq \text{Dist}_{\min} \cdot \max(D_i, D_j), \quad \text{with } i = 1, 2, \ldots, N_{\text{wt}} - 1, \quad j = i + 1, \ldots, N_{\text{wt}}. \quad (10) \]

where \( \text{Dist}_{\min} \) is the dimensionless minimal distance requirement and \( D_i \) denotes the rotor diameter of the \( i \)th WT. We use \( \text{Dist}_{\min} = 5 \) to assure any two WTs are at least 5 rotor diameters (the diameter of the larger WT) away from each other.

4.2. Offshore WF modelling

Calculating the power production accurately is essential in the context of offshore WF design optimization, since the most important function of an offshore WF is to generate power. This requires the appropriate modelling of wind, wake effects and power production.

There are multiple types of distributions that can be used to model the probability distribution of offshore wind [60]. However, it is the common practice to model wind resource with sector-wise Weibull distributions and wind rose [61]. In general the wind conditions at a given height can be described by wind speed \( v \) and wind direction \( \theta \), and its distribution can be modelled by a probability density function (PDF) \( pdf(v, \theta) \). In our previous study [62], a joint distribution of wind speed and wind direction was proposed, which can be used to obtain PDF based on real measurement data. In this study, we use the real wind characteristics as measured at Horns Rev in Denmark, the obtained joint distribution is shown in Figure 3.
The measured wind data might be obtained at a reference height \( H_{\text{ref}} \) and then used to predict the power production of a WT with hub height \( H \), which is different for different types of WTs. It is thus necessary to first transfer the measured wind speed \( v_{\text{ref}} \) into the inflow wind speed \( v \) at hub height \( H \), usually using the logarithmic law:

\[
v = v^H(v_{\text{ref}}) = v_{\text{ref}} \frac{\ln(H/z_0)}{\ln(H_{\text{ref}}/z_0)}
\]  

(11)

where \( v_{\text{ref}} \) denotes the wind speed at the measured height and \( z_0 \) is the surface roughness length [47]. Note that the Horns Rev measurement was done at 70m height and we assume \( z_0 = 0.0001 \)m.

Wake effect arises when an upwind WT extracts energy from the wind and forms a wake that impacts the downwind WTs. It leads to reduced wind speed and increased turbulence, and thus is crucial for offshore WF modelling. Due to the nature of optimization problem, engineering wake models are commonly used because of their low computational costs. Most of the published studies (such as [5,8,9,11,12,14,17,27,28,34–36]) on offshore WF layout optimization used the Jensen wake model [58,59], which is also called as the Park model. The effectiveness of this wake model has been confirmed in several studies when comparing with measurement data, such as in [63,64]. A comparison with large eddy simulation for a real 48-turbine offshore WF (Lillegrund in Sweden) also validated its capability of modelling wake effects for WTs with different hub-heights [36]. Considering its wide popularity, simplicity and low computational cost, we use the Jensen wake model in this study.
For a given freestream inflow condition \((v, \theta)\), the wake effects between WTs can be first calculated using the Jensen wake model and then the effective wind speed at each WT \((\bar{v}_i)\), i.e., the effective wind speed the \(i\)th WT experienced can be evaluated. The power generated by each WT under this inflow condition can then be calculated based on the manufacturer provided power curve \(P = P(v)\). Combined with the PDF of wind condition, the expected total power produced by the WF can be written as

\[
P_{\text{tot}} = \sum_{i=1}^{N_{\text{wt}}} \int \int P(\bar{v}_i) \times pdf(v, \theta) dv d\theta
\]

The detailed procedure for calculating power production can be found in [14].

4.3. Baseline designs

Among operational offshore WFs, the majority are composed of identical types of WTs arranged in symmetrical and grid-like layouts [17]. As reference cases, we propose three baseline designs with the same total capacity (160MW) but each composed of a different type of WTs. The first one is composed of 80 LW2 WTs, organized in a grid like layout with 7 by 7 rotor diameters spacing. The offshore WF occupies a rectangle area with size 5166m by 4018m. Note that its layout and spacing between WTs are specified in the similar manner as the Horns Rev 1 WF [14]. The second and third designs are constructed in similar manner with 32 LW5 and 20 LW8 WTs, occupying the same area as the first one. The three designs are shown in Figure 4, with their characteristics presented in the titles. The efficiency values in these titles are WF efficiencies, which are calculated as the real expected total power, i.e., the power production computed using Eq. (12), divided by the ideal expected total power, i.e., the power production if there are wake effects.
Table 3 shows the LCOE of these baseline designs under the 4 different cost scenarios. We can see that their relative ranking in terms of LCOE varies with cost scenario.

Table 3. LCOE of baseline designs

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Baseline1 (LW2)</th>
<th>Baseline2 (LW5)</th>
<th>Baseline3 (LW8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>81.36</td>
<td>78.33</td>
<td>75.66</td>
</tr>
<tr>
<td>2</td>
<td>85.45</td>
<td>78.33</td>
<td>74.67</td>
</tr>
<tr>
<td>3</td>
<td>78.07</td>
<td>78.33</td>
<td>78.41</td>
</tr>
<tr>
<td>4</td>
<td>72.43</td>
<td>78.33</td>
<td>81.61</td>
</tr>
</tbody>
</table>

When the capital cost per MW is constant or decreases with increasing WT size, as shown in Scenario 1 and 2, the baseline designs with larger WTs always outperform. This can be explained by comparison of capacity factors as shown in Figure 4. For the design with larger WTs: the hub heights are higher, thus the wind resource is better; the number of WTs are smaller and the spacing is larger in terms of rotor diameters, thus the wake effect is weaker (also suggested by the higher WF efficiency). Therefore the capacity factor ranks as: Baseline3 > Baseline2 > Baseline1. Thus, the higher AEP combined with the same or cheaper capital cost makes WFs composed of a larger size turbines more competitive in LCOE.

On the other hand, when the capital cost per MW increases with WT size (in Scenarios 3 and 4), the baseline designs with smaller WTs are better. Comparing Baseline1 and Baseline3 in Scenario 3, we can see that the difference in LCOE between these two designs is quite small (0.44%), while the
difference in capital cost per MW between LW2 and LW8 is much larger (11.52%), which is mainly due to the higher capacity factor achieved by using larger WTIs (LW8).

In general, the above comparisons show that, depending on the different cost scenarios, different types of WTIs have their different competitive advantages, which clearly suggests that it will be beneficial to investigate the non-uniform design options.

5. Optimization algorithm

In our previous studies, the RS algorithm has been developed for uniform offshore WF layout optimization [14]. In this section, we present an extended RS that can solve the non-uniform offshore WF design optimization problems involving multiple types and unfixed number of WTIs.

This algorithm is a single solution search method. At each step, a new feasible solution is generated by repeating $N_{\text{repeat}}$ times of one of the following actions to the current solution: adding, removing, or changing one WT randomly. Note that changing one WT means changing its type and/or location (and/or hub height if hub height variation is considered). The choice among these 3 actions is made based on specified probabilities. This new solution is then compared with the current solution. If the new solution is better, it is used to replace the current solution. This step is iteratively repeated until a stop condition is met. Normally, the stop condition can be set as a given maximal number of steps (or WF evaluations). The procedure of this algorithm is shown as flow chart in Figure 5.

![Flow chart of the extended random search algorithm](image)

**Figure 5.** Flow chart of the extended random search algorithm

Note that at each step, any action done to the offshore WF design, i.e., adding, removing or changing one WT, is made to produce a changed design that satisfies all the constraints. By doing this,
we ensure the generated new design at each step is always feasible. Assuming the maximal number of evaluations is $E_{\text{max}}$, we can see there are only four parameters to tune for this algorithm: $N_{\text{repeat}}$, $E_{\text{max}}$, $p_a$ and $p_r$. Thus, this algorithm is quite simple, intuitive and easy to implement. Among the four parameters, $N_{\text{repeat}}$ is used to control how different the generated new design is from the current best design, thus determines the trade-off between global exploration and local exploitation; $E_{\text{max}}$ serves as the stop condition; $p_a$ and $p_r$ specify the portions of adding and removing actions taken when changing a design, respectively. For different problems, these parameters should be tuned based on some numerical experiments.

6. Optimization results

The extended RS algorithm described above, as well as other widely used algorithms in WF design optimization (e.g., GA [5,11,48] and PSO [23,31,49]), belongs to the family of metaheuristics [65]. Metaheuristics are particularly suitable for highly constrained and high dimensional nonlinear optimization problems, such as the WF design optimization [27]. For such kind of complex optimization problems, the global optimum, as well as how to prove whether a solution is the global optimum, is usually unknown. Thus, one usually has to live with a local optimum. Nevertheless, a well selected and tuned metaheuristic can achieve a good balance between diversification (i.e., global exploration) and intensification (i.e., local exploitation), thus obtain a good solution [66].

However, due to the randomness involved in the optimization process, metaheuristics usually have non-deterministic nature, which means different runs of a metaheuristic optimization algorithm typically yield different results [65]. This also means that the quality of the initial solutions has profound influence on the final optimization results.

For a metaheuristic to perform well, the diversity of the initial solutions needs to be ensured to enable the algorithm to search the design space more thoroughly [66]. For population based algorithms, such as GA, this means the initial population needs to be generated covering broadly the feasible design space [67]. Also the quality of solutions in the initial population could impact the quality of the final solution found by the algorithm. Among studies in WF design optimization, Saavedra-Moreno et al. [68] tackled this problem by seeding evolutionary algorithm with initial solutions obtained by a greedy heuristic algorithm, and applied this method in WF layout optimization.

For single solution search metaheuristics (also called as trajectory methods), such as RS, the diversity of initial solutions can be achieved by applying multi-start strategies [69], i.e., running the metaheuristic with multiple initial solutions that generated by a strategical construction process and using the best solution found as the final optimized solution.
We implement the multi-start strategy in this study. For each of the baseline designs (denoted as B1, B2 and B3), we can generate 5 randomized designs by taking those actions (adding, removing or changing) certain times to the corresponding baseline design. These randomized designs are denoted as RB1s, RB2s and RB3s. To compare with uniform WF design, we also consider the cases with single type of WTs (the same turbine type as in the baseline design it starts from) in a given design. For each cost scenario, two groups of optimization works are done: using 1 type of WTs and using 3 types of WTs. For each group, 10 optimization runs are carried out starting from each of the baseline designs (5 from the baseline design and 5 from the randomized baseline designs).

To better understand the influence of initial solutions, optimization runs starting from pure random designs (denoted as PRs) are also implemented for the non-uniform design scenarios, i.e., using 3 types of WTs. These pure random designs are generated by repeating the adding action described in the last section to an empty WF until the total capacity reaches the feasible range ($\left[\text{Capacity}^{(L)}, \text{Capacity}^{(U)}\right]$).

Two of initial designs generated in such way are shown in Figure 6.

![Figure 6. Two pure random designs as starting solutions for: (left) Scenario 1, (right) Scenario 2](image)

Note that the constraints on capacity are set as $\text{Capacity}^{(L)} = 152\text{MW}$ and $\text{Capacity}^{(U)} = 168\text{MW}$ and the parameters used in the extended RS algorithm (selected based on initial numerical experiments) are as follows: $N_{\text{repeat}} = 9$, $E_{\text{max}} = 10000$, $p_a = 0.2$ and $p_r = 0.6$.

The statistics of the LCOE of the obtained designs in multiple runs are summarized in Table 4, with the best results in a particular group under each scenario marked in bold for both uniform and non-uniform design options, and the overall best designs under each scenario underlined and chosen as the final optimized designs.

<table>
<thead>
<tr>
<th>Table 4. LCOE of the obtained designs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenarios 4</td>
</tr>
<tr>
<td>LCOE [€/MWh]</td>
</tr>
<tr>
<td>Scenario 1</td>
</tr>
<tr>
<td>Scenario 2</td>
</tr>
<tr>
<td>Scenario 3</td>
</tr>
<tr>
<td>Scenarios 4</td>
</tr>
</tbody>
</table>
Further examining the results in Table 4, we can clearly see the importance of using multi-start strategy with different initial designs. Especially for the uniform design cases, i.e., the 1 turbine type cases, the quality of the initial designs largely determines the quality of the optimized designs. Note, however, that the allowed type of turbine is LW2 for runs from B1/RB1s, LW5 for B2/RB2s and LW8 for B3/RB3s, which means there are essentially 3 different uniform design optimization problems we are solving here, each using a different type of turbine. Thus, the large differences between the results from different groups of starting solutions (i.e., B1/RB1s, B2/RB2s and B3/RB3s) in the uniform design cases should be mainly attributed to the fact that different types of turbine are used.

For the runs from the same group of starting designs, e.g., B1/RB1s, the LCOE ranges of the optimized designs obtained in different runs are also smaller for the ‘1 turbine type’ cases than the ‘3 turbine types’ cases. This can be explained by the fact that using uniform WF design is essentially narrowing the search space in the design variable space, thus limiting its global exploration ability. In contrary, the non-uniform design option, i.e., the option with 3 types of turbines to choose from, usually exhibits larger diversity in the obtained optimization results.

Nevertheless, under all cost scenarios, the best solutions found with the non-uniform design option are either better or very close to the best solutions obtained with the uniform design option. Considering the design space the algorithm searches is larger with the non-uniform design option, one could expect the possibility of find even better design than the current best design is also likely to be higher for the non-uniform design option, if the number of runs and the allowed evaluations for each run are increased.

The best WF designs under 4 cost scenarios, both for uniform option (i.e., with 1 turbine type to choose) and non-uniform option (i.e., with 3 turbine types to choose), are shown in Figures 7-10.
Figure 7. Optimized design in Scenario 1: (left) with 1 turbine type, (right) with 3 turbine types

Figure 8. Optimized design in Scenario 2: (left) with 1 turbine type, (right) with 3 turbine types

Figure 9. Optimized design in Scenario 3: (left) with 1 turbine type, (right) with 3 turbine types
We can see from these figures, the optimized designs all have the lowest allowed capacity (152MW). This can be explained by the fact that an offshore WF with a lower capacity typically has fewer WTIs and thus less wake effects, which makes the AEP decrease sub-linearly with capacity, while the capital cost decreases linearly with the capacity in the cost model as shown in Eq. (5). When the capital cost per MW of large WTIs is the same (Scenario 1) as or lower (Scenario 2) than that of small size WTIs, the optimized design consists of a single type of WTIs (the largest one). When the capital cost per MW of small size WTIs is significant lower (Scenario 4), the optimized design also consists of a single type of WTIs (the smallest one). When the capital cost per MW of small size WTIs is lower but not significantly (Scenario 3), the optimized design contains 3 types of WTIs.

When we compare the optimized designs with only one type of WTIs to choose and those with 3 types to choose, it is seen that they generally obtain similar results. Under Scenarios 1, 2 and 4, the final obtained designs with non-uniform design option are also composed of single type of WTIs, even there are 3 different types of WTIs can be selected from. While under Scenario 3, the latter option obtains a different design that is composed of 3 types of WTIs and also has a much lower LCOE.

Comparing the results of runs from pure random starting solutions (PRs) with those from other groups of starting solutions (baseline or randomized baseline designs), one can see that the performance of runs from PRs is in general moderate. Using pure random starting solutions typically yields designs that are worse than those obtained from good group of baseline or randomized baseline designs (e.g., B1/RB1s in Scenario 4) but better than those from bad group of baseline or randomized baseline designs (e.g. B3/RB3s in Scenario 4). This can be seen from the convergence history comparison between 3 runs in Scenario 1, as shown in Figure 11.
Anyway, results in this case study show that the final best designs are from the runs using baseline or randomized baseline designs. Especially for Scenarios 1, 2 and 4, in which the final best designs are composed of single type of WTs, the designs obtained using PRs are not satisfactory. Further examining the obtained designs, it is found that runs from PRs under Scenarios 1 and 4 fail to find final solutions that are composed of single type of WTs. This demonstrates the importance of maintaining diversity of initial solutions for multi-start strategy. For design optimization of non-uniform WFs, it is always advised to include the initial solutions that are uniform, i.e., designs with single type of WTs.

This recommendation can also be generalized to any mixed integer-discrete-continuous nonlinear optimization problem. When a meta-heuristic algorithm is applied to solve this kind of problems, it is usually a good idea to include some uniform initial solutions, i.e., solutions with identical value for the discrete design variables, as these uniform solutions are special ‘corner cases’ in the design space that could be hard for the algorithm to reach in the search process.

7. Comparison with the mixed-discrete PSO

To further demonstrate its effectiveness, the performance of the extended RS is compared with the mixed-discrete PSO for a non-uniform WF design optimization test case. The mixed-discrete PSO is a modified version of the conventional PSO that can adequately address constraints while dealing with mixed-discrete variables. This algorithm was developed by Chowdhury et al. [24] and has been applied in design optimization of WFs considering simultaneously the locations and types of turbines [23,24].

For a general mixed-discrete single objective constrained minimization problem with $m$ discrete variables and a total of $n$ design variables, the design variable vector can be denoted as $X =$
\([x_1, x_2, \ldots, x_m, x_{m+1}, \ldots, x_n]\). Note that in the context of design optimization of non-uniform WFs, the discrete variables are the types of turbines and the continuous variables are the \(x\) and \(y\) coordinates of turbine locations, thus we have \(m = N_{wt}\) and \(n = 3N_{wt}\).

Mixed-discrete PSO is a population-based meta-heuristic that updates a population of particles with each particle representing a solution in the design space. During the optimization process, the \(i\)th particle is moved following the rules described below [24]:

\[
X_i^{t+1} = X_i^t + V_i^{t+1},
\]

\[
V_i^{t+1} = \alpha V_i^t + \beta_l \gamma_1 (P_i - X_i^t) + \beta_g \gamma_2 (P_g - X_i^t) + \gamma_c \gamma_3 (X_i^t - P_g)
\]

(13)

where \(X_i^t\) and \(V_i^t\) denote the location and velocity vectors of the \(i\)th particle at the \(t\)th iteration; \(\alpha\), \(\beta_l\) and \(\beta_g\) are user defined coefficients controlling the particle motion; \(\gamma_1\), \(\gamma_2\) and \(\gamma_3\) are real random numbers between 0 and 1; \(P_i\) is the best solution found for the \(i\)th particle; \(P_g\) is the best solution in the entire population; \(\gamma_c\) is the diversity preservation coefficient. A novel adaptive diversity-preservation technique was developed and implemented in the mixed-discrete PSO. For details of this algorithm, one is referred to [24].

Since the detailed data for the case studies in [23,24], especially the characteristics data of the involved turbine types, is not publicly available, a direct comparison for the same cases used by Chowdhury et al. [23,24] is not possible. Instead we construct a simplified version of the Horns Rev WF case that has been studied in this paper.

One major difference between the extended RS and the mixed-discrete PSO is about the number of WTs. Since the number of design variables (continuous and discrete) is assumed to be fixed for the mixed-discrete PSO, same as the other algorithms for mixed-integer-discrete optimization problems (such as differential evolution proposed in [37]), the number of WTs during the optimization process has to be fixed for the mixed-discrete PSO. However, such limitation doesn’t exist for the extended RS, as the number of WTs is allowed to change during the optimization process.

In order to compare the two algorithms, we consider the design optimization of non-uniform WFs with fixed number of turbines. To make things simpler, an ideal wind condition with constant wind speed (8m/s) blowing from west is assumed. The WF boundary, proximity constraints, the available turbine types and the LCOE modelling are the same as used before, but the constraint on the total capacity is excluded. The number of WTs is fixed as \(N_{wt} = 20\).

The same controlling parameters as used in the WF design optimization case study in [24] (see Table 1 in this reference) are used for the mixed-discrete PSO. The population size is set as 1200 according to the recommendation in [24] and 1000 iterations are allowed for one run. Thus, the total number of WF evaluations used in one run of the mixed-discrete PSO is 1200000.
For the extended RS, the parameters used are: \( N_{\text{repeat}} = 9 \), \( E_{\text{max}} = 100000 \), \( p_a = 0 \) and \( p_r = 0 \). So each run of the extended RS consumes 100000 WF evaluations. Note that by setting \( p_a = 0 \) and \( p_r = 0 \), the number of WTs will stay the same as the initial design, since only the locations and types of WTs will be changed during the optimization process.

For each of the 4 Scenarios, both algorithms are used for 10 runs, all using pure random starting designs as initial solutions. As described before, these initial solutions are generated randomly while satisfying all the constraints. The performance of these two algorithms is summarized in Table 5.

**Table 5. Performance comparison between the extended RS and the mixed-discrete PSO**

<table>
<thead>
<tr>
<th>Scenario (10 runs)</th>
<th>LCOE [€/MWh]</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Extended RS</td>
<td>min</td>
<td>103.98</td>
<td>102.82</td>
<td>107.29</td>
<td>101.24</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>104.46</td>
<td>103.46</td>
<td>107.45</td>
<td>101.24</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>104.96</td>
<td>104.24</td>
<td>107.66</td>
<td>101.24</td>
</tr>
<tr>
<td>Mixed-discrete PSO</td>
<td>min</td>
<td>106.56</td>
<td>108.23</td>
<td>108.00</td>
<td>103.44</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>108.08</td>
<td>109.01</td>
<td>108.75</td>
<td>104.93</td>
</tr>
<tr>
<td></td>
<td>max</td>
<td>109.20</td>
<td>110.85</td>
<td>109.60</td>
<td>106.68</td>
</tr>
</tbody>
</table>

Clearly the extended RS outperforms the mixed-discrete PSO for this test case, as significantly lower LCOE values are achieved under all scenarios using the former algorithm, even if we compare the worst runs of the extended RS with the best runs of the mixed-discrete PSO. Considering the consumed number of WF evaluations for each run of the mixed-discrete PSO is more than 10 times larger than that of the extended RS, the superiority of the extended RS is more obvious.

Although for most of the scenarios, different runs of both algorithms converge to different results, the situation for the extended RS under Scenario 4 is different. Interestingly, the 10 runs of the extended RS all converge to the same final LCOE value. Examining the obtained designs in these 10 runs, we found that the designs are all composed of one type of WTs (LW2) but with different layouts. Other than that, the LCOE values of these 10 different designs are identical. This suggests that there are likely a group of global optimal solutions for this particular optimization problem that have the same LCOE value, and the extended RS could reach these optimal solutions with reasonable computational cost.

To further compare these two algorithms, the optimized design in the best run of the mixed-discrete PSO, the optimized design in one of the 10 runs of the extended RS, and the convergence histories for 10 runs of these two algorithms under Scenario 4 are shown in Figure 12.
Figure 12. Optimized designs from (a) the best run of the mixed-discrete PSO and (b) one run of the extended RS, and convergence histories of 10 runs of (c) the mixed-discrete PSO and (d) the extended RS (blue dash lines in (a) and (b) represent wake zone boundaries from the 20 turbines).

Note that in Figure 12 (a) and (b), the boundaries of wake zones form each of the 20 WTs are represented by the blue dash lines. As we can see that the extended RS manages to find the optimal design that totally avoids the wake effect by smartly arranging the locations of WTs, while the mixed-discrete PSO fails to do so. Examining the results of the other 9 runs of the extended RS reveals that the optimized designs are different but all avoid the wake effects, thus yield the same AEP and lead to the same LCOE. However, one should bear in mind that this is only achievable for this ideal wind condition (single wind direction). Avoiding wake effects completely is usually not possible for WFs under real wind conditions (such as shown in Figure 3).
The convergence histories of both algorithm show that they both achieve most of the LCOE reductions in their initial stages of the optimization processes, while 10 different runs of the extended RS converge to the same LCOE value at a much faster speed.

Based on the above comparison study, we could safely conclude that the extended RS algorithm proposed in this study shows much better performance than the mixed-discrete PSO algorithm, at least for the considered test case.

8. Conclusions

In this paper the offshore WF design with WTs of different sizes has been considered. The results show, that for a given WF area, the optimization using larger WTs generally results in offshore WFs with a higher capacity factor, which is merely a result of their higher hub height (thus a higher wind speed) and less wake effects (due to the larger spacing between WTs). Whether using multiple types of WTs in an offshore WF, i.e., a non-uniform design, depends strongly on the difference of mean capital costs of different types of WTs. In the scenario where the capital cost per MW of small WTs is cheaper than that of the large WTs at a moderate degree (around 10% in our study), the design with multiple types of WTs outperforms. Otherwise, the optimal offshore WF design will always be of a single type of WTs. Thus, the advantage of non-uniform design is quite dependent on the cost scenario, while its possible disadvantages in terms of supply chain management, installation, and O&M are clearly presented, due to the inevitably increased level of complexity for these factors.

From the side of numerical optimization, it is always beneficial to formulate the problem as a non-uniform WF design optimization problem, since the proposed optimization method combined with multi-start strategy is capable of finding the final optimal design, whether it is uniform or non-uniform. Besides, the problem of uniform offshore WF design can be seen as a special case of the non-uniform one. Moreover, from the beginning of a WF project, it is typically not known whether uniform designs will outperform in reality, provided that more complex cost models are employed. In this case, it is also a better strategy to treat the problem as a general non-uniform design optimization problem. Hence, it is recommended to consider multiple types of WTs and treat the offshore WF as non-uniform in general at the design/planning stage.

Maintaining diversity of initial solutions is important for meta-heuristics. For the extended RS algorithm with multi-start strategy, it is thus required to strategically select the initial solutions. In context of design optimization of non-uniform WFs, it is always advised to include the initial solutions that are uniform, i.e., designs with single type of turbines.

The proposed optimization method, i.e., the extended RS algorithm, is a powerful method for designing non-uniform offshore WFs. Comparing to the mixed-discrete PSO algorithm, it is capable of
considering unfixed number of turbines and can also found better designs while consuming much less WF evaluations.

The method developed in this study is a useful tool for WF design. It enables the WF developers/designers to further explore the feasible design space for offshore WFs and achieve even lower LCOE, by considering non-uniform design options using multiple types of WTs. Currently, only the turbine related design factors (type, number and location of WTs) are considered in the optimization process. It is envisaged that more complete design optimization involving other important design factors (e.g., hub-height, foundation, electrical system) could also be done by extending the current method and incorporating more realistic and advanced cost models. Our future work will investigate the WF design optimization problem along this direction.
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Appendix

Table A1. Power and thrust parameters of the three types of WTs

<table>
<thead>
<tr>
<th>Wind speed [m/s]</th>
<th>Power [kW]</th>
<th>Thrust [kN]</th>
<th>Ct [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LW2</td>
<td>LW5</td>
<td>LW8</td>
</tr>
<tr>
<td>4.0</td>
<td>28</td>
<td>69</td>
<td>110</td>
</tr>
<tr>
<td>4.5</td>
<td>88</td>
<td>219</td>
<td>350</td>
</tr>
<tr>
<td>5.0</td>
<td>150</td>
<td>375</td>
<td>600</td>
</tr>
<tr>
<td>5.5</td>
<td>213</td>
<td>531</td>
<td>850</td>
</tr>
<tr>
<td>6.0</td>
<td>285</td>
<td>713</td>
<td>1140</td>
</tr>
<tr>
<td>6.5</td>
<td>373</td>
<td>931</td>
<td>1490</td>
</tr>
<tr>
<td>7.0</td>
<td>475</td>
<td>1188</td>
<td>1900</td>
</tr>
<tr>
<td>7.5</td>
<td>593</td>
<td>1481</td>
<td>2370</td>
</tr>
<tr>
<td>8.0</td>
<td>725</td>
<td>1813</td>
<td>2900</td>
</tr>
<tr>
<td>8.5</td>
<td>875</td>
<td>2188</td>
<td>3500</td>
</tr>
<tr>
<td>9.0</td>
<td>1039</td>
<td>2597</td>
<td>4155</td>
</tr>
<tr>
<td>9.5</td>
<td>1218</td>
<td>3044</td>
<td>4870</td>
</tr>
<tr>
<td>10.0</td>
<td>1408</td>
<td>3519</td>
<td>5630</td>
</tr>
<tr>
<td>10.5</td>
<td>1605</td>
<td>4013</td>
<td>6420</td>
</tr>
<tr>
<td>11.0</td>
<td>1788</td>
<td>4469</td>
<td>7150</td>
</tr>
<tr>
<td>11.5</td>
<td>1903</td>
<td>4756</td>
<td>7610</td>
</tr>
<tr>
<td>12.0</td>
<td>1966</td>
<td>4916</td>
<td>7865</td>
</tr>
<tr>
<td>12.5</td>
<td>1985</td>
<td>4963</td>
<td>7940</td>
</tr>
<tr>
<td>13.0</td>
<td>1993</td>
<td>4981</td>
<td>7970</td>
</tr>
<tr>
<td>13.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>14.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>14.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>15.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>15.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>16.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>----</td>
<td>-----</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>16.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>17.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>17.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>18.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>18.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>19.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>19.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>20.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>20.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>21.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>21.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>22.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>22.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>23.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>23.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>24.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>24.5</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
<tr>
<td>25.0</td>
<td>2000</td>
<td>5000</td>
<td>8000</td>
</tr>
</tbody>
</table>

Note: data for LW8 from [41], data for LW2 and LW5 derived from LW8.