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Preface
This PhD thesis has been submitted to the Department of Health Technology at the Technical
University of Denmark in partial ful�llment of the requirements for acquiring the PhD degree.
The research providing the foundation for the thesis has been conducted over a period of three
years from March 15, 2017, to March 14, 2020. It has been carried out at the Department of
Health Technology at the Technical University of Denmark (DTU) under supervision of Professor
Erik Vilain Thomsen and co-supervised by Professor. J�rgen Arendt Jensen, and Professor Niels
Bent Larsen.

The project combines the competences at each of the three research groups through CMUT
development with Erik Vilain Thomsen, 3D printing of ultrasound phantoms with Niels Bent
Larsen, and ultrasound experimentation with J�rgen Arendt Jensen.

Martin Lind Ommen
Kgs. Lyngby, March 2020
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Abstract
Super-resolution ultrasound imaging (SRUS) is a new ultrasound imaging technique which aims to
visualise the smallest branches of the vascular system, namely sub-100 µm arterioles and venules
and 5-9 µm capillaries. The technique breaks the conventional di�raction limited resolution through
super-localisation of micro-bubble contrast agents injected into the vascular system. The method
has been demonstrated to obtain resolutions of only a few tens of micrometres which should
be compared to 500 µm of conventional di�raction limited ultrasound system. The goal of this
project has been to develop tools to improve the SRUS techniques and transfer them from 2D
to 3D imaging through development of capacitive micro-machined ultrasonic transducer (CMUT)
fabrication processes and 3D printed phantom fabrication for improved validation.

A continuous goal in ultrasound transducer fabrication is to create larger transducer arrays for
increased �eld of views (FOVs), combined with larger operating frequencies for increased resolution.
The increased size of arrays means that even the smallest sample contamination might ruin the
few devices available. The fabrication process optimisation presented in the thesis is about fusion
bonding. Fusion bonding conducted directly in hand without a wafer bonder has been shown
to provide a wafer bond of comparable quality to fusion bonding performed in dedicated wafer
bonders. Handbonding allows for forming the bond directly after cleaning the wafers, minimizing
the risk of particle contamination, therefore improving the processing yield.

To properly develop the SRUS techniques, suitable phantom structures need to be made. A
stereolithography (SLA) 3D printing solution for fabrication of ultrasound phantoms is presented in
the thesis. Conventional phantom fabrication methods consist of tubes suspended in water which
can be perfused by micro-bubble-containing liquids. However, these methods are incapable of
providing feature control on the scale required for SRUS, and su�er from limited three-dimensional
feature placement capabilities.

The printed structures are hydrogels, water-containing polymer networks, printed with a voxel
size of 10.8 µm� 10.8 µm� 20 µm. The acoustic and structural properties, as well as potential ways
to manipulate them are presented. The phantoms have an average speed of sound of 1577 m/s and
an average density of 1.045 g/ml. The printed phantoms swell approximately 2.6% post printing,
making compensation of design features necessary when using the phantoms as reference structures.

A new type of phantom was developed based on printed cavities which have been shown to
re
ect sound. By keeping the cavities smaller than the imaging wavelength, they can be used as
stable point targets for repeated imaging. Design optimisation of the scatterers has been con-
ducted in terms of actual printed size and re
ected intensity, modelling di�erent sizes, shapes and
local overexposure schemes. The \Single pixel" scatterers, printed with a single voxel wide local
overexposure around each cavity, yielded the highest re
ected intensity.

Calibration of a 3D SRUS pipeline imaged with a row-column addressed (RCA) probe using
a scatterer phantom containing eight randomly placed scatterers showed high accuracy of the
pipeline. The localisation precision was found to be smaller than 27.6 µm in all directions, which
is less than 1/18th of the imaging wavelength used in the experiment. The high precision allowed
for detection of distortion in the beamforming on a micrometre scale. This would not have been
possible to discover using conventional tube phantom setups.

A series of 
ow phantoms were created to perform well controlled SRUS experiments with
micro-bubbles. A �ducial marker grid layout was presented, which allow for easy alignment of the
ultrasound probe to the phantom features. A 
ow phantom was created to demonstrate super-
localisation of micro-bubbles in 3D using a RCA array. The localisation precision was estimated
using the 
ow phantom, evaluated based on the micro-bubble distributions in the 
ow channel,
with the estimates being in line with the precision estimates based on the scatterer phantom.
Finally, 
ow phantoms for demonstrating true resolution of the SRUS pipelines were developed,
utilizing the 3D fabrication freedom of the 3D printing technique.

The results illustrate the great obtainable achievements with a high resolution 3D printing
phantom fabrication method, but only scratches the surface of the potential solutions that the
phantom printing method provides. The printing method allows for three-dimensional freedom of
design and an unparalleled control of phantom feature placement and feature size control.
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Resum�e (Danish)
Super-resolution ultralydsbilleddannelse (SRUS) er en ny ultralydsteknik hvor m�alet er at afbilde
de mindste forgreninger af det vaskul�re system, herunder sub-100 µm arterioler og venoler samt
5-9 µm kapill�rer. Teknikken bryder den konventionelle di�raktionsbegr�nsede opl�sningsevne
ved super-lokalisering af mikroboble kontrast agenter injiceret i det vaskul�re system. Metoden
har vist opl�sningsevner p�a f�a snesevis af mikrometer, hvilket skal sammenlignes med 500 µm for
konventionelle ultralydssystemer. Projektets m�al har v�ret at udvikle v�rkt�jer til forbedring af
SRUS teknikkerne samt at overf�re dem fra 2D til 3D billeddannelse ved udvikling af kapacitive
mikrofabrikerede ultralydstransducer (CMUT) fabrikationsprocesser samt 3D printede fantomer
for forbedret validering.

Et fortsat m�al i ultralydstransducerfabrikation er at lave st�rre transducerarrays for �get �eld
of view (FOV), kombineret med h�jere operationsfrekvens for �get opl�sningsevne. Den �gede
st�rrelse af arraysne betyder at selv de mindste pr�veforureninger vil kunne �del�gge de f�a enheder
der produceres. Fabrikationsprocesoptimeringen der pr�senteres i afhandlingen omhandler fusion
bonding. Det vises at fusion bonding lavet direkte i h�anden uden en wafer bonder resulterer
i et bond af sammenlignelig kvalitet som havde den v�ret lavet i en dedikeret wafer bonder.
H�andbondning tillader at bondet kan laves direkte efter rens af waferne, hvilket mindsker risikoen
for partikelkontaminering og dermed �ger procesyieldet.

For ordentlig udvikling af SRUS teknikkerne er det n�dvendigt at have egnede fantomstrukturer.
En stereolitogra� 3D printer l�sning til fabrikation af ultralydsfantomer pr�senteres i afhandlingen.
Konventionelle fantom fabrikationsmetoder best�ar af slanger neds�nket i vand, hvori v�sker med
mikrobobler kan skylles igennem. Disse metoder tilbyder imidlertid ikke kontrol over placering af
strukturer p�a et tilstr�kkeligt niveau i forhold til SRUS, og er begr�nsede med hensyn til placering
af strukturer i det tredimensionelle rum.

Printene kaldes hydrogeler og er vandholdige polymernetv�rk, printet med en voxelst�rrelse p�a
10.8 µm � 10.8 µm � 20 µm. De akustiske og strukturelle egenskaber og potentielle metoder de kan
manipuleres pr�senteres. Fantomerne har en gennemsnitlig lydhastighed p�a 1577 m/s og en gen-
nemsnitlig densitet p�a 1.045 g/ml. De printede fantomer kv�ller ca. 2.6% efter printning, hvilket
n�dvendigg�r kompensering af designfeatures n�ar fantomerne skal bruges som referencestrukturer.

En ny type fantom blev udviklet baseret p�a printede kaviteter hvilke re
ekterer lyd. Ved at
holde kaviteterne mindre end billeddannelsesb�lgel�ngden fungerer de som stabile punktkilder der
kan afbildes kontinuerligt. Designoptimering af kaviteterne blev foretaget med henblik p�a den
faktisk printede st�rrelses og den re
ekterede lydintensitets afh�ngighed af kavitetsst�rrelse, form
og det lokale eksponeringsm�nster. \Single pixel" kaviteter, som printes med en enkelt pixel bred
ramme af overeksponering, giver den st�rste re
eksion af kaviteterne.

Kalibrering af en 3D SRUS pipeline foretaget med et fantom best�aende af otte kaviteter, af-
bildet med en row-column addressed (RCA) probe, demonstrerede h�j n�jagtighed af pipelinen.
Lokaliseringspr�cisionen blev estimeret mindre end 27.6 µm i alle retninger, hvilket er mindre end
1/18 af den anvendte billeddannelsesb�lgel�ngde. Den h�je pr�cision muliggjorde detektering af
forvr�ngning i beamformningen, hvilket ville v�re umuligt med konventionelle slangefantomer.

En serie af 
owfantomer blev lavet til gennemf�rsel af velkontrollerede SRUS eksperimenter med
mikrobobler. Et �ducial marker design m�nster pr�senteres som tillader let alignment mellem ul-
tralydsprobe og fantomstrukturer. Et 
owfantom blev lavet til demonstration af superlokalisering
af mikrobobler i 3D ved hj�lp af et RCA array. Lokaliseringspr�cisionen blev estimeret ved brug
af 
owfantomet ud fra mikrobobledistributionen i 
owkanalen, med estimater i overensstemmelse
med de foreg�aende estimater baseret p�a kavitetsfantomet. Slutteligt pr�senteres udviklingen af

owfantomer til demonstration af reel opl�sningsevne af SRUS pipelines der udnytter 3D fabrika-
tionsfriheden af 3D printmetoden.

Resultaterne viser det store potentiale med fabrikation af h�jopl�snings 3D print fantomer,
men ridser kun lige over
aden af alle de potentielle muligheder som fabrikationsmetoden tilby-
der. Printmetoden tillader tredimensionel designfrihed og en kontrol over st�rrelse og placering af
strukturer uden sidestykke.
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CHAPTER1

Thesis content

1.1 Central topic of this thesis
Super-resolution ultrasound imaging (SRUS) has emerged during the last decade, and has been
shown to be able to visualise micro-vascular structures with unprecedented resolution for non-
invasive medical imaging modalities, being able to resolve structures only separated by a few tens
of micrometres. An imaging resolution that high will allow physicians to follow the development of
the vascular network on a microscopic scale, to evaluate the state of vascularisation, or monitor the
vascular response to treatment methods. A number of new challenges follow with the technique
which o�ers increased resolution. So far, most SRUS has been conducted using 2D imaging probes,
i.e. vertical image \sheets", since 3D volume imaging probes are not yet widely available, while
the structures to be imaged are inherently three-dimensional objects. Transducer development
will be tailored towards 3D imaging with higher resolution performance than before, and in doing
so move into unexplored fabrication parameter spaces, likely with speci�c challenges to follow.
Furthermore, the obtained increase in imaging resolution also places new demands for imaging test
phantoms for calibration and validation of the techniques, with currently used phantom fabrication
techniques not providing a feature resolution on par with the imaging technology nor the three
dimensional structure freedom to match the desired transducer imaging capabilities.

1.1.1 Working hypotheses for this Ph.D. project
The underlying goal of this Ph.D. project has been to develop tools to expand and improve the
SRUS techniques in the ultrasound research �eld, in part by transferring them from 2D to 3D
imaging. The development should push the capabilities of the techniques to achieve greater imag-
ing resolutions than had been possible before, and to reveal the intricate three-dimensional details
of the vascular networks. The fundamental understanding has been that this can be attained
through software and hardware improvements and developments, ideally with synergetically im-
proved outcomes. This project has been conducted with two central hypotheses addressing current
shortcomings in imaging hardware and imaging validation.

The �rst is that the development of the SRUS techniques will bene�t from improved transducer
performance, tailored speci�cally towards the SRUS techniques.

The second is that the developed ultrasound techniques should be tested in controlled settings,
for which no ideal test phantoms existed. 3D printing of hydrogel phantoms will allow for unprece-
dented accuracy and precision, which in turn will allow for validation of imaging techniques with
higher accuracy and precision.

3
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The �rst thesis half concerning the development of ultrasound transducers assumes a �rm
understanding of silicon micro-fabrication techniques. This involves knowledge of common micro-
fabrication techniques such as UV-lithography, thin �lm deposition and growth, wet chemical
etching, as well as dry plasma etching.

The second thesis half concerning the development of ultrasound phantoms assumes a solid
understanding of ultrasound imaging, in particular typical validation methods of the imaging tech-
niques, as well as an understanding of 3D printing techniques. The underlying physical principles of
ultrasound is essential to understand and select the important properties for ultrasound phantom
materials, as well as the phantom design techniques.

1.2 Motivation

The living organism is a complex combination of organ-, mechanical- and neural systems, all work-
ing in (more or less) unison in the human being. Central for all of these systems is the dependence
on the vascular system consisting of billions of vessels distributed throughout the body, facilitat-
ing the transport of vital nutrients, hormones and gasses beyond the possible distribution lengths
determined by nutrient di�usion [1]. The diameter of the vessels range from a few centimetres in
the aorta, down to the smallest vessels in the human body, i.e. arterioles and venules with sub-
100 µm dimensions and capillaries of 5-9 µm diameters [2]. The smallest capillaries are on average
approximately 25% smaller in diameter than the red blood cells, the oxygen carrying erythrocytes
shaped as bi-concave discs, forcing them to bend to pass the capillaries. It has been hypothesised
that this enhances the transfer of oxygen to the tissue [3].

Living tissue continuously adapts to changes in external stresses, or internal requirements. As
the tissue adapts, the local nutrient requirements will likely change as well. The fundamental
example is following mitosis of cells, where the increased number of cells will require an increasing
amount of nutrients. This of course happens during normal growth, where the vascular system
develops and expands in unison with the growth of the tissue to match the increased requirements.

The formation of new vessels from pre-existing vessels is called angiogenesis, and is a normal
and vital process. It happens throughout our lives as we grow, but also as the needs of the body
changes for instance at particular stages of life, with pregnancy being an example. The properly
functioning vascular system is crucial for the well-being, living organism, and has conversely also
been shown to be directly linked to certain disease processes in cancer, diabetes, Alzheimer’s and
Parkinson’s disease [4, 5]. Although angiogenesis is a common process in the body, it may indicate
issues in the body, for instance if the proliferation of cells continues uncontrollably, such as seen in
cancer development [6]. But angiogenesis happens regardless of the proliferation being malignant
or benign [7].

The correlation between cancer and vascularisation can be used as a tool in the treatment of
cancer patients. Common cancer treatment plans rely on administration of a medical drug, after
which it is in some cases necessary to wait for multiple months before it is possible to observe
whether the chosen treatment method has had an e�ect. Only at this point is it possible to switch
to a di�erent treatment plan. Unfortunately, the treatments themselves are often straining on
the patients, which combined with the time required for each treatment method limits how many
di�erent methods can be applied. Fundamentally, the reason for the long treatment blocks is that
the rate of tumour size decrease is fairly small, therefore making it di�cult to observe changes.
However, a change in the tumour growth will also in
uence the local capillaries. Thus, if this change
could be detected on the micrometre scale, much quicker intervention might become possible.

Micro-vascular changes in the kidneys are also associated with diabetes, in diabetic kidney
disease (DKD). One in three diabetic patients experience DKD, and there is unfortunately no
cure. Once DKD becomes apparent in the clinic, the renal damage is already quite severe, often
with poor prognosis for the patients and high medical costs [8]. If instead the diagnosis could be
made based on changes to the micro-vasculature, treatments could be administered earlier, likely
improving the prognosis.
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1.2.1 Medical imaging techniques

Many di�erent imaging techniques have been developed for non-invasive visualization of the in-
ternal structures of the body. Some of the commonly known methods are X-ray, x-ray computed
tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET) and
ultrasound. These techniques each have their own bene�ts and intended applications, resulting in
most hospitals requiring equipment for all of these imaging modalities.

X-rays are high energy electromagnetic radiation with wavelengths approximately ranging from
0.01 nm to 10 nm. The radiation attenuation depends on the propagation media, and are for air
and most tissue types quite similar, but signi�cantly larger for bone, lead (Pb) and other metals.
By placing a source between an x-ray source and a plate or digital sensor capable of absorbing the
remaining radiation, shadow images of the object can be formed, showing di�erences in absorption.
The imaging method is very fast and is ideal for imaging the bone structure, or fractures. X-ray
setups are often quite large and therefore typically stationary pieces of equipment. Furthermore,
the high energy photons also ionise atoms in the body, which may over time lead to cancer, which
is why physicians leave the room, to areas shielded form stray radiation when the images are
acquired. X-ray images are necessarily projection images of the object. CT is a modi�cation in
which a series of x-ray line images are taken and processed to form a cross-sectional image instead.
CT images are made in large pieces of equipment, by placing the object in the centre of a tube,
and having the x-ray source and sensor array rotate around the object within the tube wall. This
creates a series of projection images from many di�erent angles, from which the cross-sectional
structure can be reverse engineered. 3D volumes can be constructed of the data by translating
the object through the CT machine, thereby translating the imaged slice through the object. The
method is more sensitive to di�erent types of tissue, and can be used to image internal organs as
well, and not only the bone structure. Since it uses x-rays, it also ionises atoms in the body, and
the equipment is also very large.

MRI utilizes the magnetic spin of protons in the atoms of the body. A large magnetic �eld
is applied to the imaged object, aligning the net spin of the protons in the body. Primarily the
water molecules of the body which are a�ected. A smaller magnetic �eld is applied, oscillating
at the resonance frequency of the spins, thereby making signi�cant perturbations to the spin
orientation. Depending on the tissue type, re-alignment to the main magnetic �eld once the
perturbing magnetic �eld is removed takes a varying amount of time. Thereby, the di�erent tissue
types can be identi�ed, and imaged. MRI also creates cross-sectional image slices. However,
as opposed to CT, the orientation of the plane can be adjusted by application of gradients to
the perturbing magnetic �elds, allowing for full freedom of slice selecting. The slice can also be
translated through the object to create 3D data. Functional imaging can be done in the brain, since
blood oxygenation in the brain is closely linked to neural activity [9], resulting in a higher blood

ow. There is no ionizing radiation making the imaging method safe. However, the equipment is
large, very loud, and data acquisition takes a very long time, requiring the patient to stay still for
extended periods, often upwards of an hour.

PET is a nuclear medicine functional imaging modality, used to observe metabolic processes in
the body. Biologically active molecules bound with radioactive tracers are injected into the patients
blood stream. The active molecule is chosen to highlight the biological function of interest. Once
the radioactive particle decays, it will emit a pair of gamma rays. When these are detected, the
spatial point of decay can be determined, and an image can be formed of the positions of the
radioactive particles. These are located in three dimensions to create 3D volume data. A wide
range of molecules can be chosen to image only selected biological functions. The gamma rays are
however also ionising.

Ultrasound will be discussed in more detail in the next chapter, but in short, it is a non-ionising
imaging method using non-audible high frequency sound waves, which for imaging purposes are
harmless. Images are constructed by measuring the time from sound is transmitted until it is
re
ected from an object and is detected by the ultrasound probe again. Advanced transducer
designs allow for 3D imaging as well. Sound attenuates signi�cantly in tissue, thereby limiting the
depth of imaging. Contrast agents can be used to allow for functional imaging. The ultrasound
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Table 1.1: Comparison of the properties of common medical imaging modalities. � Ultrasound resolution
is greatly improved through the super-resolution ultrasound imaging imaging technique.

X-ray CT MRI PET Ultrasound

Image resolution � 0.5 mm � 0.5 mm � 1 mm � 1 mm � 0.5 mm�

Image orientation Projection
Perpendic-

ular
cross-section

Free
orientation

Perpendic-
ular

cross-section

Vertical
slice

Field of view Large Large Large Large
� 20 cm
deep

Acquisition time Short Medium Long Long Short
2D/3D imaging 2D 2D/3D 2D/3D 3D 2D+3D
Functional imaging No Yes Yes Yes Yes
Ionising radiation Yes Yes No Yes No
Mobile equipment No No No No Yes
Real time imaging No No No No Yes

scanning equipment is in most cases fairly small, often made mobile to allow for bedside scanning
of the patients. As opposed to all of the other imaging methods, ultrasound creates images in real
time, with the potential of hundreds of images per second. A comparison of the imaging modalities
can be seen in Table 1.1.

Returning to the imaging of micro-vasculature, most often the micro-vascular parameters are
investigated on stained biopsy samples using optical microscopy, due to the small size of the vessels.
The reason for this is that high resolution in imaging typically comes at the expense of �eld of
view. High spatial resolution optical methods exist such as two-photon imaging [10] or optical
coherence tomography [11], which have very limited �eld of view (FOV) and penetration depth.
The extraction of tissue samples also introduces the issue that the sample preparation method
might in
uence the structure of the sample. It will often be relevant to investigate the full context
of the a�ected organ, requiring much larger FOVs, using non-invasive imaging methods. Perfusion
imaging versions do exist for the previously mentioned modalities of MRI [12], CT [13], PET
[14], and ultrasound [15], but the resolution of all of these systems are limited to millimetre sized
features, and will not be able to resolve the minute changes of the micro-vasculature.

However, recently a development in the ultrasound �eld has emerged, called super-resolution
ultrasound imaging (SRUS), that aims to break the resolution limit set by the imaging wavelength,
speci�cally to create detailed images of the micro-vasculature. The techniques uses regular \low"
resolution B-mode images such as Figure 1.1(a) of a rat kidney, to create high resolution images of
the vasculature such as Figure 1.1(b). The colours in the latter indicate the direction of the 
ow in
the vessels, as indicated by the colour wheel. The SRUS technique is the cornerstone of the work
conducted during this Ph.D. project and is described in Section 2.2.1.

1.3 Ultrasound as a research �eld

The ultrasound �eld of research is large and active, with more than 2000 attendees at the main
international ultrasound conference, the IEEE international ultrasonics symposium (IUS). The
various activities in the research �eld have been separated into �ve main groups as de�ned by
the IEEE IUS, illustrated in Figure 1.2. The �ve groups are: \Medical ultrasonics"; \Sensors,
NDE & and Industrial application", with NDE being non-destructive evaluation; \Physical Acous-
tics"; \Micro-acoustics SAW, FBAR, MEMS", with SAW being surface acoustic waves, FBAR
being thin-�lm bulk acoustic resonators, and MEMS being micro electro-mechanical systems; and
\Transducers and transducer materials". Each of these main groups span several subtopics, of
which a few are noted in the following. \Medical ultrasonics" contains all the topics which are
related to medical investigations. This spans beamforming algorithms [16], contrast agents and
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(a) Ultrasound B-mode image of rat kidney

(b) Super-resolution image of rat kidney

Figure 1.1: Two rat kidneys imaged with ultrasound. (a) is a regular B-mode image showing the typical
resolution. (b) is a SRUS image. The colours indicate the direction of 
ow in the micro-vasculature,
according to colour wheel in the top right corner.
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development of these [17], cardiac imaging and elasticity [18], photo-acoustics for medical purposes
[19], various 
ow imaging techniques [20] and SRUS. \Sensors, NDE & and Industrial application"
contains topics of non-destructive evaluation [21] and material change monitoring [22]. \Physical
Acoustics"contains the topics concerned with the physical phenomena associated with ultrasound
such as particle separation using ultrasound. \Micro-acoustics SAW, FBAR, MEMS" contains
the various di�erent types of resonator devices, such as SAW, SAW an SAW. \Transducers and
transducer materials" contains all the topics associated with development of transducers and new
transducer schemes, for instance for the 3D imaging row-column addressed scheme [23], mate-
rial development of ultrasound transducer crystals, and development of capacitive micro-machined
ultrasonic transducers (CMUTs). Figure 1.2 illustrates how the ultrasound research �eld encom-
passes many di�erent areas of expertise and research, from material science, to electronics, to
micro-fabrication, as well as medicine.

The activities carried out in this project address di�erent sub-areas. This is illustrated by
the red circles in Figure 1.2, highlighting the nodes in which the activities belong. They are
distributed across the two main groups of \Medical Ultrasonics" and \Transducers & Transducer
Materials", which is why these are presented in more detail in the �gure. This helps to illustrate
how the activities within this project from the general point of view might be considered isolated,
uncorrelated topics. However, under the right circumstances they are a set of individual pieces
which can be �tted together in the greater puzzle of the ultrasound research work
ow, working
towards greater multidisciplinary achievements.

1.3.1 Typical ultrasound research work
ow
Most research �elds are subject to the same overall work
ow switching between development of
new ideas and techniques, and testing and validation. Depending on the results, this might result
in necessary changes to the original concepts, which will then again need testing and validation
before eventually �nishing up with a robust solution. This is no di�erent for medical ultrasound.
A generalised work
ow for ultrasound is illustrated in Figure 1.3, and will be discussed in the
following.

The end goal from a pure research standpoint, marked by the green ellipse, is to develop new
techniques in research labs which can eventually be tested and used in the clinic. It is often also
in the clinic that the conceptual ideas for new imaging techniques are formed, perhaps based on
a speci�c use case, requiring improved imaging performance or new imaging features. However,
before a new imaging concept and/or transducer design can be accepted for clinical use, it will
need to go through the same generalised steps. Many concepts will be partly based in hardware
and partly based in software. The �rst step is to formulate the imaging concept of transducer
design, a). Next up is a general development block, b1) and b2), for respectively the transducer
development and the imaging algorithms. Practical challenges or limitations in fabrication of the
transducers might already at this point make it necessary to adapt the original concept, thereby
also in
uencing the imaging development. The same goes for the imaging development, which
might reveal necessary restrictions or changes to parameters that in
uence the original concept
and therefore the transducer development. Next up is a testing phase. The developed imaging
algorithms can be tested in simulations using simulated data, c), to reveal expected performances.
Following testing in simulations, the imaging concepts can be validated in practical experiments,
d). In the experimental validation phase it is of course important to mimic the intended clinical use
as best as possible, to reveal potential issues before moving to the clinic. Although c) and d) both
are testing phases, a new imaging concept will always need experimental validation before moving
to clinical testing; it is unlikely that one could move directly to the clinic based on simulated
results. At all stages up through the testing phase, the results might lead to adjustments a�ecting
all of the other stages.

The work
ow illustrates the multidisciplinary activities required to make a �nal imaging so-
lution suitable for use in the clinic. At that point, a new set of clinical testing phases will need
to be conducted to comply with regulatory requirements. All of the activities are facilitated in
the multidisciplinary project which this Ph.D. project has been conducted as a part of. The red
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Figure 1.2: Graphical overview of the di�erent topics in the ultrasound research �eld. The main groups
are based on the o�cial separation of the �eld according to the IEEE IUS. The red circles indicate the
activities conducted during this project, highlighting how the activities are separated into isolated branches.
The graphic focuses on the branches of the activities in this Ph.D. project.
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Figure 1.3: Generalised work
ow for the development of a new ultrasound technique for the medical
ultrasound industry.

circles illustrates the blocks which have been worked on directly during this Ph.D. project, namely
development of transducer fabrication methods in b1) and ultrasound phantom development for
experimental validation in d). These activities have been conducted in collaboration with the other
project participants, involved in the other activities of the work
ow.

1.4 Thesis outline

Given the two topics of the Ph.D. project, the main developments presented in this thesis is
separated into two parts: Capacitive micro-machined ultrasonic transducer (CMUT) process opti-
misation and 3D printed phantoms. In addition, two introductory chapters provide a fundamental
broad overview of ultrasound and transducer fabrication. Finally, the thesis is ended by a collec-
tive conclusion of the presented accomplishments, as well as an outlook. A brief description of the
content of each chapter is given in the following.

Chapter 2 - Ultrasound. Firstly, an introduction to the physics of ultrasound is presented,
including some basic understanding of which material parameters provides contrast in an image.
Next, an overview of the SRUS technique is presented as well as the micro
uidic behaviour in
micrometre sized channels. Then, a discussion of some di�erences between 2D and 3D ultrasound
imaging is presented, highlighting some di�ering properties which have been directly used for
phantom fabrication. Finally, the use of ultrasound phantoms is described, both with a general
overview, but also focused on how phantoms have been used in the SRUS �eld, and in the work
presented in this thesis.

Chapter 3 - Transducer fabrication. An overview of transducer functioning and fabrication
is provided, focusing on CMUT devices.

Part I - CMUT process optimisation
Chapter 4 - Hand-bonded CMUTs. The work with fusion bonded CMUT devices is

presented. The results show that it is possible to create fusion bonded CMUTs directly in hand
of similar quality to CMUTs bonding in dedicated wafer bonders, while minimising the risk of
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particle contamination.

Part II - 3D printed phantoms
Chapter 5 - Introduction to 3D printing of phantoms. Firstly, and overview of some of

the 3D printing methods is given, before an in depth description of the stereolithography (SLA)
method which has been utilised is presented. The details of the speci�c printer and liquid resin
which are used is provided.

Chapter 6 - Hydrogel material characterisation. A study of the swelling of the printed
structures is provided to see whether the expansion is isotropic, and whether is depends on the
printing exposure time. Analyses of the density, speed of sound, sound attenuation and acoustic
impedance is also presented.

Chapter 7 - Calibration phantoms for SRUS. A new type of scatterer phantom based
on �xated printed cavities is presented. An analysis of how the scatterer size and ultrasound
scattering intensity varies as di�erent sizes, shapes, and dosing schemes are applied is presented.
The scatterer phantom is then used to determine the accuracy and precision of a 3D SRUS pipeline.

Chapter 8 - Flow phantoms for SRUS. A series of 
ow phantom designs and ultrasound
experiments using them is presented. A �ducial marker design for proper alignment to the phantom
features is presented, and 3D super-localisation of micro-bubbles is demonstrated in a single channel

ow phantoms. Additional phantom designs for demonstration of SRUS in 3D are presented.

Part III - Overall conclusion and outlook3D printed phantoms
Chapter 9 - Conclusion. Conclusion on both parts of the project. An outlook is provided,

on all of the possibilities left for exploring following directly from the presented results presented
in this PhD thesis.
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CHAPTER2

Ultrasound

In this chapter, a fundamental introduction to the physics of ultrasound is given, as well as an
overview of medical ultrasound, with a special focus on an introduction to super-resolution ultra-
sound which is the central topic of this Ph.D. project. The fundamental changes of doing 2D vs 3D
imaging is outlined, with details provided on the speci�c method applied in this thesis. Finally, an
overview of how ultrasound phantoms are used, as well as the challenges which need to be handled
and the approach that has been utilized in this thesis. This chapter is in part based on Paper B,
Paper G and Paper I.

2.1 Basic ultrasound physics
Sound is propagating vibrations of particles through either solid, liquid or gaseous media. Without
sound or any other disturbance, the particles in the medium would be evenly distributed in space.
Sound is periodic disturbances in the average position of the particles. No net particle displacement
is happening, but small oscillations of the particles around their average position result in small
local changes of the particle density, and thereby the pressure. Sound consists of longitudinal waves
meaning the oscillations are happening in the same direction as the travelling wave. When the
frequencies of the oscillations are larger than 20 kHz, which is the auditory limit of humans, the
sound waves are classi�ed as ultrasound. In medical ultrasound, the used frequencies, denoted f ,
typically ranges from 1 MHz to 15 MHz [24], with 3 MHz being a frequently used centre frequency
in the clinic. The acoustic wavelength of an ultrasound wave is given as

� =
c
f

; (2.1)

where c is the velocity of the propagating wave, or speed of sound, and can be expressed as [25]

c =
r

1
� 0�

; (2.2)

with � 0 being the average density of the medium, and � being the adiabatic compressibility of that
medium. In isotropic solids, the speed of sound can be expressed as

c =

s
Y
� 0

; (2.3)

13
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Table 2.1: Acoustic properties of selected media, including several types of human tissue. Data in the
�rst section is from Jensen, 2013 [25]. Salt water speed of sound is from Kleis and Sanchez [26] and the
data is recreated in Section 7.4.

Medium
Density

� , [kg/m 3 ]
Speed of sound

c, [m/s]

Characteristic acoustic
impedance

Z , [kg/(m 2 s)]

Air 1 :2 333 0:4 � 103

Blood 1:06 � 103 1566 1:66 � 106

Bone (1:38 � 1:81) � 103 2070� 5350 (3:75 � 7:38) � 106

Brain 1 :03 � 103 1505� 1612 (1:55 � 1:66) � 106

Fat 0:92 � 103 1446 1:33 � 106

Kidney 1 :04 � 103 1567 1:62 � 106

Lung 0:40 � 103 650 0:26 � 106

Liver 1 :06 � 103 1566 1:66 � 106

Muscle 1:07 � 103 1542� 1626 (1:65 � 1:74) � 106

Spleen 1:06 � 103 1566 1:66 � 106

Distilled water 1 :0 � 103 1480 1:48 � 106

Salt water
(8.95%, 19 °C) 1:07 � 103 1581 1:69 � 106

Salt water
(13.25%, 19 °C) 1:10 � 103 1635 1:80 � 106

Aluminium 2 :70 � 103 6420 17:3 � 106

where Y is Youngs modulus. These expressions show that the speed of sound increases with the
sti�ness of the material, and decreases with density. For anisotropic materials, the speed of sound
will be di�erent along di�erent directions, and can be calculated using the sti�ness tensor. The
speed of sound in selected media can be seen in Table 2.1.

Using Equation (2.1) along with the data in Table 2.1, it can be seen that the wavelength in
distilled water at 3 MHz will be �500 µm, with the speed of sound of most human tissues only
deviating slightly from that value. This is one of the reasons for many ex vivo experiments being
conducted in water.

The speed of sound of a medium is a critical parameter for creating ultrasound images. The
fundamental component in ultrasound imaging is a device capable of both transmitting and re-
ceiving ultrasound signals. Ultrasound transducers are devices which are capable of transducing
an electrical signal into an acoustic signal, and vice versa. Ultrasound images can be created of
objects in the imaged medium, which re
ects sound back to the transducer, through time-of-
ight
evaluation of the ultrasound signal. Knowing the speed of sound in the medium, the distance to
the sound re
ecting object, d, can be calculated based on the time from signal transmission until
it is received again by the transducer as

d =
t c
2

; (2.4)

with t being the time between the signal was transmitted until it was received, c being the speed
of sound of the medium, and the factor of 2 entering since the sound travelled the distance to the
object twice, going back and forth. Thereby, the time of 
ight measured as the electrical signal
can be converted to images of how far objects are from the transducer surface.

Sound only scatters or re
ects when it encounters a medium of di�erent acoustic properties.
The characteristic acoustic impedance, Z , can be expressed as [25]

Z = c �; (2.5)

where c is the speed of sound in the propagation medium and � is the density of the propagation
medium. The unit of acoustic impedance is also called Rayl, with 1 Rayl = 1 kg/(m2 s). Values
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Table 2.2: Attenuation in di�erent types of human tissue. Data is from Jensen, 2013 [25], assembled
from [28].

Tissue
Attenuation

1[dB/(MHz cm)]1

Liver 0 :6 � 0:9
Kidney 0 :8 � 1:0
Spleen 0:5 � 1:0
Fat 1:0 � 2:0
Blood 0:17 � 0:24
Plasma 0:01
Bone 16:0 � 23:0

for densities and acoustic impedances for typical tissues encountered in ultrasound are also shown
in Table 2.1. The di�erences in the characteristic acoustic impedances at an interface between
dissimilar objects results in partial re
ection of sound, making the interfaces between media of dif-
ferent acoustic impedances visible in B-mode images. For normal incidence the intensity re
ection
coe�cient is [27]

R =
�

Z2 � Z1

Z1 + Z2

� 2

; (2.6)

with Z1 being the acoustic impedance of the �rst medium, and Z2 being the acoustic impedance
of the second medium. It can be seen that the listed acoustic impedances are very similar, with
the exception of air, bone, and aluminium. This is the reason why it is practically impossible to
image the lungs or through bone, and why fractures which have been corrected using metal pins
and bolts can be di�cult to image using ultrasound. Practically all of the energy is re
ected back
at these tissue or metal interfaces, resulting in what simply appears as shadows behind them.

The ultrasound intensity is also attenuated when sound propagates through media. Attenuation
is often presented as scaling linearly with frequency, typically being measured in dB/(MHz cm).
A few examples of attenuation in di�erent human tissue is presented in Table 2.2. To compensate
for the attenuation loss, a time-gain-compensation (TGC) is most often applied to the received
electrical signal to apply a varying ampli�cation to the signal depending on how much of the
imaged medium the ultrasound wave has propagated through, with longer propagation requiring
additional ampli�cation. The exact pro�le of the TGC will vary depending on the imaged medium,
as well as the imaging parameters such as ultrasound frequency.

The description of time of 
ight measurements using a single transducer allows to determine
the distance from the re
ecting objects to the transducer surface. However, no unambiguous
description of the sizes and shapes of the objects in the medium can be determined. Today,
most equipment and imaging techniques in use in medical ultrasound are based on 2D ultrasound
imaging. However, the ultrasound probes are assembled as arrays of individual transducers, also
called transducer elements as illustrated in Figure 2.1(a). Current ultrasound probes will consist of
more than 100 elements, making a typical array a few centimetres long (azimuth) and less than a
centimetre wide (elevation). Each element can transmit and receive ultrasound and are electrically
interfaced individually. Thereby, all elements can be used simultaneously. This makes it possible
to acquire full 2D images very quickly, as well as to focus the ultrasound beam by applying a delay
pro�le to the electrical transmit signals across the transducer array along the azimuth direction,
such that the ultrasound �elds from the individual elements interferes constructively at the focus
point, d, in the imaged medium. This is illustrated in Figure 2.1(b). By tilting the delay pro�le,
by not having the pro�le symmetric as it has been illustrated, the ultrasound beam can be steered
along the azimuth direction in the medium, to focus o�-axis.

The received electrical signals undergoes a series of signal processing before being presented
as the conventional B-mode images most often seen on ultrasound scanners. Some of the typical
steps are the beamforming, often a delay-and-sum beamformer, Hilbert transformation of the data,
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(a) Axial view, along the axis of sound propagation (b) Illustration of electronic focusing

Figure 2.1: Sketch of a 1D transducer array. (a) shows the element layout of the 1D array. (b) illus-
trates the application of electronic delay pro�les across the transducer elements along azimuth to a linear
ultrasound array to focus the ultrasound �eld at the distance d from the array surface.
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of which the absolute values are taken. Due to wide dynamic range, the data is often presented
on a logarithmic scale. The �nal images are only a representation of the imaged object. Given
that signal processing and direct generation of the B-mode images have not been the topic of this
Ph.D., no further details of this will be given here. The process is described in [24].

2.2 Medical ultrasound
A few examples of the topics within medical ultrasound was presented in Section 1.3. Overall,
medical ultrasound encapsulates every topic which can be applied for medical purposes, be that
diagnosis or therapy. Ultrasound has been used as a medical diagnostics tool since the 1950s
[29, 30, 31]. Since then, the techniques and applications have expanded drastically. The mentioned
topics of contrast enhanced ultrasound (CEUS), cardiac imaging, photo-acoustics, and 
ow imaging
techniques are only a few of the numerous topics. New techniques are continuously developed, to
illuminate topics which would have previously been impossible to investigate. Resolution has been
a topic of constant interest, pushing probe developers to create ultrasound transducers with higher
operating frequencies. Recently, an alternative approach for improving imaging resolution called
super-resolution ultrasound imaging (SRUS) was developed.

2.2.1 Super-resolution ultrasound imaging (SRUS)
Although this project has not been concerned with development of the super-resolution ultrasound
imaging (SRUS) algorithms, it is still important with a proper fundamental overview of how the
SRUS techniques work, to obtain a better understanding of the requirements for these components.

Obtaining a \superior" resolution in ultrasound imaging is not new, but something that has
been discussed since at least 1979 [32]. During the years the proposed method for obtaining
that increased resolution has changed, but the goal has remained to increase the resolution of
the imaging system beyond that set by the imaging frequency and the classic di�raction limit,
and be able to separate the signals from objects closer than the di�raction limit. The di�raction
limit is fundamentally a wave phenomenon, and the objective of breaking this limit was therefore
not limited to the ultrasound �eld. In 2006, a number of techniques for optical microscope were
presented, namely 
uorescence photoactivated localisation microscopy (FPALM), photoactivated
localisation microscopy (PALM), and stochastic optical reconstruction microscopy (STORM) [33,
34, 35]. The techniques rely on sequential imaging of 
uorescent sources, with photoactivation of
only a subset of the 
uorescent particles in the �eld of view at any given instance. This allowed
for imaging isolated particles, and localising them with extreme precision. The resolution of the
accumulated localisations would end up being in the tens of nanometres.

Only a few years later, the principle of FPALM was transferred to ultrasound as ultrasound
localisation microscopy (ULM) [36], with the 
uorescent particles having been replaced by ultra-
sound contrast agents, and the optical cameras by ultrasound scanning systems, with the result
that micro-bubbles could be super-localised with micrometer precision.

The overall work
ow of typical SRUS algorithms, and the one applied in this work, is illustrated
in Figure 2.2. It can overall be summarised in 6 steps: a) acquisition of a series of ultrasound
images, typically both contrast enhanced images (a1)) with B-mode images interleaved (a2)); b)
data processing, such as noise reduction; c) �ltering of the data; d) motion compensation based
on the acquired B-mode images; e) super-localisation of the micro-bubble positions; f) tracking of
micro-bubbles across images to create 
ow tracks, and eliminate false detections. The steps are
discussed in slightly more detail in the following.

All ULM techniques in the literature rely on the infusion of micro-bubble contrast agents into
the medium, which in the clinical setting is the human vasculature. The approved contrast agent
SonoVue [37] is often used, however, other contrast agents are being used and developed. Common
for these contrast agents are that they remain in the vascular network, meaning indirect imaging
of the vascular networks can be obtained. The contrast agents are typically < 10 µm in diameter
[37], but will appear much larger in regular B-mode images due to the di�raction limit and the
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Figure 2.2: Illustration of the typical SRUS work
ow. A series of ultrasound images, a), containing
contrast agents are processed �rst by noise reduction, b), �ltering based on knowledge of the micro-bubble
ultrasound response, c), motion compensation, d), super-localisation of the individual micro-bubbles, e),
with �nally tracking of the individual micro-bubbles over time to form maps of vascular networks as well
as 
ow velocities, f).
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associated point spread function (PSF) of the scanning system. These contrast agents provide
high contrast when imaged, often in contrast enhancing imaging sequences, such as pulse inversion
(PI) [38] or amplitude modulation (AM) [39], combinations of the two [40], and singular value
decomposition (SVD) [41]. Since the localisation algorithms are limited by the di�raction limited
PSF of the imaging system, the concentration of the contrast agent needs to be low enough that
the individual bubbles can be spatially separated. A series of ultrasound images are acquired of
the micro-bubbles. These individual images are illustrated as stacks in Figure 2.2 as a1) and a2).
Each image will likely need some form of noise reduction, b). Next the images are �ltered based on
the knowledge of the micro-bubble ultrasound response, c), in order to detect the micro-bubbles,
and �nd isolated micro-bubbles while discarding signals from overlapping PSFs stemming from
the micro-bubbles. Contrast agents have been used in ultrasound for a long time in CEUS [15],
and many of the techniques for extracting the micro-bubble signals in CEUS can be used directly.
The acquisition time will vary signi�cantly depending on the speci�c technique used, as well as
the geometry of the imaged structure. Imaging schemes vary from conventional frame rates of a
few 100 of frames per second to ultrafast imaging schemes, which will directly in
uence how much
time is required to obtain a set number of images. At the same time, the diameter of the vessels
being imaged in
uences the 
ow velocity, with smaller vessels experiencing slower velocities, which
will require additional time for the vascular branch to be mapped by a su�cient amount of micro-
bubbles. This results in typical acquisition times of several minutes [42]. During the acquisition,
motion artefacts might be introduced to the images, either due to subject movement or operator
movement. This motion can be compensated by �nding the relative motion from image to image,
perhaps with varying amount of compensation for di�erent parts of the image, d). Once the motion
has been compensated, the micro-bubbles are localised by determining the position of the centroid
of their signal on a much �ner grid than that of the ultrasound scanning system, through �tting of
the known micro-bubble response and interpolation, e). The super-localised positions of the micro-
bubbles can then be accumulated across the acquired images, to create a single super-resolution
image of the micro-bubble positions, or the individual bubbles can be tracked from image to image,
to create velocity maps of the 
ow in the micro-vasculature, f). Through that framework one can
create SRUS images such as the image of a rat kidney seen in Figure 2.3. The brightness in the
image indicates localised bubble counts, with bright yellow indicating many counts, red indicating
fewer counts and black indicating no counts.

The SRUS �eld of research has seen tremendous development, with some notable achievements
being the super-resolved micro-vasculature of a rat brain [42] resolving 9 µm micro-vessels, and
the super-resolved micro-vasculature of a mouse ear [44] resolving 19 µm micro-vessels. Here,

Within the last three years, other techniques have been introduced which aim to separate micro-
bubbles closer than the di�raction limit through deep learning or convolutional neural network
based methods [45, 46, 47]. The implementation of these would relax the requirement for low
concentrations of the contrast agents, which would therefore also signi�cantly decrease acquisition
times.

A few de�nitions are worth discussing. Resolution in any �eld refers to how close two features
can be placed and still be distinguished using the imaging modality. For SRUS the features to
be distinguished will be vessels that are very close to each other. However, as was described, it
is a requirement that the concentration of micro-bubbles is low enough that the signals from the
individual micro-bubble in one frame do not overlap. Thereby, the resolution during imaging is
still di�raction limited; The superior resolution is only achieved once many localisations, acquired
at di�erent points in time, are added together. In the end, you end up with an image containing
localisations which are closer than the di�raction limit. Thus only at the �nal step of the work
ow
is the super-resolution achieved.

The localisation precision is the precision with which one can localise a single scatterer re-
peatedly, and could also be called the measurement uncertainty. This could be a single isolated
micro-bubble in a tube without 
ow, or another somehow �xated sub-wavelength object. Ideally
continued localisation of the �xated scatterer should provide the same exact localisation. How-
ever, noise in the scanning system will in
uence the localised position [48]. The distribution of the



20 CHAPTER 2. ULTRASOUND

Figure 2.3: SRUS image of a rat kidney. The insert shows a magni�ed view of the framed section of
the renal cortex. The white arrows mark three examples of local regions with many bubble localisations.
There are many of these small bright regions distributed across the renal cortex. Image from [43].

localisations will de�ne the localisation precision.
It is important to note that resolution and localisation precision are not the same. This is in

part because super-resolution is inherently an indirect measurement method. Images are created
based on the micro-bubble positions, however, it is not actually the micro-bubble positions which
are of interest; The images are used to infer the structure of the vessels in which the micro-bubbles
are placed. The localisation precision thus is a measure for how precisely the micro-bubbles can
be located, whereas the resolution would be how close two actual vessels can be, and still be
separated by the imaging method. While not the same, the two concepts are inherently linked.
Assuming one has an in�nitely narrow straight channel which micro-bubbles can 
ow through, the
localisation precision will de�ne how wide this channel will appear in the super-resolution image.
The distribution of the localisations will necessarily de�ne how close another in�nitely narrow
straight channel can be placed, before the distributions from each channel starts to overlap, and
they would become indistinguishable. Thereby, the localisation precision will indirectly indicate the
systems resolution. It could be argued that there might be interference of signal when two channels
are actually being placed closely together, which would not be seen in an isolated localisation
distribution. However, given that the typical SRUS schemes require low concentrations of micro-
bubbles, this interference is avoided per de�nition. This is not to say that it is irrelevant to show
and demonstrate the resolution directly, but it is important to understand that the high resolution
is only achieved through averaging over time.

This section is meant as a brief overview of the concepts in SRUS. For additional details, see
the review paper on SRUS published just a few months ago [49].

2.2.2 Theoretical micro
uidics for simple geometries

A large and active �eld within ultrasound research relates to 
ow estimation, and di�erent methods
for doing so. Within the human body, the 
ow of interest is primarily the 
ow in the circulatory
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Figure 2.4: Flow velocity pro�le solution to the Navier-Stokes equation for a circular cross-sectional
channel. This is popularly referred to as \Parabolic 
ow" pro�le.

system. One reason for the many activities and di�erent subtopics of ultrasound 
ow estimation is
that the 
ow in the circulatory system happens on a lot of di�erent length scales, in many di�erent
speci�c geometrical con�gurations, with some medical diseases causing perturbations to the local

ow conditions. Thereby, imaging of the vascular system can visualize disease progression.

One of the main goals of SRUS is to determine the 
ow velocities in the microscopic sections of
the vasculature. It will be bene�cial to have a fundamental understanding of micro
uidics to ex-
plain the 
ow behaviour in properly dimensioned 
ow-channels, both for SRUS in general, but also
for designing and fabricating micro-phantoms for SRUS. Flow is described by the Navier-Stokes
equation, for which analytical solutions exist for very speci�c idealised cases. The analytical so-
lutions to the Navier-Stokes equation for pressure driven 
ow in tubes are called Hagen-Poiseuille

ows and assumes an in�nitely long, translational invariant channel. Even though these are ide-
alised conditions, the solutions provide general insight into the 
ow phenomena.

The no-slip boundary condition is employed when solving the equation, which speci�es that
the 
ow velocity at the boundary of the channel follows the boundary itself. Thus, for a �xated
channel system, 
uid at the channel boundaries will be stationary. The 
uid is driven through
the channel system by imposing a pressure di�erence between the channel ends. For a circular
cross-section channel oriented along the x-axis, the solution to the Navier-Stokes equation for the
velocity component along the channel is [50]

vx (y; z) =
�p
4�L

�
a2 � y2 � z2�

; (2.7)

where �p is the pressure di�erence, � is the 
uid viscosity, L is the channel length, a is the channel
radius, and x and y are the coordinates in the cross-sectional plane. y2 + z2 can be replaced by
r to illustrate the radial symmetry. Figure 2.4 shows the radial solution. The 
ow pro�le is also
known as a \parabolic 
ow" pro�le, showing the largest velocity in the centre of the channel and
zero velocity at the boundaries. The volume 
ow rate, Q, in the circular channel is

Q =
�a 4

8�L
�p =

1
Rhyd

�p; (2.8)

where Rhyd is the hydraulic resistance. This is called the Hagen-Poiseuille law, which is ana-
logues to Ohm’s law, with �p corresponding to voltage, Rhyd corresponding to resistance, and Q
corresponding to current.

Analytical solutions exist for other special cases of channel pro�les, such as ellipses, which is
only a slight modi�cation of the circular cross-section, in�nite parallel plates, equilateral triangular
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Figure 2.5: Side view of a 1D array, showing the length of an individual transducer element. Since it is
only a single element, the excitation pulse is distributed without delay along the length of the element. A
lens is applied on top of the element, consisting of two materials of di�erent speeds of sound. As the sound
propagates through the lens, a delay pro�le is e�ectively applied directly to the acoustic signal, focusing
the sound waves at the distance d.

cross-sections, rectangular cross-sections, and shape perturbations of those shapes [50]. However,
the geometry of small vessels will predominantly be fairly symmetrical, with 
ow pro�le behaviour
somewhat similar to that of the circular cross-section.

2.3 2D imaging versus 3D imaging

In Section 2.1, it was illustrated how the individual elements of a 1D transducer array can be used
to focus the ultrasound waves. However, since the elements are only distributed in one direction,
electronic focusing and steering of the beam can only be done along that direction; it is not possible
to make electronic focusing along the orthogonal direction, which is called the elevation direction,
since there is only a single long element along this direction. This means that by default, the energy
of the ultrasound �eld will be dispersed as a circular wave along the elevation direction. Thereby,
the received signal is e�ectively integrated along the entire elevation direction resulting in it once
again becoming impossible to determine the location of objects in the elevation direction. To avoid
this issue, an acoustic lens is applied on top of the array, and moulded to obtain a convex or
concave surface depending on the acoustic properties of the lens material. This results in practise
to a �xed delay pro�le, which is applied to the acoustic signal instead of the electric signal. This
is illustrated in Figure 2.5. However, this means that the elevation focus of a 2D ultrasound probe
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cannot be modi�ed. It will be focused at a speci�c depth, tailored to the intended use of the
probe. At the focus distance, the elevation width is typically 2 � 5 � [24], which corresponds to
approximately 1 mm � 2:5 mm for a 3 MHz probe. This is a great improvement over simply
dispersing the energy cylindrically, and is suitable for most ultrasound imaging applications. It
should be noted though, that anywhere but at the focusing distance the width of the elevation
plane will be larger. The only way the elevation focus can be moved, is by physical movement of
the transducer.

For SRUS, where the goal is to image the smallest vessels in the human body, i.e. arterioles
and venules with sub-100 µm dimensions and capillaries of 5-9 µm diameters [2], integration of
signal across a region of a few millimetres can be a signi�cant problem. Figure 2.3 of the rat
kidney illustrates this potential problem. The image is generated based on cumulated micro-bubble
localisations. In the renal cortex, the outermost layer of the kidney, a number of high intensity,
bright yellow spots can be seen, of which three have been marked with white arrows. Anatomically,
there should not be larger vessels out there, which could otherwise explain a larger bubble-count.
A probable explanation could be that the vessels in the renal cortex also travels perpendicular
to the imaged plane. Thereby, micro-bubbles can be tracked and added across the width of the
elevation plane, erroneously resulting in spots of higher intensity. Most SRUS development has
been done using 1D transducer arrays for 2D imaging.

A method to achieve a narrower elevation plane, is to apply dynamic focusing along that
direction as well. This could be achieved by modifying a regular 1D array for 2D imaging, illustrated
in Figure 2.6(a) with 32 elements, by separating the elements along the elevation direction as well,
as illustrated in Figure 2.6(b) with 32 � 8 elements. If all individual elements can be activated
individually, delay pro�les can be expanded for 2D arrays, to not only achieve focusing in 3D,
but to acquire 3D data, to reconstruct full 3D B-mode volumes. With the exception of special
use cases where a rectangular transducer footprint would be an advantage, for instance when
imaging through the space between the ribs, 2D transducer footprints are most often quadratic, as
illustrated in Figure 2.6(c), with 32�32 elements. This is both because it will allow for imaging of
a larger volume, but also because the imaging resolution of the probe improves with an increasing
number of elements [51]. Thus, if there is a di�erent number of elements along elevation and
azimuth, the probe will have di�erent resolutions along these two axes, which is typically not ideal.

Such arrays are called fully populated matrix (FPM) arrays, and have been used widely in
research [24, 52, 53], and to a lesser extent in clinical settings. The size of the array is denoted
by the total number of elements in the array, as the product of the number of rows and columns,
N � M , or N � N for a square matrix array. The key argument for using such complex arrays,
is that the human body is in fact a 3D object, and not just 2D slices. Thus, it will be impossible
to apprehend the full complexity by only observing 2D slices. However, the number of required
connections also increase drastically. While a 1D array with N elements would require N electrical
channels, a comparative array, supposedly of the same resolution along both directions would
require N 2 electrical channels. The illustrated example in Figure 2.6 is a matrix probe which has
32 � 32 = 1024 channels. The illustrated matrix size e�ectively corresponds to that of a state of
the art 2D phased array matrix probe by Vermon S.A. (Tours, France), with a footprint of roughly
1�1 cm2 [53]. Such a high number of channels results in a very large cable from the transducer to
the scanner, an equal number of connections on the scanner, and drastically increased complexity
for all components of the ultrasound scanning system, essentially making FPM arrays larger than
the current 32�32 elements as well as scanners suitable for using them at the very least impractical
if not impossible to fabricate and use in practice.

Alternatives such as sparsely populated matrix (SPM) arrays have been demonstrated, were
only a smaller part of the full matrix array channels are used, with the used elements being dis-
tributed across the probe surface [54, 55, 56, 57]. Another alternative is the row-column addressing
scheme, which is the method that has been used for 3D imaging in this thesis.
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(a) 1D array (b) Narrow 2D array

(c) 2D array

Figure 2.6: Illustration of 1D and 2D array designs. The light grey areas are the transducer elements.
(a) is a 1D array for 2D imaging, with 32 elements. To allow for focusing along the elevation direction the
elements would need to be split similarly along the other direction as shown in (b), with 8 � 32 elements.
Most often, arrays are made quadratic as in (c), illustrated with 32 � 32 elements.
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Figure 2.7: Sketch of the row-column addressing scheme on a 32 + 32 row-column addressed array. The
matrix elements are contacted collectively along rows on the top (red), and along columns on the bottom
(blue).

2.3.1 Row-column addressed arrays
The row-column addressing scheme was �rst presented theoretically in 2003 [58]. The concept is by
some research groups referred to as top orthorgonal to bottom electrode (TOBE) [59]. Row-column
addressed (RCA) arrays, are matrix arrays were the matrix elements are electrically connected
along the rows on the top of the elements, and along the columns on the bottom of the elements.
The addressing scheme is illustrated in Figure 2.7. The size of the array is denoted by the sum of
the number of rows and columns, N + M , or N + N for a square array. The �rst experimental
results were presented in 2006, based on a 64 + 64 element RCA probe [60].

By only addressing the rows and the columns respectively, the total number of channels required
for connection reduces to 2N instead of N 2 for the FPM array, a factor of N=2 less. The decrease in
number of channels comes at the expense of increasing complexity in the ultrasound transmission
sequences, reception of the signals and subsequent beamforming of the signal to construct the
imaged 3D volumes. On the other hand, 2D RCA arrays can have signi�cantly larger footprints
than the FPM arrays, while using the same or a smaller amount of channels. For a FPM array
with N �N channels which would have a side length of N when normalised to the element pitch,
the side length of the comparative RCA array would be N 2=2, again normalised to the element
pitch, assuming the same element pitch for both. Thereby, the fraction of the area of the RCA
array to that of the FPM array will be

�
N 2

2

� 2

N 2 =
N 2

4
: (2.9)

By addressing the array by the rows and columns, it e�ectively works as two orthogonal 1D
arrays. The imaging scheme is illustrated in Figure 2.8. One of the 1D arrays are used as a
transmit array, focusing the ultrasound wave in one direction. The other 1D array is used as the
receive array, thereby being able to focus in the orthogonal direction. The transmit and receive
focus combines to focus at a point in the volume, thereby allowing for 3D volumetric imaging.
More details can be found in [61]. Advanced imaging schemes have been developed, making it
possible to obtain real time 3D images and 
ow estimation in 3D, also called vector 
ow [63].

While the receive focus can be changed electronically by imposing delays to the signals obtained
on each element, the transmit focus will be �xed for each emission. Thereby, it is possible to obtain
high resolution along the receive direction, but lower resolution along the transmit direction. The
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Figure 2.8: Row-column imaging scheme. The 2D array is addressed as two orthogonal 1D arrays. One
1D array is used to transmit, focusing along one direction. The other 1D array is used to receive, focusing
along the orthogonal direction. The two array foci in combination results in focusing on a point in the
volume, thereby allowing for 3D imaging. Illustration from [62].

transmit resolution can be increased by creating multiple images with di�erent transmit foci and
summing the results. The transmit direction resolution will then vary depending on the number
of transmit events in the �nal image, making volume rate and resolution a compromise. Thereby,
the resolution in the two lateral directions will not necessarily be the same.

A direct comparison between an RCA probe and a FPM probe both with a channel count of
256, corresponding to N = 128 and N = 16 respectively, was presented in a simulation study in
2013, showing that the detail resolution could be more than doubled when using the same number
of electrical channels [51]. The companion experimental study used a 32 � 32 FPM probe to
compare the FPM performance with the performance of a 32 + 32 probe, by addressing the same
FPM probe as a RCA probe, in other words, keeping the same value of N for both probes [53]. The
experiment showed comparative results between both schemes when imaging a wire phantom and
comparing the full width at half maximum (FWHM) of the imaged wire, and a poorer performance
of the RCA addressing scheme, when determining the cystic resolution at -20 dB. Thus, somewhere
between using a factor of N=2 less channels for a RCA probe, and using the same exact number
of channels, there is a threshold, where the performance of the RCA addressing scheme surpasses
the FPM scheme, while using signi�cantly fewer channels.

This section illustrates how di�erent probes have di�erent bene�ts and limitations. While the
work conducted in this thesis has not focused directly on development of the imaging schemes,
being aware of these limitations is important. In some cases, utilization the apparent imaging
limitations, such as the elevation focus in 2D imaging, can be used as an advantage, for instance
when designing phantoms.

2.4 Ultrasound phantoms
When new techniques or transducer designs have been developed and perhaps shown to work in
simulations, they need to be tested in practice. In medical imaging, the end goal of the techniques
are to image structures in humans. However, before the techniques can be applied on humans in
the clinic, they need to clear a lot of regulatory requirements. Most often, the techniques will be
tested on animals �rst, assuming that the features observable in the animals are representative
of the human counterpart. However, animal testing is also a quite tedious process, being time
consuming, and often expensive as well, without even discussing the general controversy with
using animals as test objects. Therefore, prior to doing animal testing, the methods should be
tested in another controlled setting. This is where phantoms enter.
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Phantoms will vary in complexity, but the �nest purpose of a phantom is to provide a well known
foundation for what to expect from the experiment. That might involve knowledge of the acoustic
properties of the phantom, knowledge of the geometrical layout such as channel dimensions, or
knowledge of the relative positioning of features, depending on the speci�c application. That
foundation will often not be available when doing animal of human testing. As the ultrasound �eld
has been developed over time, so has the requirements for phantoms.

Phantoms for medical ultrasound are made to mimic the properties of the structures to be
recreated. Slight modi�cations in fabrication material will often result in changes to the acoustic
properties. Therefore, Cafarelli et al. have conducted studies of how the speed of sound and
acoustic impedance changes when varying the amount of agarose (AG), polyacrylamide (PAA)
and polydimethylsiloxane (PDMS) in phantom structures[64].

With 
ow estimation currently being an active ultrasound �eld of research, 
ow phantoms are
presently also being developed. Nguyen et al. developed a phantom mimicking the geometry of the
carotid bulb to validate vector 
ow pressure estimation techniques, and compare them against the
intra-vascular pressure catheter which is the clinical reference standard [65]. Yiu and Yu developed
a spiral tube phantom allowing for simultaneous 
ow along all directions for 2D imaging [66]. A
3D equivalent was presented at the IUS 2018 conference, of a \Helical toroid" 
ow phantom,
essentially capable of providing 
ow in most directions along three dimensions. The work on this
has seemingly not been published.

The latest major change in the ultrasound �eld has been the development of the SRUS �eld,
which once again places new requirements on phantoms.

2.4.1 Phantoms for super-resolution ultrasound imaging

With the goal of SRUS being to image the smallest vascular structures in tissue by breaking
the conventional di�raction limit of ultrasound, a phantom for SRUS should ideally replicate the
structure and dimensionality of the smallest vessels, which form three-dimensional networks with
dimensions smaller than 100 µm. Given that the documented resolution of the SRUS algorithms
is a few tens of micrometres, the precision, the accuracy, and the repeatability of the phantom
fabrication method should be at a similar level or better.

The phantom studies that have been published have typically consisted of channels de�ned in
various ways. Viessmann et al. [67] and Christensen-Je�ries et al. [40] employed tube phantoms
of 3 mm and 200 µm diameters, respectively, to validate their SRUS algorithms. Both of these are
signi�cantly larger than the vessels of interest. Desailly et al. presented a phantom study in which
the channel dimensions were reduced to 40� 80 µm2 by utilizing the high resolution of UV lithog-
raphy on PDMS [68]. While the dimensions of the channel in the latter article was approaching
the scale of capillaries, the ability to expand the phantom types to three dimensions are limited in
all cases. Harput et al. [57] used a 2D sparse array to do 3D SRUS on a tube phantom consisting
of two tubes twisted around each other. This method ensures that the separation between the
lumina is de�ned by the tube wall thickness. This provides a test structure which contains 3D
features. However, the twist might deform the tubes and a�ect the lumina. Furthermore, this
does not provide good control of the absolute positioning of the tubes within the imaging �eld of
view. A completely di�erent approach uses the vasculature of chicken embryos, which is optically
visible [69, 70, 71, 72]. In this case, the imaged structure is in fact arterioles, venules and capil-
laries, meaning the scale and complexity is ideal. Since the vascular networks are optically visible
one can obtain high resolution optical images of the vasculature for comparison with the vascu-
lar maps based on the ultrasound data. However, it is impossible to obtain a three-dimensional
representation of the vascular network using commonly available optical microscopes. This is not
a limitation of the chicken embryo model itself, since this will feature complex three-dimensional
structures. However, the characterisation of those networks is very complex, and not possible to
do using regular optical microscopes. Optical mapping of the structures could be performed with
other more complex methods such as optical coherence tomography [11, 73], but this has not been
utilized so far in the literature.
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All of the above mentioned methods are channel based, and thereby meant to provide an outer
limit for the positions of the micro-bubbles which are tracked. But that leaves the inherent problem
that it is not possible to control the position of the micro-bubbles within the tubes or vessels, and
therefore, the source of the signal will not be precisely known. On top of that, it might be di�cult
to control the actual position of the tubes of a phantom, to obtain a straight tube segment with
precisely known positions all along the length of the tube for instance.

2.4.2 3D printing a new type of ultrasound phantom
3D printing of phantoms is a promising new approach, which is not subject to the mentioned
limitations. It provides complete three-dimensional 
exibility in fabrication and can replicate
features in the sub-100 µm range as demonstrated by Jacquet et al., who recently demonstrated
3D printed phantoms for ultrasound [74], supposedly not with SRUS in mind. The phantoms
contained highly scattering solid features as small as 30 � 50 µm2 in cross section, demonstrating
the exciting potential for point spread function evaluation provided by the method, as well as other
possibilities for phantom features and uses.

We have been working with a di�erent type of 3D printing, namely SLA. The method is used
to print hydrogels, a soft material with acoustic properties similar to tissue. The printer system
had in an unrelated research project previously been shown to allow printing of channel systems
with cross-sections as small as 100 � 100 µm2 [75]. The printer system and the SLA technique is
described in detail in Section 5.1 and Section 5.2.

Flow phantoms for micro-bubble tracking have been made in this project, utilizing the capability
of a 3D printing solution to print channel systems in three dimensions. Although not a 3D imaging
representation, Figure 2.9 shows a cross-sectional view of a phantom and a SRUS image of micro-
bubble localisations in the same phantom. The phantom contains a single channel which returns
back on top of itself, allowing for detection of micro-bubble 
ow in both directions in a single
phantom. The 3D printing solution will in principle allow for arbitrarily complex 3D structures
or channel networks to be made, only limited by the actual obtainable feature sizes. It would not
be possible to create even the 2D channel example illustrated here with the previously mentioned
phantom types, simply because of the lack of dimensional freedom. However, in this case the
cross-sectional side length of of the channel is 200 µm, similar to some of the previous phantom
examples, meaning it is still too large to be used as a perfect replication of capillaries. On top of
this, it of course su�ers from the same limitation of indirect measurements of the vessel structure,
and inability to control the exact position of the micro-bubbles within the tubes.

A fundamentally di�erent type of phantom has also been developed in this project. Instead
of aiming to replicate the channel systems, the goal was to directly create the scattering source,
somewhat similarly to the solid encapsulation presented by Jacquet el al. [74]. If the scattering
source can be printed smaller than the imaging wavelength, it will appear as a point target, similarly
to the micro-bubbles used in SRUS, although it might not be possible to obtain the same size of
the scatterers as that of the micro-bubbles.

In this work, the scatterers are not made by solid encapsulation, but primarily by printing
small cavities as illustrated in Figure 2.10. In Figure 2.10(a) the yellow region is the region to
be printed, and the black region is the cavity region. The small yellow squares represent the
individual voxels in the print. The sketch is scaled similarly to the optical microscope image in
Figure 2.10(b), where the voxel grid is optically visible in the printed structure. The voxel size
of the printer system is (x,y,z) = (10:8, 10:8, 20:0) µm, de�ning the grid on which the printed
features are placed, and therefore also the fundamental limit of the printer accuracy and precision.
The scatterers are both in the illustration and in the optical image designed to be 12 voxels wide,
and can be placed precisely on the voxel grid using the printer system, for complete control of
where the scatterers are placed. Figure 2.10(c) shows a B-mode image of a phantom containing a
row of scatterers, with the white arrows marking the visible scatterers. These structures will be
stable in time, enabling repeated imaging, in direct contrast to small channels and micro-bubbles.

The di�erent types of phantoms made by 3D printing and the results obtainable with them are
described in Part II of the thesis.
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(a) Cross-section of 3D model of channel phantom
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(b) 2D SRUS image of channel phantom

Figure 2.9: A channel phantom bending back on top of itself, to detect micro-bubble 
ow simultaneously
in to opposite directions. (a) shows a cross-section of the phantom model in Autodesk Inventor. The
large circle is an inlet channel perpendicular to the cross-plane, and the red regions show the 
ow channel.
(b) shows an SRUS image obtained using the phantom. The colours indicate the micro-bubble counts.
Channel side length was 200µm, and the vertical separation is 108 µm.
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(a) Sketch of a cavity scatterer (b) Optical image of a cavity scatterer

(c) Ultrasound image of a row of cavity scatterers. Image is a slight modifica-
tion from Paper B.

Figure 2.10: The cavity scatterer concept. (a) is a sketch of the cavity, with black indicting an unexposed
region, and yellow indicating printed hydrogel. The small squares frame the voxels, and are matched in
size to (b), a microscope image of a an actual printed scatterer placed at the top of a print. (c) is an
ultrasound image of a row of cavities, which have been marked by white arrows.



CHAPTER3

Ultrasound transducers

In this chapter, an introduction to ultrasound transducers is given. Conventional transducers are
brie
y outlined, before a slightly more detailed description of capacitive micro-machined ultrasonic
transducers (CMUTs) is given, which have been used in this project, both in terms of how they
work, and how they are typically fabricated.

3.1 Conventional ultrasound transducers

A transducer is a device which facilitates the conversion of energy from one form to another.
For ultrasound transducers, energy is taken from the electrical domain, in the form of electrical
signals, which are transformed to the mechanical domain, in which deformations of material can
periodically compress the surrounding air, forming sound waves. In many cases, the transduction
will work in both directions, i.e. both from the electrical to the mechanical domain, and from the
mechanical to the electrical domain, allowing the device to function both as a transmitter and a
receiver, in which case the device is called a transceiver.

Multiple di�erent types of transducers have been made for ultrasound equipment. Common for
the devices in medical ultrasound imaging is that the arrays are built as demonstrated in Figure 3.1
which is a zoomed in version of the array sketch from Section 2.1 in Figure 2.1 with some additional
descriptive details showing the transducer element pitch, element width, and kerf separating the
elements.

Most ultrasound transducers since the start of the �eld in 1950 have been based on piezoelec-
tric ceramic (PZT). Strictly speaking, PZT refers to lead zirconate titanate, which is the most
commonly used material. However, many other piezoelectric materials have been used and are still
actively being developed, with fundamentally the same overall function, namely piezoelectricity.
Therefore, they will in the following all be referred to as PZT.

Piezoelectric materials are materials which experience a change in potential across the material
when a stress is applied to it, and conversely also experience mechanical deformation when a
potential is applied across the material. Speci�cally, the material will contract and expand as the
potential across it is changed. This is exactly the transceiving principle utilized for ultrasound
probes. A slap of PZT is covered by one electrode on the front and another on the back of the
material. When an oscillating potential is applied across the two electrodes, the material will start
expanding and contracting as a response to the potential, thereby compressing the surrounding air,
and generating sound waves. Oscillation frequencies in megahertz range will make it suitable for
medical ultrasound. When ultrasound waves impinges on the piezoelectric material, it will deform

31
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Figure 3.1: Zoom of 1D array sketch in Figure 2.1(a), in which the dark grey region marks the outline
of the array, and the light grey rectangles are the transducer elements. The common geometrical terms
element pitch, element width and kerf have been marked.

in response to the ultrasound waves, resulting in electric potential changes which can be measured
and converted to ultrasound images.

The dimensions of the PZT crystal de�nes the resonance frequency of the transducer according
to

f c =
ccrytsal

2 tcrystal
; (3.1)

with ccrytsal being the speed of sound in the used PZT crystal, and tcrytsal being the thickness of
the crystal. Thus, for increasing frequencies, a decreasing crystal thickness is required. For 15 MHz
probes, the required thickness of a lead zirconate titanate is approximately 100 µm. It becomes
increasingly more di�cult to achieve su�cient uniformity for thinner layers of PZTs, which is one
of the apparent limitations of PZTs.

The elements of PZTs are de�ned by sawing out the PZT, thereby allowing for individual
electrical contacting of the sub-crystals. Typical saw blades are between 15 µm and 40 µm wide,
and directly de�ne the width of the kerf. It has been shown that imaging improvements can be
gained by designing the element pitch as a half wavelength, �= 2 [76, 77]. Thereby, the width of
the elements also scale with the imaging frequency. For a frequency of 15 MHz, the element pitch
would need to be approximately 100 µm, of which the kerf would remove 15-40%. This percentage
will of course increase for increasing frequencies as the size of the kerf does not change, while the
pitch does. This also decreases the emitted pressure, since the transducer elements decrease in
size.

However, there are alternatives to PZT transducers, which do not in the same way su�er from
these fabrication limitations, with the one used in this work being CMUTs.

3.2 Capacitive micro-machined ultrasonic transducers (CMUTs)
Capacitive micro-machined ultrasonic transducers (CMUTs) were invented in the early 1990s and
�rst presented in 1994 by Haller and Khuri-Yakub [78]. The fundamental transducing unit is called
a cell, and is a drum-like structure, illustrated in Figure 3.2. It consists of a rigid substrate on
which the CMUT cavity is de�ned, often in another support material, on top of which is a thin
plate facilitating the transduction by being set into vibration.

CMUTs are typically fabricated using the well established silicon micro-fabrication techniques
such as UV-lithography which easily allows for lateral de�nition of features down to 1 µm, and
thin �lm growth or deposition for height control of layers with nanometre precision, both of which
are signi�cant improvements on the techniques used when fabricating PZT transducers.

Over the years, many di�erent fabrication methods have been used to fabricate CMUTs with
many di�erent speci�c purposes, for instance sensing, microphones, and medical imaging. Recently,
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Substrate Support Plate

Figure 3.2: Illustration of the cross-section of the fundamental unit of a CMUT transducer array called
a cell, the CMUT. It consists of a rigid substrate, a support structure de�ning the cavity, and a plate on
top.

Butter
y Network, Inc. (Guilford, CT, USA) brought a CMUT array transducer to market called
Butter
y iQ, which is both Food and Drug Administration (FDA) approved and CE marked. It
is a 2D array, designed to be connected to a phone or tablet for imaging directly on that mobile
device. It is inexpensive, and designed with versatility and ease of use as the main selling points.
Due to the CMUT technology, it can be used and addressed in many di�erent common transducer
schemes to emulate linear arrays, curved arrays, and phased arrays. It is however limited in its
image quality capabilities, still leaving room for conventional ultrasound imaging systems.

3.2.1 Basic CMUT physics
CMUTs are fundamentally plate capacitors. Referring back to Figure 3.2, the plate is used as one
electrode and the substrate as the other, either directly if the plate and substrate are electrically
conductive, or indirectly by deposition of metal electrodes on top of them. The capacitance of a
parallel plate capacitor is

C =
� 0 � r A

l
; (3.2)

where � 0 is the vacuum permittivity, � r is the relative permittivity of the material in between the
plates, A is the area of the plates, and l is the distance between the plates. An array of CMUT
cells is not just a simple parallel plate capacitor for a number of reasons though. First of all,
part of the region between the plates is a rigid structure, the support, and part is vacuum or air.
Thereby, the dielectric properties are not constant in the region between the plates. Second, as a
potential is applied to the two electrodes of the CMUT, the accumulating charges on the plates
will attract each other. Since part of the space between them are simply a gap, they plate, being
much thinner than the substrate, will be pulled down towards the substrate. Thus the distance
between the plates is not constant a constant, and will also in
uence the capacitance.

Most often, the CMUTs are shaped as circles. Solving the plate equation, it can be shown that
the plate de
ection of an isotropic circular plate is

w(r ) = w0

�
1�

� r
a

� 2
� 2

; (3.3)

where w(r ) is the plate de
ection depending on the radial position from the centre of the cavity,
a is the cell radius, and w0 is the maximum de
ection at the centre given by

w0 =
p a4

64D
; (3.4)

where p is the load applied to the top plate, and D is the 
exural rigidity of a plate given as

D =
E h3

12 (1� � 2)
; (3.5)

where E is Young’s modulus of the plate material, h is the thickness of the plate, and � is Poisson’s
ratio of the plate material. This expression for the plate de
ection can be used as input to the
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expression for the capacitance in Equation (3.2), with the separation l being replaced by g�w(r ),
were g is the distance between the plates at rest.

For isotropic materials, the equations above explain the behaviour very well. However, it has
been shown that for an-isotropic materials, such as silicon (Si) which is a commonly used plate
material, an error of up to 10% will be obtained when using the equations for isotropic plates,
compared to �nite element modeling [79]. Other corrections will need to be applied if using plate
materials with built in stress. For a plate with a tensile stress, the centre de
ection can be shown
to be [80]

w0 =
p a
2
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4 N t
; (3.6)

where C is a constant based on the solution to the plate equation, D is the 
exural rigidity of the
plate, In is the modi�ed Bessel function of �rst kind, and N t = � h is the stress resultant, where �
is the planar biaxial stress in the plate. It should be noted that the load applied to the top plate
is potentially a combination of both a pressure di�erence across the plate, and the attracting force
between charges in the case of an applied potential.

The frequency of a CMUT is again de�ned by the cell geometry. For an isotropic circular plate,
the eigenfrequency can be shown to be [81]

! 0 �

s
80
9

E
� (1� � 2)

h
a2 (3.7)

where � is the density. It can be seen that everything except h and a are material constants.
The eigenfrequency can thus be tuned by modifying the plate thickness and the cell radius. For
CMUTs using a Si plate of � 3 µm, the radius will be � 25 µm to be in the range for medical
ultrasound, easily within the capabilities of UV-lithography. Note that the lateral dimensions of
the CMUT cells are smaller than a common element pitch, on the order of a few hundreds of
micrometres, as well as the element length which is on the order of millimetres. To obtain the
rectangular layout de�ned for the transducer arrays, multiple CMUT cells are placed next to each
other, and connected in parallel, to operate in unison as a single large element.

The ultrasound transduction principle of CMUTs is illustrated in Figure 3.3. The CMUT is
biased with a DC voltage, pulling the plate down to the operating position, as this increases the
e�ciency [82]. When an AC potential is applied on the electrodes on top of the DC bias, the
plate start oscillating around the operating position, illustrated in Figure 3.3(a). The plate will
move up and down in tune with the AC potential, compressing the air, creating sound waves.
When in turn a sound wave impinges on the plate, the pressure wave will move the plate, changing
the capacitance of the CMUT, which can be measured as a potential shift across the electrodes,
illustrated in Figure 3.3(b).

UV-lithography is also used to de�ne the kerf between elements, once again allowing for de-
signing the kerf to be only a few micrometres wide. This illustrates how CMUTs are a promising
candidate for ultrasound transducer fabrication going into the future, as the fabrication issues
which are to be expected for PZT transducers are not an issue with CMUTs.

This has only been a brief overview of the CMUT physics, jumping directly to the relevant
results necessary in this thesis. Although Part I is directly concerned with CMUTs and CMUT
fabrication, the focus in this work has directly been on fabrication process optimisation, for which
the above description is su�cient. For more details, see [81].

3.2.2 Conventional CMUT fabrication methods
So far, the CMUT has only been described conceptually, consisting of a cavity on top of which a
plate is suspended. However, this can be fabricated in a number of di�erent ways. In the following,
the most common methods, which are sketched in Figure 3.4, will be described.
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(a) CMUT transmitter (b) CMUT receiver

Figure 3.3: Illustrations of the transcieving capabilities of CMUTs. A DC bias is applied, pulling down
the plate. (a) illustrates how an alternating potential applied on top makes the plate vibrate according
to the signal, emitting sound waves. (b) illustrates that an incoming sound signal will make the plate
oscillate, which can be read out electrically on a scanner system to be processed into ultrasound images.

(a) Sacrificial release (b) Adhesive bonding

(c) Anodic bonding (d) Fusion bonding

Figure 3.4: Sketches of the cavity structures in the most common CMUT fabrication methods. (a) is one
of the main groups of fabrication methods, sacri�cial release, in which the cavity is de�ned by a buried
material, often poly-silicon, which is etched away late in the process. The other main group is wafer
bonding, in which the CMUT plate is bonded on top of a pre-fabricated cavity. (b) adhesive bonding, (c)
anodic bonding, and (d) fusion bonding, are all di�erent wafer bonding methods. Sketches are not to scale
since cavities typically have very high aspect ratios, being a few 100 nm tall, and � 100 µm wide.
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The CMUT fabrication methods can be split into two main groups: Sacri�cial release and wafer
bonding. The main di�erence of the two groups is the way in which the cavity is de�ned.

Sacri�cial release

An example of a sacri�cial release CMUT structure is illustrated by the cross-section seen in
Figure 3.4(a). The shown structure could be fabricated bottom up, starting with a Si wafer which
serves as the bottom electrode of the CMUT. On top of that a silicon nitride (Si3N4) layer is
deposited for insulation of the bottom electrode. Next, a layer of a sacri�cial material is deposited,
which is often either poly-silicon or chromium (Cr). This layer will eventually de�ne the cavities,
and the thickness should therefore match the desired cavity height. After deposition, it should be
patterned into the desired shape and layout of the CMUT cells. Then, a conformal deposition of
additional Si3N4 is made to bury the sacri�cial layer in the structure. This part of the layer on top
of the sacri�cial metal structure will form the bottom of the CMUT plate, which serves as isolation
of the top electrode. Of top of that, another metal, perhaps gold (Au), is deposited and patterned,
forming the top electrode of the CMUT. This might be covered by another conformal Si3N4 layer
to de�ne the �nal plate thickness, which will then be a stack of Si3N4-Au-Si3N4, resulting in the
structure illustrated in Figure 3.4(a). In the illustration, vertical channels have been dry etched
on both sides of the cavity, to access the sacri�cial metal layer. This can then be removed by
wet etching, releasing the plate and forming the cavity. Variations of the process illustrated here
have been demonstrated in a lot of publications [83, 84, 85, 86], including the very �rst CMUT
publication by Haller and Khuri-Yakub [78]. Many variations of di�erent complexity have been
developed, in which spaces for the di�erent metal layers are etched out in the Si3N4 [87]. This
allows for more robust fabrication, and a reduced parasitic capacitance, which is a term for the
undesired capacitances present in CMUT structures.

Wafer bonding

The wafer bonded CMUT structures are in general made by de�ning the cavities as recesses in one
wafer, and sealing them o� by bonding another wafer on top of the recesses. This is the method
that has been applied during this Ph.D. project. There are many di�erent ways in which the bonds
can be formed. The three methods, adhesive bonding, anodic bonding, and fusion bonding, that
have been applied during this Ph.D. project are described brie
y in the following, of which the
work on adhesive bonding and fusion bonding is included in the thesis.

An example of an adhesive bonding CMUT structure is illustrated by the cross-section seen
in Figure 3.4(b). There are multiple variations of adhesive bonding, but the �gure illustrates the
general concept. First, a substrate, either conductive itself [88], or alternatively isolating with
a metal bottom electrode de�ned on top (illustrated) [89], is coated with an adhesive material.
The CMUT cavity is de�ned directly in the adhesive material. Next, a plate is bonded on top.
The bonding is �nalised by thermal treatment of the wafer stack, to cure the adhesive material,
ensuring a high bond strength between the layers in the stack. The top plate is likely transferred on
a handle wafer, which will need to be removed by etching, before the top elements can be de�ned
by patterning and etching. The plate material should either be conductive enough to form the top
electrode itself, or another metal layer should be added on top (illustrated) [89, 90]. Finally, access
to the bottom electrodes can then be made. Often, an additional layer is added to the stack prior to
bonding for insulation of the electrodes, to avoid short-circuiting the device in the case the plate is
pulled down to the substrate during operation. If the plate material is isolating, no additional layer
is needed. SU-8 or benzocyclobutene (BCB) are commonly used adhesives[90, 91, 92], with BCB
having been used during this Ph.D. project. The choice of top plate material might put additional
requirements on the adhesive material. If the top plate is conducting, the adhesive will be required
to isolate the two electrodes from each other. According to the manufacturer, the breakdown �eld
in BCB should be 0.53 V/nm. Alternatively, isolating plate materials, such as Si3N4 can be used
[93, 89], in which case the plate itself will also contribute to the electrode isolation. An argument
for using an isolating substrate is that it will decrease the electric cross-talk between elements,
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which is an unwanted e�ect of coupling of electrical signals down through the substrate wafer [94].
The adhesive wafer bonding method is very forgiving towards particle contamination and surface
roughness, resulting in a robust bonding mechanism. Furthermore, the fabrication process is fairly
simple and short, meaning it could be a good solution for rapid prototyping. The temperatures
used in this process are lower than 300 °C, making the process CMOS compatible [93], allowing for
integration of the CMUTs directly on application-speci�c integrated circuits (ASICs) for on-chip
signal processing [95, 96]. The focus of the work with adhesive bonding during this Ph.D. project
has been to improve the dielectric properties of the BCB through curing schemes. The breakdown
�eld of BCB stated by the manufacturer seemed promising, and would be su�cient for the designs of
interest. However, our testing showed very poor performance with typical breakdown �elds as low
as 0.08 V/nm [82]. The thermal curing process of the BCB layers was optimized through fractional
factorial experimental designs, resulting in systematic improvements. Even so, the improvements
where too small to be viable. The solution chosen was to utilize an isolating plate material, which
would be able to carry the applied potentials. This was presented in Paper A. The activities in
adhesive bonding has since been stopped, and will not be discussed in further details in this thesis.

An example of an anodic bonding CMUT structure is illustrated by the cross-section seen in
Figure 3.4(c). Once again, this is quite a simple process, which is also based on an insulating
substrate, which would remove the e�ect of electric cross-talk through the substrate wafer. In this
case, the substrate wafer is a borosilicate glass wafer, which contains around 81% silicon dioxide
(SiO2), 13% B2O3, 4% Na2O/K2O, and 2% Al2O3 [97]. The cavities are etched directly into the
glass wafer, and metal contacts are deposited and de�ned inside the etched recesses. At elevated
temperatures (often less than 400 °C), the ions in the glass become mobile, and will redistribute in
the glass when a potential is applied across a wafer stack of a borosilicate wafer and a silicon wafer.
Positive Na+ ions are depleted from the region near the bonding interface, polarising the glass,
and creating a large electric �eld right at the interface which e�ectively pulls the wafers together.
The required potential for a strong bond depends on the exact structures and layers in the wafer
stack. Often, a voltage ramp, starting around 300 V and incrementally increasing in a few steps
to upwards of 800 V is used. Subsequently, the top handle wafer can be removed by etching, the
top elements can be de�ned, and access to the bottom electrodes can be made. Anodic bonding
has been demonstrated with wafers having a surface roughness up to 50 nm [98]. The �nal anodic
bond is so strong that the substrates will break before the bond fails [99]. The temperatures used
for this process are again low enough that they are CMOS compatible. For this structure, the
glass substrate is the insulator between the top and bottom electrodes. Typical breakdown �elds
in the glass are 0.92 V/nm. CMUT fabrication based on the anodic bonding process was initiated
during this project, but has since been continued by other Ph.D. and master students working in
the group. Therefore, it will not be discussed further in this thesis.

An example of an fusion bonding CMUT structure is illustrated by the cross-section seen in
Figure 3.4(d). For fusion bonding, a substrate Si wafer is �rst oxidised. The oxide is used to
de�ne the cavities, either by etching parts of the oxide away directly, in which case a subsequent
oxidation is typically carried out to form an oxide in the bottom of the cavity to isolate the
electrodes (illustrated), or by local oxidation of silicon (LOCOS) [100]. The breakdown �eld in the
SiO2 available has been measured to be � 0:74 V/nm. The substrate wafer and the to-be-bonded
silicon on insulator (SOI) wafer [100] or Si3N4 wafer [101] are then cleaned before being placed
in contact, at which point a relatively week pre-bond is formed between the wafers. The bond
strength is then increased by annealing at 1100 °C. Next, the handle layer of the SOI wafer is
removed, releasing the plate. Then the top electrodes can be de�ned, and access to the bottom
electrodes can be made. While the process appears very brief, some of the variants of cavity
de�nitions require several thermal processes [100, 101], making fusion bonding a time consuming
process in comparison to the other wafer bonding techniques. It is also very sensitive to particles
in comparison to the others, and requires a surface roughness of less than 1 nm [102]. The fusion
bonding method is also prone to the substrate coupling issue. However, the structure is also
typically very stable in operation over time, with little to no charging e�ects [82]. A variant of
fusion bonding, carried out without the use of any equipment has been investigated during this
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Table 3.1: Comparison of the properties of common wafer bonding techniques. Adapted from [82].

BCB Anodic Fusion

Breakdown voltage 0.53 V/nm � 0.92 V/nm y 0.74 V/nm

Particle sensitivity Low Low High

Surface roughness
tolerance

High Medium Low

Highest processing
temperature

� 250 °C � 350 °C � 1100 °C

Fabrication time Days Days Weeks
Successful practical
experience

Limited Ongoing Yes
� according to manufacturer
y from [103]

project, and is presented in Chapter 4, in which the fusion bonding process is also described in
more detail.

A summarising comparison between the techniques can be seen in Table 3.1, adapted from [82].
Consulting the table, it might be surprising that the fusion bonding method is the one applied
and presented in this thesis. While fusion bonding might appear to be lacking in most of the
presented properties, the major bene�t is the accumulated knowledge of this process during the
previous years within the research group and the known and documented good properties of the
resulting structures. This is illustrated by the last row. The properties of the other processes are
of a more hypothetical nature, particularly at the time of the CMUT fabrication activities in this
PhD project, based on material properties but not practical CMUT results. The ongoing activities
within the group have since provided promising results for the anodic bonding method, due to
continued process improvement.
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CMUT process optimisation
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CHAPTER4

Hand-bonded CMUTs

This chapter presents the work conducted on hand-bonded CMUTs, which is bonding of two wafers
without the use of a dedicated wafer bonder. An analysis is given of what to expect of the gas content
in the resulting devices. The chapter is in part based on Paper C, presented work at MUT 2018
and MNE 2018 - Poster 2, and the unpublished manuscript Paper K.

4.1 Motivation
As described in Section 3.2.2, many di�erent capacitive micro-machined ultrasonic transducer
(CMUT) fabrication schemes are used in the research �eld, with wafer bonding being the one
applied in this work. Fusion bonding has been the work horse for almost a decade now in the
MEMS-AppliedSensors group, but during the last few years, a considerable amount of work has
been put into experiments involving the alternative bonding techniques adhesive bonding and
anodic bonding. Over the years, the group has acquired many pieces of equipment, a signi�cant
example being the Cascade 12K Summit semi-automatic wafer prober [104]. The combination of
these pieces of equipment means that it becomes possible to analyse a greater number of fabricated
devices, allowing for broader analyses of parameters and assessment of wafer level variation of those
parameters, instead of single array, even single element, evaluation, which tends more towards
proof-of-concept demonstrations.

The other side of the coin is the necessity to be able to deliver a suitable volume of CMUT
arrays. In combination with the desire stated in Section 2.3.1 for the fabricated RCA arrays to
become larger for increased ultrasound resolution, the projected RCA array designs would reach a
size where only a single array would �t on a 4" Si wafer. As arrays become larger, the fabrication
process becomes increasingly more sensitive to particle contamination simply due to the array
footprint. One way to mitigate that issue is process on larger Si wafers. Combined with the
tendency for SOI wafer manufacturers to shut down production of 4" SOI wafer production due to
the majority of their industry clients only using larger wafers, meant that a transfer of our wafer
bonding process to suit a 6" production line will be necessary. However, currently 4" Si wafers are
the largest wafer size the majority of cleanroom equipment available to us today will allow. With
adjustments to the processes, most fabrication steps could be transferred to a 6" Si wafer process,
with the unfortunate, critical exception of the wafer bonder.

The solution we pursued was to bond directly in hand, without the use of any wafer bonder,
referred to as ‘Hand-bonded’ in the following. This also means that these results do not only provide
a solution to a local issue of equipment availability. In some cases you might not even need a wafer
bonder, which could otherwise cost several millions of Euro; you might be able to fusion bond wafers
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together, without having to purchase additional equipment. These results were presented at MUT
2018, with great interest due to some of the participants now being able to move into other CMUT
fabrication methods that they had considered impossible from an equipment availability standpoint.
Hand-bonding allows the bond to be formed under high e�ciency particulate arrestance (HEPA)
�lters directly after cleaning of the wafers, without needing any form of transportation of the
cleaned wafers, for a decreased risk of particle contamination of the bond interface. The outcome
of this study has been that all of our bonding processes have been changed, with the purpose of
decreasing the particle contamination.

4.1.1 Fusion bonding
Wafer bonding is a common processing technique for combining multiple wafers into a single
structure. It can be used to stack structures which would otherwise not be possible to combine
by epitaxy or �lm deposition. Examples of wafer bonding applications are in the production of
SOI wafers and in the formation of sealed cavities, such as in pressure sensors [105] or in CMUTs
[106, 100].

The original fusion bonding method was �rst described in the literature in 1985 � 1986 [107,
108]. Fusion bonding, also called direct bonding, is typically considered a three step process:
pre-treatment of the wafers; pre-bonding of the wafers; annealing of the bond.

The pre-bond is formed when the surfaces of two wafers are placed in contact. If the surfaces are
su�ciently smooth, the bond will form immediately at the point where the two wafers are placed
in contact, and spread as a wave from the point. Si wafers which have been exposed to the oxygen
in the air will form a native oxide on the surface, e�ectively covering the surface in hydrophilic
silanol groups, -SiOH. These groups will form hydrogen bonds either to the oxygen atom of the
silanol group on the opposing wafer, or to water molecules which are trapped in the interface [109].
The wafer bond is at this point strong enough that force needs to be applied in order to separate
the wafers from each other again. If the wafers are contacted simultaneously near the edge of the
wafers, the bonding wave front will move inwards, and likely trap air in voids. If instead the wafers
are contacted with a small amount of force in the centre of the wafers, the bond front will move
outwards, e�ectively pushing air radially out, signi�cantly decreasing the risk of voids due to air
pockets. Subsequent to the conclusion of the work on hand-bonding, a device which would only
apply the pre-bond contact force in the middle of the contacted wafers was designed and milled in
aluminium. The model can be seen in Appendix H.1.

The bonding method is extremely sensitive to the surface roughness, requiring a roughness of
less than 1 nm or 0.5 nm for conventional wafers thicknesses of 500 µm [102, 110]. Due to the
remaining surface roughness, the wafers will still only be locally in contact, with many unbonded
micro-areas. It has been shown however, that for extremely thin wafers, with thicknesses ranging
from 2� 200 µm, fusion bonding can be achieved even when the surface roughness is 10� 50 nm,
likely due to the 
exibility of the thin wafers [111].

For the same reason, the method is also extremely sensitive to particles. That is the reason
for the pre-treatment step, which is a cleaning step, either performed as a plasma clean or a wet
chemical cleaning, often an RCA clean, which here is short for Radio Corporation of America, the
corporation at which it was invented [112]. The cleaning process consists of two main cleaning
solutions, one which removes organic �lms, particles, and some metals, the other which removes
heavy metals, alkalis, and metal hydroxides, combined with intermittent bu�ered hydro
uoric acid
(BHF) etching to remove chemically grown SiO2 layers.

The �nal step is the annealing of the interface bond, gradually increasing the bonding strength
over time. Between 100°C and 200°C, covalent bonds between the silanol groups are formed,
creating Si-O-Si bonds at the interface [113]. Beyond this temperature, no changes are observed
in terms of the bonding strength. The bond-strength is limited by the actual contact area of the
wafers, and thus by the unbonded micro-areas. At 800°C the native SiO2 layers become viscous
enough that they start to �ll the locally unbonded micro-areas, making a more complete bonding
across the interface, therefore also increasing the bonding strength. At 1100°C, the viscous 
ow of
the SiO2 will complete the bonding [109]. The new structure is found to be practically equivalent
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to a single bulk silicon substrate [108]. Transmission electron microscopy (TEM) images of the
interfaces showed an epitaxial-like lattice continuity, apart form local dislocations, which might be
explained by smaller misalignments between the crystal orientations of the two wafers, combined
with gradual rearrangement of atoms near the interface at the high temperatures [108].

Fusion bonding of hydrophobic surfaces can also be achieved, for instance if a SiO2 layer is
removed by BHF. The Si surface will then mainly be terminated by hydrogen (H) and fewer

uorine (F) atoms. The F terminated regions are particularly reactive to water, which would
form silanol groups again and make the surface hydrophilic again. When two such wafers are
contacted, van der Waals bonds form between the H on the opposite wafers. Furthermore, the
few F terminated regions might form hydrogen bonds to other formed silanol groups. Due to
the interwafer bonding stemming primarily from van der Waals bonds, the pre-bond strength is
signi�cantly lower for a hydrophobic surface, than for a hydrophilic surface [113]. Annealing of
the structures does not increase the bonding strength before 400°C, at which point the H atoms
desorb from the wafer surfaces, and di�uses into the silicon substrates, into unbonded micro-areas,
or out along the bonding interface, while Si-Si bonds are formed instead. Note that the H atom is
so small that it is capable of di�using into or through structures which would for other gasses be
impermeable. The structures reach the cohesive strength of bulk Si at about 700°C. The bonding
of hydrophobic silicon surfaces results in a clean interface with no boundary SiO2 layer. On the
other hand, the temperatures are not high enough that the Si atoms rearrange signi�cantly, as is
the case for SiO2 which would become viscous and �ll out the micro-gaps. As a consequence, the
interface of hydrophobic wafers contains many nanometre sized voids.

In the original work by Shimbo et al. [108], two hydrophilic, mirror-polished silicon wafers
were fusion bonded by being brought in contact in a clean environment at room temperature. The
wafer stacks were then heated to 1000°C, which completed the bonding process. Since the initial
introduction, the overall processing has not changed; it still consists of a cleaning and/or surface
activation process; a pre-bond in which the wafers to be bonded are placed in contact, typically
with an applied pressure on the wafer stack; and a subsequent high-temperature bond-anneal.
However, sophisticated wafer bonders have been made, which are typically used during the pre-
bond. Such pieces of equipment allow for more advanced bonding methods, including alignment
bonding when structures on the top and bottom wafers should be aligned. They can also provide
control of the bonding conditions, in terms of the bonding temperature, the pressure applied on the
wafer stack during the pre-bond, and the pre-bond atmosphere. Additionally, it has been shown
that it is possible to fusion bond other materials together, such as SiO2 to silicon [114], Si3N4 to
Si3N4 [115] or in fact any combination of the three materials. The potential to obtain a reduced
cavity pressure, by bonding in a vacuum, is in some cases used as an integral part of the functional
device [105, 106, 100]. The three step process is generally considered collectively. However, only
limited investigations have been conducted of the intermediate state of the bonded structure,
for instance after the pre-bond and before the bond-anneal. Typically, the studies have focused
on how the bond strength increases with higher annealing temperatures and/or longer annealing
times [109, 116], with only a few considerations of how the bond-anneal in
uences the resulting
atmosphere inside fabricated cavities in a device. Harendt et al. [117] investigated whether bonding
to wafers structured with cavities would change the bonding strength, time and number of voids,
compared to full wafers, but found overall similar results. They analysed the resulting gas content
in the cavities by mass spectrometry, and found that it depended on the annealing temperature,
and argued that their �ndings of lower water content subsequent to higher annealing temperatures
showed that the water and oxygen were oxidizing the silicon surfaces. No investigations on how
the pre-bond atmosphere in
uences the �nal atmosphere inside fabricated cavities in a device.

The success criteria for the bonding process would be that the bond strength is high, and
that the �nal bond is air-tight. The following sections will show that it is possible to obtain a
reduced cavity pressure, without bonding in a vacuum. The results not only show that the bond
anneal is the essential process in determining the �nal cavity pressure, they also indicate that even
though the pre-bond is conducted in a vacuum chamber, the resulting cavity pressure is not a
vacuum. Essentially, this means that unless alignment bonding or elevated pre-bond temperatures
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Figure 4.1: Cross section of a cavity device consisting of a substrate wafer, a support structure de�ning
the cavities, and a plate which is bonded on top.

are required, a wafer bonder will not be necessary for obtaining reduced pressures in fusion bonded
cavities.

4.2 Materials and methods

4.2.1 Experimental design
Given the success criteria of a strong bond, and an air-tight interface, test structures were made to
determine any di�erences in the cavity pressure after the bonding process. Simple wafer bonded
cavity test structures enable indirect determination of the cavity pressure, by measurement of the
de
ection of a plate suspended over the cavities in an ambient environment. A cross section of
such a device can be seen in Figure 4.1. The cavity would be de�ned in a SiO2 thin �lm on a Si
wafer.

The centre de
ection of an isotropic circular plate, w0, can be expressed according to [118]

w0 =
3
16

�
1� � 2

� 2
a4

E h3 �p; (4.1)

where � is Poisson’s ratio, �p is the pressure di�erence across the plate, a is the radius of the
plate, E is Young’s modulus, and h is the plate thickness. Hence, any di�erence in plate de
ection
between the devices is proportional to the di�erence in cross-plate di�erential pressure, and thus,
to the cavity pressure as well.

To test the e�ect of the pre-bond environment on the resulting cavity pressure, four bonding
conditions were compared: three formed inside a wafer bonder and one formed directly by hand
(hand-bonded). In the wafer bonder, the atmospheric environment was changed between 2 �
10� 4 mbar (Vacuum), atmospheric air at 1 bar, and argon at 1 bar. Assuming a perfect seal
of the cavities, the three di�erent atmospheres should result in di�erent cavity pressures for the
�nal fabricated devices. For the devices bonded in a vacuum, the cavity pressure should be 0 bar,
and �p = 1 bar when the ambient pressure is 1 bar. For the devices bonded in 1 bar of argon
�p = 0 bar, as the argon atmosphere is inert and should remain intact. For the devices bonded
in air �p � 0:2, since air is composed of 78% nitrogen, 21% oxygen and 1% argon, of which the
21% oxygen will be consumed in oxidation of any silicon surfaces of the cavities during the high-
temperature bond-anneal. The oxygen consumption has previously been described in [119, 117].
Finally, for the devices bonded directly in hand �p � 0:2 as the atmospheric environment is the
same as that of the air devices. As the plate de
ection is linear in pressure, these di�erences in �p
should correspond directly to the relative di�erences in plate de
ections. The maximum de
ection
is expected for the Vacuum devices, whereas the Air and Hand-bond devices would only de
ect one
�fth of the Vacuum devices, and the Argon devices should not de
ect at all. These expectations
are illustrated in Figure 4.2.

4.2.2 Material choice - silicon nitride plates
There are a number of ways to fabricate fusion bonded cavities, as fusion bonding can be made
with the combination of any two substrates with a surface of either silicon, SiO2, or Si3N4. For



4.2. MATERIALS AND METHODS 45

Figure 4.2: Schematic of the expected de
ections for the four di�erent bonding conditions.

ease of fabrication, the cavities are etched in a SiO2 layer, which is grown on a silicon wafer. This
provides control of the cavity depth when using a selective wet etchant, due to essentially an etch
stop once the etchant reaches the silicon below the SiO2. The plate can then be fabricated using
either silicon, SiO2, or Si3N4. To obtain a device layer of a few µm as would be required for
the chosen design when using silicon as the plate material, commercial SOI wafers are typically
thinned by chemical mechanical polishing. This processing unfortunately results in a thickness
variation between 300 nm and 500 nm, providing large variations in de
ection as Equation (4.1)
scales with h3. Therefore, two alternative types of plates were considered. Firstly, a SiO2 thin �lm
plate grown on a silicon wafer. SiO2 would provide control of the layer thickness and uniformity,
but also introduce built-in compressive stress when grown on a silicon substrate. This could result
in buckling of the plate with a direct in
uence on the de
ection measurements. Secondly, a Si3N4

thin �lm plate deposited on a silicon wafer. Low pressure chemical vapour deposition (LPCVD) of
Si3N4 layers can, similarly to growth of SiO2 �lms, provide good control of thickness and uniformity
compared to the SOI wafers. There will be a built-in stress, but as it is tensile, it will not result
in buckling, and is therefore acceptable.

To be able to compare the de
ections of the di�erent bonded structures illustrated in Figure 4.2,
the variability of the thickness and the stress in the Si3N4 �lms is a critical parameter. As described
in the introductory Chapter 3.2.1, Engholm et al. [80] showed that both thickness and stress will
in
uence how much a plate de
ects, describing the centre de
ection, w0, of a plate with a built in
tensile stress as

w0 =
�p a
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where C is a constant based on the solution to the plate equation, D is the 
exural rigidity of the
plate, In is the modi�ed Bessel function of �rst kind, N t = � h is the stress resultant, where � is the
planar biaxial stress in the plate. p has been exchanged with a �p since for this experiment, we are
only considering a cross-plate pressure di�erence as the load. Since it is not possible to change the
bonding atmosphere or method of pressure application locally on a single wafer, the comparison
of the four bonding conditions will necessarily need to be between devices fabricated on separate
wafers. Therefore, it is essential that the inter-wafer variability in thickness and stress of the plate
is not so large, that it makes distinguishing between the expected di�erences in de
ection across
the di�erent wafers impossible.

The �rst part is to be able to determine the processing parameters such as processing tempera-
ture and time, such that the desired �lm thickness is obtained. The theoretical foundation of thin
�lm deposition and growth based on the underlying physics has been described in the literature
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many times [120, 121], with models such as the Deal-Grove model for thermal oxidation, and linear
deposition models for LPCVD deposition processes. On top of that, many additions or corrections
to these models have been proposed [122]. Based on these, simulation software packages have
been made, to allow for simulation of complex process 
ows, with the desired parameters [123].
However, while the theoretical models provides a great insight into the physical principles, it might
be di�cult to transfer those parameters to a deposition furnace, or vice versa, due to a number of
inevitable experimental deviations from theory. In practice, once the furnace is in stable operation,
it might be better to use data from a processing log, to predict the necessary processing parameters.
A program was built to determine the necessary processing parameters based on a desired outcome.
The details of the script are discussed in Appendix F.1. The script takes the �lm thickness as an
input, and provides the processing time required to obtain that thickness, along with the residual
error of the statistical model based on the log data from the LPCVD Si3N4 furnace used. The
data is based on measurements of a new wafer centrally placed in the quartz boat during every
process. Thus the residual error marks the variability of the �lm thicknesses from deposition to
deposition. The issue with using processing logs is that the furnace might change behaviour over
time, meaning not all data is necessarily equally representative of what to expect from the furnace
when it is actually going to be used. Therefore, it is possible to input exactly how many of the
log entries to include, resulting in only that amount of the newest entries being analysed. Another
issue is the human factor, with users occasionally inputting bad data in the process log. This is
tested by iteratively analysing the residuals of the model, and discarding outlier values which do
not �t the distribution of outliers su�ciently well, before remodelling the remaining data. For the
furnace used, the residual error of the mode is � 7 nm, which from experience is found to mirror
the expected outcome �lm thickness well.

To determine the variability across a full quartz boat of Si wafers, 15 Si wafers were placed in
the LPCVD Si3N4 furnace. After deposition, the �lm thicknesses were measured. 49 measurements
distributed across the wafer surface were taken on each wafer using a M2000XI-210 ellipsometer
(J.A. Woollam Co., Inc., Nebraska). An example spectrum can be seen in Figure 4.3(a). The
solid lines are the measured data, the dashed lines are the theoretical spectrum of a thin �lm and
the di�erent colours are the data from di�erent angles of incident. The ellipsometer determines
the thickness of the �lm by comparing the re
ected light spectrum to the corresponding spectrum
based on a theoretical model, for a given thin �lm and angle of incidence. It then modi�es the
thickness of the theoretical model, in search of a minimum in the mean square error (MSE) between
the measured spectrum and the theoretical spectrum. The determined �lm thickness is thus the
thickness of the model when the MSE reaches a minimum.

An example of a thickness wafer map based on 49 measurements can be seen in Figure 4.3(b).
The ellipsometer also provides a map of the MSE values. These values can be used to estimate the
correctness of the corresponding thickness estimate. The absolute MSE values will vary depending
on the thickness and type of �lm being measured. Therefore, it is not possible to set a general
MSE value as a threshold for outlier detection. However, if the �lm is perfectly uniform, it would
be expected that the MSE values would all be very similar. By assuming that the small variations
in MSE follow a normal distribution, outlier detection can be based on extreme MSE values. The
details of the outlier detection script can be seen in Appendix F.2. The measurement positions are
marked by dots in Figure 4.3(b). The red dots mark outlier measurements and have been discarded
in the image and analysis. The contours and gradients are determined from interpolation between
the valid thickness measurements.

Figure 4.4 shows how the LPCVD Si3N4 �lm thickness varies across a full quartz boat of silicon
wafers after a single batch process. Each box in the box-plot represents the individual wafers in the
quartz boat, and consists of the 49 thickness measurements of a wafer map similar to Figure 4.3(b),
thereby showing the intra-wafer variability. Similar characterisations of other furnaces can be seen
in Appendix F.3. The line in the middle of the box is the median value, and the lower and upper
edge of the boxes correspond to the 25th and 75th percentile of the data respectively, with outliers
marked as dots. Outliers are de�ned as measurements further than 1.5 times the inter quartile
range (ICR) away from the nearest box edge, where ICR being the distance between the 25th and
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(a) Ellipsometer model and measurement

(b) Measured thickness wafer map

Figure 4.3: The thickness measurements from the ellipsometer is based on a satisfying correlation between
the measured spectrum (solid lines) and the corresponding model (dashed lines) of a thin �lm as speci�ed
in the text (a). The measurements can then be collected into a wafer map (b). The dots mark the
measurement positions. Blue dots mark used points, red dots mark outlier points. The underlying contours
are based on interpolations of the blue dots.
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Figure 4.4: Box-plot of the �lm thickness distribution across a furnace boat of Si 3N4 �lms. The dots
mark outlier thickness values. The �lm thickness is 225.0 nm � 0.8 nm between the dashed lines.

Figure 4.5: Stress distribution across a furnace boat of Si3N4 �lms. The dashed lines indicate the same
region of the wafer boat selected in Figure 4.4. The stress measured near the middle of the wafer within
that region is 1223 MPa � 4 MPa.
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the 75th percentile. The stress of the same wafers has been calculated from the wafer curvature,
through the Stoney equation, and is shown in Figure 4.5, in two separate data ranges, either
measured across the full wafer diameter, or measured only across the central part of the wafer,
spanning the region in which the devices to be tested are placed.

Using Equation (4.2), it is possible to determine the expected de
ections of the four di�erent
types of devices, and more importantly, the smallest expected di�erence between the devices. The
expected di�erential pressure across the plates for the four di�erent bonding conditions were 1 bar
(Vacuum), 0.2 bar (Air), 0 bar (Argon) and 0.2 bar (Hand-bond), which means that the smallest
di�erence in di�erential pressure between any two devices would be 0.2 bar. Thus, for the devices
with a cavity radius of 32 µm, the smallest di�erence in de
ection for the average values of plate
thickness and plate stress can be calculated using Equation (4.2) to be

�w0;min = 17:5 nm:

The inter-wafer variability of the data in Figure 4.4 and Figure 4.5 can be used to estimate how
large the expected variations in de
ection are. Assuming the sources of variation are independent
and random, the propagation of error in the centre plate de
ections, �w 0, can be estimated using
Equation (4.2) to calculate

�w 0 =

s �
@w0
@h

�h
� 2

+
�

@w0
@�

��
� 2

; (4.3)

where �h is the uncertainty in the plate thickness, and �� is the uncertainty in the stress, and it
is assumed that h and � are the only varying parameters [124].

This expression can also be used to see how much variation in plate thickness and stress will
be tolerable while still providing less than 17.5 nm of variation in the resulting plate de
ection.
However, given that the plate de
ection uncertainty stems from the contributions from both thick-
ness uncertainty and stress uncertainty, which are assumed independent, it is di�cult to provide
reasonable limits for the combination of the parameters. However, the limiting scenarios can be
calculated, by observing how large the uncertainty of one of the parameters can be while the un-
certainty of the other is set to 0. The largest pressure di�erence will result in the largest de
ections
and therefore also the largest uncertainty estimates. Thus, the plate de
ection uncertainty esti-
mates are calculated for �p = 1 bar. Setting the resulting plate de
ection uncertainty to 17.5 nm
and the stress uncertainty to 0 MPa, the tolerable plate thickness uncertainty will be 43.7 nm.
Similarly, setting the resulting plate de
ection uncertainty to 17.5 nm and the plate thickness un-
certainty to 0 nm, the tolerable stress uncertainty will be 249 MPa. Combining the uncertainties
will of course mean that the actual tolerable uncertainties will be smaller. However, this provides
a sense of the tolerable scale of the uncertainties.

Referring to Figure 4.4 and Figure 4.5, it is clear that apart from the outermost quartz boat
positions, all thickness measurements and stress calculations are presumably within acceptable
limits. However, the three last wafers at each end of the boat shows signi�cantly larger variation
than the central part of the boat. To minimize the variability, only the wafers in the slots between
the dashed lines were used for the experiment. This allows for two wafers to be fabricated with
each of the bonding conditions (in addition to a required single furnace processing test wafer).
Using the standard deviations of the measurements between the dashed lines in Figure 4.4 and
Figure 4.5 as estimates for the uncertainty, the actual expected uncertainty in the plate de
ection
can be calculated. The average thickness between the dashed lines is 225:0 nm� 0:8 nm and the
average stress is 1223 MPa� 4 MPa. In both cases, the uncertainty is the standard deviation. For
the largest pressure di�erence (�p = 1 bar), the uncertainty in plate de
ection will be

�w 0 = 0:4 nm: (4.4)

This di�erence from the processing uncertainties is much smaller than the expected di�erence
between devices. Consequently, the expected de
ection di�erences due to di�erent cavity pressures
should be distinguishable when choosing Si3N4 as the plate material.
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Figure 4.6: Process 
ow for the fabricated test devices.

4.2.3 Fabrication of test devices

An illustration of the process 
ow can be seen in Figure 4.6. A 405 nm� 0.5 nm SiO2 layer was
grown on a batch of both single side polished four inch silicon (100) wafers and double side pol-
ished four inch silicon (100) wafers in a dry thermal oxidation process at 1100 � C (a). The single
side polished wafers were used as substrates, in which the cavities were to be etched. The double
side polished wafers were used as support substrates for the plate layers. The plate wafers were
transferred directly to an LPCVD furnace for deposition of a 226 nm� 0.8 nm Si3N4 layer (b).
After the deposition, the plate wafers were transferred to an oxidation furnace for oxidation of
the Si3N4 layer, which has been shown to improve the bonding strength between SiO2 and Si3N4

[115]. The plate wafers were left inside the furnace until needed for bonding to minimize parti-
cle contamination. The circular cavities on the substrate wafers were de�ned in a lithographic
process with a radius of a = 32 µm. They were then etched in a wet BHF etch to de�ne the
405 nm deep cavities (c). The substrate wafers were RCA cleaned to remove particles, directly
after which the substrate and plate wafers were fusion bonded together, under the four di�erent
bonding conditions (d). A S�uss SB6 wafer bonder (Garching, Germany) was used to bond the
non-hand-bond devices. The Vacuum devices were bonded at a pressure of 2� 10� 4 mbar, the Air
devices were bonded without pumping down the chamber, and the Argon devices were bonded in
an argon atmosphere at a pressure of 1 bar. All of the devices bonded in the wafer bonder had a
600 mbar pressure applied on the wafer stack during the pre-bond. All bonds were made at room
temperature. After the pre-bond, all bonded structures were annealed at 1100 � C in 1 bar of N2

for 3 hours. The bonding interfaces were then characterized by infrared re
ectance measurements
using the infrared photoluminescence system Accent RPM2000 Compound Semiconductor Photo-
luminescence System (Nanometrics, Massachusetts) to check for voids. The system maps a wafer
by emitting infrared light of a given wavelength. The light is then re
ected on the sample, back
towards a photo-sensor, in which the re
ected intensity is converted to an electrical signal. The
re
ected intensity is then represented by the voltage generated by the sensor in millivolts. The
light is incident normal to the wafer surface, and based on complex analysis of light interaction at
interfaces, light will be re
ected at each material interface, and the power re
ectance will be given
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Figure 4.7: Infrared re
ectance map of one of the device wafers bonded directly in hand. The red
rectangles are CMUT arrays. The arrows point toward interface voids. Most of the interface is void-free.

as

R =
�

n1 � n2

n1 + n2

� 2

; (4.5)

where n1 and n2 are the refractive indices of the materials of the interface. Thus, the larger the
contrast in refractive index, the larger the re
ectivity. The bonded interface is between silicon,
which has a refractive index of � 3:45, and SiO2, which has a refractive index of � 1:45. In the
case that air is present in the interface micro-cavities, the refractive index will be � 1, which gives
a larger contrast to the silicon, and therefore a larger re
ection. As a consequence, voids will be
clearly visible in a photoluminescence (PL)-map.

An infrared re
ectance map for one of the hand-bonded wafers can be seen in Figure 4.7. A
few voids can be seen, marked by red arrows, but most of the interface has been properly bonded.
The pincushion distortion of the data, seen towards the centre of the wafer as well as horizontally
along some of the outer arrays, is expected to be an artefact of the scanning method, which consists
of scanning a laser on the surface, while rotating the wafer at a controlled angular velocity. The
handle layer of the top wafer was etched away using a sequential combination of dry etching and
wet KOH etching to release the nitride plates (e). Finally, a layer of gold was sputtered on top
of the wafer to increase the re
ectivity of the surface for the subsequent analysis (f). The layer
thickness was not determined directly, but a similar process has previously shown a layer thickness
of approximately 10 nm. Being much thinner than the thickness of the nitride plate with built in
tensile stress, the gold layer is not expected to modify the plate de
ection signi�cantly.

The PL-map can provide an indication of the bond strength, in the sense that if the PL-map
does not appear uniform or with larger issues of voids, the bond-strength will likely not be high.
However, a better indication is step (e) in the process 
ow, the dry etching of the handle layer, since
this is a rough process. In the case of poorer bonds, the top wafer will often detach at the bond
interface early in the etching process. Thus, the fact that it was possible to etch the hand-bonded
wafers down using this method indicates a strong bond. Whether it is as strong as the devices
bonded in a wafer bonder is not clear, but it is strong enough for CMUT processing.

The wafer layout is illustrated in Figure 4.8. (a) shows the CMUT array layout, with all the
arrays in red, and contact pads in black. The zoom-in in (b) shows how each array consists of
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Figure 4.8: Overall device layout. (a) shows a top down view of the CMUT array (red) layout on the
wafer (blue). (b) shows how each array consists of multiple elements (red). (c) shows how each element
contains several CMUT cells (blue).

several elements, marked by red. Finally, the zoom-in in (c) shows how each element consists of
many circular CMUT cells, marked in blue. The colours of (a) and (b) have been chosen to match
the PL-map in Figure 4.7, and the colours of (c) are chosen to match Figure 4.9 and similar images.

4.3 Results

De
ection measurements
The plates on eight di�erent CMUT arrays on each wafer were measured using the Sensofar PLu
Neox Optical Pro�ler (Sensorfar, Terrassa, Barcelona) to determine their de
ections. An example
of such an optical height distribution is shown in Figure 4.9 for a Vacuum devices. The blue
regions are the de
ecting plates. The corresponding histogram can be seen in Figure 4.10. These
histograms are very distinct, and can be used to determine a systematic estimate of the de
ection
of each measurement. The highest probability density, Pmax , correlates with the area between the
cavities, the yellow region in Figure 4.9. This peak in the histogram can be used to o�set the data
to align all measurements to the same reference point. For decreasing values (larger de
ections)
the density initially decreases rapidly, reaching a local minimum, Plmin , between -40 nm and -80
nm in the case of Figure 4.10 before increasing again slightly and �nally dropping to zero. This
non-monotonic behaviour means it is not possible to set a lower density threshold and use that to
�nd the maximum de
ection value, as it could result in the de
ection value corresponding to Plmin .
Also, choosing the lowest probability value increases the susceptibility to data outliers. By locating
the �rst bin in the histogram with a value larger than the tenth quantile of the density data, and
choosing the de
ection corresponding to this as the de
ection, it is possible to systematically
determine the de
ection of the plates near P0, while avoiding the risks listed previously.

Figure 4.11 shows a comparison of the height distributions of the four di�erent types of bond
conditions. All plates of the test structures de
ect signi�cantly and almost the same amount. The
de
ection data can be seen in Figure 4.12. It should be noted that the magnitude of de
ections
of all devices is large, regardless of the bonding conditions. This is a remarkable result, as the
Argon devices were not expected to de
ect at all. However, it seems that there are two groups,
namely the devices bonded in the wafer bonder which all de
ect �110 nm, and the hand-bonded
devices which all de
ect �60 nm. The Air devices and Hand-bond devices are directly comparable
in terms of the pre-bond atmosphere, but the Air devices which were bonded in a wafer bonder
de
ect signi�cantly more. These measurements indicate that whether the devices were pre-bonded
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Figure 4.9: Optical pro�le of one of the Vacuum devices. The blue regions are de
ecting plates.

Figure 4.10: Histogram of the de
ection data shown in Figure 4.9. The distinct behaviour, with points
of interest marked, allows for automatic detection of the maximum de
ection. P0 marks the maximum
(negative) de
ection, Pmax corresponds to the top surface, seen as yellow in Figure 4.9, andPmin is a local
minimum in the histogram.
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Figure 4.11: Comparisons of typical optical pro�les of the four di�erent bond conditions. The lateral
dimensions are all in µm.

in a vacuum, in air, or in argon, is not critical for the �nal cavity pressure, and that the cavity
pressures end up being similar regardless, but whether the pre-bond is done in a wafer bonder
or in hand will have an e�ect. Although the de
ection of the Hand-bond devices is lower than
that of the other devices, they still de
ect more than the expected �fth of the Vacuum devices.
Finally, the magnitude of the intra-wafer variation on most of the devices as well as the inter-wafer
variation, does not correlate with the uncertainty estimate presented in Section 4.2.2, which must
mean that there is a source of variability not accounted for. However, it should not have an e�ect
on the Argon devices, since there should be no pressure di�erence across the plate according to
the hypothesis.

4.3.1 Hypothesis for bond interface di�usion
The expectations for the experiments presented in Section 4.2.1 were based on the cavities being
sealed during the pre-bond. However, if the bond-interfaces are not leak tight after the pre-bond,
a gas exchange between the cavities and the external environment can occur. During the bond-
anneal, the temperature is increased to 1100 � C in 1 bar of nitrogen. According to the ideal gas
law, the high temperature will increase the pressure inside of the cavities by a factor of about 4.5.
As illustrated in Figure 4.13, any pressure gradient will be able to drive gas di�usion between the
cavities and the external environment, potentially equilibrating the pressures. For the Vacuum
devices, the pressure inside the cavities is initially 0 bar, while the external pressure in the furnace
is 1 bar. Therefore, gas will di�use into the cavities during annealing. For the Air, Argon and
Hand-bond devices, the pressure inside the cavities will initially be around 4 bar, and gas will
di�use out of the cavities during the anneal.

Once the bond-anneal is �nished, and the cavities are sealed, the cavity pressure will be reduced
by the same factor of about 4.5 when the temperature is returned to room temperature. This
explains the large de
ection of the Argon devices, when the hypothesis of a sealed cavity predicts
no de
ection at all. It also explains why most wafers de
ect the same amount, due to the pressure
inside the cavities having been equilibrated to the same value.

Both the intra-wafer and inter-wafer de
ection variations which are seen could potentially be
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Figure 4.12: Box-plot showing the de
ection measurements of each of the devices. Each box consists of
measurements of eight di�erent cavities distributed across a wafer.

(a) Sketch of gas diffusion into the cavities when pin < p out

(b) Sketch of gas diffusion out of the cavities when pin > p out

Figure 4.13: Sketches of gas di�usion during the annealing process, determined by the direction of the
pressure gradient between the cavities and the ambient environment. (a) represents the Vacuum devices,
where the pressure initially is larger outside of the cavities. (b) represents the Air, Argon and Hand-bond
devices, where the pressure initially is larger inside the cavities. Note that the de
ecting plates are used
to illustrate the pressure variation. During the annealing process, the handle layer of the top wafer is still
attached, meaning practically no de
ection will occur.
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Figure 4.14: De
ection measurement of a hand-bonded cavity device fabricated with a silicon top plate.

explained by the sealing of the cavities being obtained at di�erent points in time for the di�erent
cavities. If the gas di�usion has not managed to equilibrate the pressure, a sealing of the cavity
would result in an o�-equilibrium static pressure in the cavities. This could suggest that the
pre-bond of the Hand-bond devices was stronger than that of the other devices.

Considering the experimental di�erences to Harendt et al. [117], these �ndings add new knowl-
edge of the actual processes happening at high temperature annealing. Harendt et al. found
water and oxygen content in the cavities based on low annealing temperatures, but none in those
annealed at higher temperatures. They attributed the lack of water and oxygen to oxidation of
exposed interface silicon at higher temperatures, however, the results presented here indicate that
the lack of water content should be explained by a high interface di�usion rate of gases between
the cavities and the furnace. At lower annealing temperatures, the di�usion rate will be lower as
well, and the results by Harendt et al. indicate that it in this case will be too low for a complete
exchange before the bonding interface is sealed.

4.3.2 De
ection test with a silicon plate
In order to test whether the out-di�usion of gas was a unique e�ect of using Si3N4 as the plate
material, another set of wafers were fabricated, using SOI wafers as the top plate. Apart from
the change of plate material and the metal being used as an etch mask, the process 
ow was the
same as described in Section 4.2.3. The thickness of the SOI device layer was 3 µm � 0.5 µm, as
speci�ed by the manufacturer. A height distribution of the surface after fabrication of a silicon
plate device which was hand-bonded can be seen in Figure 4.14. The grainy appearance is not
noise in the data, but roughness of the surface due to partial etching of the metal.

By using Equation (4.1), the centre de
ection is expected to be w0 � 6 nm when �p = 0:2 bar.
To obtain the de
ection of w0 � 30 nm seen in the �gure, it would be required that �p � 1 bar.
This is similar to the Si3N4 devices, and shows that it is plausible that the same out-di�usion is
obtained when bonding silicon to SiO2, as when bonding Si3N4 to SiO2.

4.3.3 Bond interface leak rate test
De
ection measurements do not reveal di�erences in leak rates of the bonding interfaces for the
four di�erent types of devices. In particular, such measurements do not indicate whether there is a
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Table 4.1: De
ection measurements before and after 7 hours at 2 bar helium. The Before value has been
measured �ve months after the bonding process. The Vacuum2 wafer was broken in half.

De
ection
after �ve

months
[nm]

De
ection
after

helium
exposure

[nm]

De
ection
di�erence

[nm]

Vacuum1 -113.2 -115.3 -2.1
Vacuum2 -134.4 +10.1 144.5
Air1 -105.4 -107.3 -1.9
Air2 -102.4 -103.5 -1.1
Argon1 -129.4 -128.4 1.0
Hand-bond1 -42.4 -43.2 -0.8
Hand-bond2 -45.6 -48.6 -3.0

di�erence in leak rate between the devices bonded in a wafer bonder and those bonded directly in
hand. They only document a static situation in a very narrow period of time. A simple method for
investigating the leak rates is to measure the de
ection after long periods of time. Table 4.1 shows a
collection of measurements conducted at di�erent points in time. The �rst data column consists of
de
ection measurements conducted �ve months after the device fabrication. Considering the large
variation in de
ections observed for each device type in Figure 4.12, it is imperative that the exact
same cavities are compared. Unfortunately, the de
ection measurements conducted directly after
fabrication were not logged with exact cell placement, leaving direct comparison to the de
ections
immediately after processing impossible. However, the values after �ve months align well with
those presented in Figure 4.12, suggesting that the leak rate must be small. Another method of
assessing the leak rate would be by helium leak testing. Helium is commonly used for testing of
leak rates due to its small atomic size enabling faster propagation through porous structures, than
would be the case for e.g. the molecules of atmospheric air.

A simple pressure chamber was designed to contain a single 4" wafer. Details of the pressure
chamber can be seen in Appendix H.2. Each device was exposed to 2 bar of helium for 7 hours, and
the de
ections were measured within 30 minutes. Table 4.1 also lists the comparative measurements
after the helium test, as well as the di�erence to the measurement before.

Positive di�erences in de
ection means the cavity pressure has decreased, and that some amount
of helium has reached the device cavities, as would be the expectation. A number of interesting
points can be made from these measurements. Firstly, that most di�erences are small, suggesting a
low permeability of the bonding interface. Secondly, that the Vacuum2 device behaves signi�cantly
di�erent than the others. The measurements are highlighted in red font in the table. This particular
wafer had broken in half during the latter half of processing, certainly setting it apart from the
others, and likely in
uencing the bonding interface. However, the wafer had a large de
ection after
�ve months, indicating very little leak rate at that point. Only the exposure to helium changed
the de
ection signi�cantly, demonstrating that a di�erence can actually be detected simply by
changing the gas to helium. In addition, cavities next to the one investigated de
ected similarly
to the measurement conducted �ve months after bonding, showing that this is a very local e�ect,
simply due to the breakage. Thirdly, most values are negative, corresponding to fewer gas particles
being in the cavities after helium bombardment, which does not make physical sense. More likely,
small changes in the exact region which is investigated before and after helium testing, in
uence the
de
ection estimate more than the leakage 
ow of helium. Thus, the listed di�erences in pressure
are indicators of the uncertainty of each individual measurement. As a consequence, it does not
make sense to calculate individual leak rates for the devices. However, by estimating that the true
change in de
ection is no larger than the measurement uncertainty, estimated to be the largest
de
ection di�erence in Table 4.1 namely 3 nm, it is possible to calculate an upper limit of the leak
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rate. The simplest estimate of the leak rate, will be calculated as

L =
d p
d t

V; (4.6)

where V is the cavity volume. Using Equation (4.2), a 3 nm de
ection di�erence is found to
correspond to a 34 mbar pressure di�erence. Combining this with the geometrical parameters of
the cavity, namely a radius of a = 32 µm and a height of h = 405 nm, the upper estimate for the
leak rate is becomes

L � 1:76� 10� 15 mbar L
s : (4.7)

This order of magnitude agrees with the literature [125], albeit having been determined through a
di�erent method.

4.4 Chapter summary
The presented results provide an overview of the resulting cavity pressure after fusion bonding.
The fabricated test structures consisting of etched SiO2 cavities, with Si3N4 plates fusion bonded
on top, enabled measurements of the de
ection of the nitride plates as an indirect measure of the
cavity pressure. Four sets of bonding conditions were used, three in a wafer bonder in atmospheres
of vacuum, air and argon, and the last set was bonded directly in hand in atmospheric conditions.
Qualitative arguments and observations of the plate de
ections over time and after helium testing
revealed a maximum leak rate of the fusion bonded structures of 1:76� 10� 15 mbar L s� 1. Com-
parison of the test devices revealed similar de
ections for all devices. The same phenomenon was
observed for devices fabricated with silicon plates, showing that this is not an isolated feature of
using Si3N4 plates. This has lead to the conclusion, that the initial pre-bond of the wafers did not
provide a leak-tight bond-interface. Instead, gas is able to di�use from and to the cavities during
the subsequent bond-anneal, until reaching an equilibrium pressure between the cavities and the
surrounding atmosphere, prior to the cavities being sealed. The cavities reaching an equilibrium
pressure explains why the di�erent bonding conditions resulted in similar plate de
ections, and
reveals that the bonding conditions do not in
uence the �nal cavity pressure, and even bonding in
vacuum does not ensure a vacuum cavity. Thus, whether the pre-bond is made in a wafer bonder
or directly in hand does not matter. Therefore, if you have no need for alignment bonding or
other advanced techniques, you might not need to acquire a wafer bonder. You can even achieve
a reduced cavity pressure without it.

The results also has merit even if you already have a wafer bonder. Hand-bonding allows you
to place the wafers to-be-bonded together at any point in time. If you have proper quality control
of your equipment, your wafers will likely never be cleaner than they were right after a cleaning
process. A cleaning process will likely be conducted under a HEPA �lter, ensuring a very clean

ow of air. Directly after cleaning of the wafers, the pre-bond can be made by hand-bonding the
wafers. Subsequent to that, they will not be susceptible for further particle contamination of the
bonding interface. They can then be transferred to a wafer bonder for a systematic control of the
applied pressure to the wafer stack during the wafer bonder pre-bond. This would be possible for
both fusion bonding and anodic bonding, and is in fact the procedure which has been adapted and
is used today, based on the presented results.
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CHAPTER5

Introduction to 3D printing of phantoms

In this chapter, a broad perspective of 3D printing is provided, before a more detailed description
of the used 3D printing method stereolithography (SLA) is given. Next, a description of the speci�c
printer that has been used and the printing solution is provided. The content is in part based on
Paper B, Paper G, and Paper I.

5.1 3D printing overview
3D printing has seen tremendous development during the last decade. 3D printing is also referred
to as additive manufacturing (AM) or solid freeform fabrication (SFF), and is a collective term for
a large number of manufacturing techniques capable of creating three-dimensional components in
a layer by layer fashion. The methods were originally developed for rapid prototyping, allowing
for testing many smaller variations of components, which might otherwise require a lot of work on
handmade moulds and casting [126]. 3D printing makes it possible to test many di�erent smaller
iterations of a product in a very short time, allowing for much better optimisation of components.
Instead of hand-crafting the development models, a digital 3D model can be created in a computer
aided design (CAD) program, which can be directly interpreted by the printer software, and created
in the desired material. 3D printing is being applied increasingly more in production, where it
allows for fairly inexpensive customisation of the product to meet speci�c customer demands. In
the medical �eld, 3D printing makes it possible to create varying tissue replicas based directly on
CT images [127] or patient-speci�c models from CT or MRI images [128].

The �rst commercial 3D printing system was a stereolithography (SLA) printing system de-
veloped by 3D Systems in 1986 [128]. Since then, a lot of di�erent methods have been invented.
These allow for printing various materials, such as metals, polymers, ceramics and concrete, for
very di�erent applications and scales. Over time, the capabilities and robustness of the printer
systems have increased dramatically, while the cost of the printer systems has decreased drastically,
to the point that a 3D printer could almost be considered a household appliance today. The surge
in popularity is mirrored in the literature, as seen in Figure 5.1, showing the development in pub-
lications relating to 3D printing as the light grey bars. The reason for the drastic increase around
2013 is that a number of patents related to 3D printing processes expired [129]. That allowed
for the development of many new 3D printing techniques, which lead to an enormous increase in
activity in the research �eld.

Most people associate 3D printing with the extrusion based 3D printing technique. This is also
called fused deposition modelling (FDM). In this printing method, a �lament of a thermoplastic
polymer, often polylactic acid (PLA) or acrylonitrile butadiene styrene (ABS), is used to print
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Figure 5.1: Publications with 3D printing per year on Web of Science. Search criteria were: Stereolithog-
raphy - Topic \stereolithography"; Other 3D print - Topic: \3D Print*" OR \additive manufacturing"
OR \solid freeform fabrication", with \stereolithography" entries subtracted, for the combined height to
represent the full \3D printing" results. Both datasets were collected on webofknowledge.com on February
21, 2020.
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Figure 5.2: Sketch of a stereolithograhy setup. Light from an LED illuminates a DMD, which re
ects
the light in the desired pattern through the transparent printer vat bottom. The illuminated resin in the
vat will then start cross-linking. The initial layer of the printed structures is cross-linked to a glass slide
mounted on the movable fabrication stage.

the desired structure. The �laments is extruded at a nozzle which heats the thermoplastic to a
semi-liquid state, in which it can be extruded onto a platform, or previously printed structures, by
translation of the nozzle. Then the extruded structure will cool down and solidify. Such systems
often have a position accuracy of a few hundreds of micrometres. However, that is only one of
many di�erent 3D printing methods. The 3D printing methods are typically separated in the
following main methods: fused deposition modelling (FDM), powder bed fusion with subgroups of
selective laser sintering (SLS) and selective laser melting (SLM), inkjet printing, stereolithography
(SLA), direct energy deposition (DED) with many subgroups, and laminated object manufacturing
(LOM), with each having their own bene�ts depending on the task at hand [129, 130].

SLA is the 3D printing method which has been utilised in this project. The black bars in
Figure 5.1 shows the number of publications on stereolithography per year. The remaining publi-
cations in 3D printing, shown as the light grey bars, stems from other 3D printing techniques.

5.1.1 Stereolithography (SLA)
Stereolithography (SLA), originally stereolithography apparatus, uses a liquid resin hardened to
the shape of the desired pattern through local illumination by a light source, in a layer by layer
process to produce the designed 3D object. Figure 5.2 illustrates the bottom-up SLA method.
Light from a light emitting diode (LED) illuminates a digital micromirror device (DMD), which
re
ects the light in the desired pattern through the transparent bottom of a vat. The printer vat
contains the resin. The structures are printed on a glass slide which is mounted on the fabrication
stage. The fabrication stage is lowered into the liquid resin, until a short distance from the vat
bottom. The distance between the glass slide and the vat bottom limits the thickness of the
�rst printed layer. Upon illumination, the liquid resin will start cross-linking until reaching the
‘gel point’ at which the resin solidi�es. The illumination system allows for local exposure of the
polymer to enable printing of hollow structures. After a layer has been exposed, the fabrication
stage is moved a speci�ed distance away from the bottom of the vat, thereby de�ning the next
layer thickness. This is repeated until all layers of the object have been printed.

The design to be printed can be created in any 3D modelling software. However, the MATLAB
code controlling the 3D printer requires that the 3D model is sliced into separate layer �les. This
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Figure 5.3: 3D model slicing sketch. The slicing software takes a 3D model, as the one on the left, and
decomposes it into slices, which are exported as .png �les. The �gures on the right are examples of slices
corresponding to the yellow planes.

can be done by the open source slicing software Slic3r (www.slic3r.org), which converts the model to
a set of portable network graphics (.png) �les. In addition, an accompanying built list is generated,
coordinating the order and exposure time of each layer. Figure 5.3 shows the slicing concept, where
a 3D model, on the left, is sliced into separate .pngs, on the right, at each of the yellow planes.

Using a slicer is a very convenient way of obtaining a set of print �les in most cases. However,
it does not allow for controlling the vertical placement of the slices. This means that the features
of the 3D model may end up being split into multiple layers, if they do not align precisely with the
slices. The same is valid if the size of the features to be printed do not match with the layer height
of the printer, for instance if you want to print a 30 µm tall feature with a 20 µm layer height. In
many cases it is not obvious what the results will be.

A way to mitigate that issue is to generate the .png �les and the build list manually. This
provides full control of the individual slices. As structures become smaller, this level of control
will become increasingly more important. As the goal is to push towards the limit of the smallest
features attainable, control of the printing structures is of high importance. Therefore, MATLAB
scripts were made to create all slice .pngs and built lists manually.

SLA has many di�erent applications, and the printer systems will often be very di�erent de-
pending on the application. As is the case with medical imaging systems, there is a general inverse
correlation between printer �eld of view, and printer resolution. Systems capable of printing in
dimensions of more than half a metre are available, for instance at Protolabs (MN, USA), a com-
pany o�ering a 3D printing service, with SLA systems capable of printing as large as 736 mm �
635 mm � 533 mm objects with a resolution of 0.254 mm, or 127 mm � 127 mm � 63.5 mm with
a resolution of 0.0508 mm. The SLA system used in this project is designed to achieve an even
higher resolution at the cost of a more limited �eld of view.

5.2 Custom built 3D printing system
The SLA printer built at DTU was originally developed for printing micro-containers for cell cul-
ture chips with nutrient di�usion open 3D micro-channels for vascular networks [131, 132]. This
would provide a 3D in vitro alternative to animal models which would capture both the structural
and dynamic complexity of the in vivo counterpart, while being less expensive, time-consuming and
controversial [133, 134]. The �eld is called \organs-on-chips", where micro
uidics are integrated
with cell culturing [135, 136, 137, 138]. The goal is to be able to culture cells in an environment
which is su�ciently similar to the in vivo counterpart. For this application, nutrients are trans-
ported to the cells via vascular-like channel systems, which is distributed in all three dimensions.
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Within that �eld, the smallest features printed in a hydrogel so far is 18 µm � 20 µm [139], however
perfusability of those structures were not presented.

Although the intended use and optimisation of the printer was for a completely di�erent �eld
of research, the resulting hydrogel properties proved to be suitable for ultrasound experimentation
as well, due to the acoustic properties being very similar to many types of tissue.

5.2.1 The 3D printer

As previously described, the SLA printer projects a full image of the current layer of the 3D model
at a time. A 365 nm LED light source was used, emitting light at an intensity of 20 mW/cm2

measured at the printing position. The light is expanded and focused through a series of optical
components. Each layer image is a one-to-one projection of a digital image generated on a DMD
(DLP9500UV, Texas Instruments, TX; part of a V-9501 UV SuperSpeed Digital Light Processing
module, Vialux) with a centre-to-centre pixel spacing of 10.8 µm in both lateral dimensions. Thus,
there will inherently be a physical mapping of the targeted phantom design layers onto a square grid
of 10.8 µm spacing. The DMD consists of 1920 by 1080 micro-mirrors, resulting in a printer �eld of
view of 20.736 mm by 11.664 mm. The layer images of the phantom shapes were created to match
the DMD pixel pitch using a MATLAB (MathWorks, MA) script with a layer thickness of 20 µm.
The phantoms were printed on 22 Ö 22 Ö 0.40 mm3 cover glasses (MEN-ZDA022022A4E0, Men-
zel Gl�aser, DE) pretreated with (3-glycidyloxypropyl)trimethoxysilane (440167, Sigma-Aldrich) to
enhance the adhesion to the printed poly(ethylene glycol) diacrylate (PEGDA). The illumination
system homogeneity has been tested by illuminating a charge coupled device (CCD) to determine
the light intensities across the printer FOV. The intensity map showed a not perfectly centred,
radially decaying intensity. The map was then used to correct the system, by modifying the illu-
mination time on an individual micro-mirrors basis, to match the resulting doses across the printer
FOV.

The resulting printed structures are not in equilibrium with water directly after printing, but
will swell slightly when subsequently transferred to water. Previous work showed that after four
hours, the printed structure reaches its equilibrium swelling [131]. It is important to note that the
part of the print which is �xated on the cover glass is not free to swell. This will initially induce
stress in the print, and bending of the phantom, as the phantom layers will be gradually more
free to swell the further they are away from the cover glass. It is important to remove the print
from the cover glass post printing, as the stress induced bending might be frozen into the printed
structure if the print remains on the cover glass for too long. This can be seen in Appendix J.3.1.

5.2.2 Resin composition

The printing resin consists of three parts: an aqueous pre-polymer solution, a photo-initiator, and
a photo-absorber. The pre-polymer will polymerise to form a solid when locally initiated by the
light activated photo-initiator. The choice of pre-polymer, photo-initiator, and photo-absorber,
along with their respective concentrations is an optimization problem which is in part dictated
by the choice of printer components, as well as the requirements for the printed structures. This
optimization was conducted previously in [131], with the purpose of printing cell culture chips.

The pre-polymer of the resin is poly(ethylene glycol) diacrylate (PEGDA). The chemical struc-
ture of the monomer is sketched on the left in Figure 5.4(a), in which the central back bone is a
OC2H4 region repeating n times, and an acrylate group at both ends. PEGDA can be acquired in
di�erent molecular weights (MWs). The one used during this project has a MW of 700 g/mol, a
density of 1.12 g/ml, and a melting point between 12°C and 17°C, with the range of temperatures
likely being a consequence of PEGDA having a distribution of MWs, in this case with an aver-
age of 700 g/mol. Based on the constituent atomic weights, it can be calculated that on average
n = 13, making the actual chemical �ve times longer on average when the backbone is stretched
out, compared to the illustrated structure with n = 1. However, all the single-bonded carbon (C)
atoms are sp3 hybridized, meaning there is free rotation about the C-C bond, as there is about the
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(a) PEGDA - poly(ethylene glycol) diacrylate

(b) LAP - lithium phenyl-2,4,6-trimethylbenzoylphosphinate

(c) QY - quinoline yellow

Figure 5.4: Sketch of the chemical structure of the lithium phenyl-2,4,6-trimethylbenzoylphosphinate
photo-initiator molecule (b) and the quinoline yellow photo-absorber (c).

C-O bonds. As a consequence it is entropically favourable for the monomer to curl up in a more
spherical structure.

The photo-initiator used is lithium phenyl-2,4,6-trimethylbenzoylphosphinate (LAP). The chem-
ical structure is sketched in Figure 5.4(b). When activated by light at a suitable wavelength, the
molecule splits to create two molecules, each with a free radical, seen as the black dots to the
right in Figure 5.4(b). The reactivity of the two free radicals is di�erent, with the phosphinate-
containing group being more reactive. The initiator is then able to bind to either of the acrylate
groups, by breaking the double bond at the end. The initiator will bind to the outermost C atom
of the acrylate group, breaking the double bond at the end of the PEGDA molecule. In doing
so, the other C of the double bond becomes a new free radical. The initiator always binds to the
outermost C atom as the other carbon atom forms a more stable free radical due to more carbon
substituents. The new free radical is seen as the black dots in the polymer network to the right
in Figure 5.4(a). This free radical can then break the double bond of another acrylate group in
the solution, essentially starting a chain reaction. This will continue until terminated by another
radical binding to the free radical of the acrylate group, thereby stopping the chain reaction. The
terminating radical may either be located on an activated photo-initiator molecule or on another
growing polymer chain. For the polymerisation to be characterised as a polymer network, it will
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Figure 5.5: Light intensity against depth for two (arbitrary) di�erent attenuation coe�cients. d1 and d2

mark the depths, at which the light dose (intensity times exposure duration) has decreased to the threshold
of resin solidi�cation, marked by the grey horizontal dotted line.

require that the monomers can be cross-linked in at least three sites each; any less, and it would
simply be a single polymer string. In the case of the PEGDA network, each monomer contains
two double bonds which can each result in cross-linking to two other monomers, for a total of four
cross-linking sites per monomer.

The PEG groups, marked by the parentheses in Figure 5.4(a) are hydrophilic groups, which
attract and bind water. As the printing resin is aqueous, water is present during the printing
process and will be bound in the structure immediately, making the printed structure a hydrogel.
The prints will contain �75 wt% water thereby making it resemble many types of tissue in terms
of the water content [140].

The photo-absorber used is quinoline yellow (QY). The chemical structure is sketched in Fig-
ure 5.4(c), where it can be seen that it contains one or two sulfonate groups, which might be at
di�erent positions of the main C molecule skeleton. To understand the reasoning for using it, one
needs to understand that light in a medium is attenuated according to Lambert-Beers law

I = I 0 e� � d ; (5.1)

where I 0 is the initial intensity, � is the attenuation coe�cient, and d is the depth at which the
intensity, I , is measured. Figure 5.5 shows two examples of the exponential decay of the light
intensity in two di�erent media with di�erent � . The pre-polymer reaction initiated by the photo-
initiator will need a certain dose (intensity times the exposure duration) of light to solidify (reach
its gel point). Thus, illumination of the polymer will only cross-link the polymer until a certain
depth. In Figure 5.5 this is marked by d1 and d2 for the two curves corresponding to di�erent
levels of attenuation. While the interlayer movement of the stage sets a lower limit on the vertical
resolution, the light dose may be su�ciently large to induce further solidi�cation in previously
exposed layers, as illustrated in Figure 5.6(a).

The aqueous solution of pre-polymer and photo-initiator has little attenuation, so light will
propagate far into the resin before being absorbed. Addition of a highly absorbent photo-absorber
allows to limit the propagation depth, thereby setting the depth resolution. A light absorber will
modify � of the solution according to

� = � c; (5.2)

where � is the extinction coe�cient, and c the concentration of the photo-absorber. Thus, � can
be modi�ed by the type and concentration of the added photo-absorber from a slowly attenuating
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(a) Too little attenuation (b) Too much attenuation (c) Ideal attenuation

Figure 5.6: Sketches of the cross-linking depth for di�erent levels of attenuation. The yellow squares are
previously exposed voxels, and the grey squares are the voxels which are to be exposed in the new layer.
The dashed lines mark the depth of the threshold dose. (a) has too little attenuation, and previous layers
are re-exposed. (b) has too much attenuation, and the newly exposed layer is unable to cross-link with
the structures in the previous layer. (c) has su�cient attenuation, with only a minimum overlap in the
exposed region to the previous cross-linked structures.

medium such as water, exempli�ed by the solid curve and d1 in Figure 5.5, to a higher attenuating
medium exempli�ed by the dashed curve and d2. If � becomes too large, the polymer will not
cross-link su�ciently deep to chemically bond to the overlaying structures in the previous layer,
as illustrated in Figure 5.6(b). Thus, the choice of photo-absorber and concentration must be
matched to get a slight overlap between the newly exposed regions, and the previously printed
structures, as shown in Figure 5.6(c).

The optimized concentrations of each component were established in previous work [131]: �200
mg/ml, or �20% (w/v) of PEGDA, 5 mg/ml, or 0.5% (w/v) of LAP, and 12 mg/ml, or 1.2% (w/v)
of QY, all dissolved in water. The photo-initiator LAP is chosen for its water solubility and its
absorption spectrum which matches the light source used. The photo-absorber QY is also chosen for
its water solubility in addition to its high extinction coe�cient at the wavelength used. Absorption
spectra for both can be seen in [131]. These concentrations have been optimized for using a layer
exposure time of three seconds which is su�cient to facilitate cross-linking of the pre-polymers in
the resin to previously printed layers. At this layer exposure time, the overlap between printed
layers is approximately 10 µm. However, the printed structures are not completely saturated in
terms of cross-linking at this layer exposure time, and a change in the exposure will modify the
amount of cross binding.

The resulting printed structures have a Young’s modulus of �1 MPa. This is low compared to
prints in PLA and ABS through FDM, which both have a Young’s moduli on the order of hundreds
of MPa [141, 142], and the hydrogel phantoms are therefore in this context considered consisting
of soft materials.

The structure of the printed polymer network is fairly open. This is a utilized property given
the intended use of the network as a di�usion open structure, capable of delivering nutrients to
cells. This is also visible to the naked eye over time after printing. Right after the print is �nished,
the hydrogel contains a signi�cant amount of QY, making the print yellow as seen in Figure 5.7(a).
The water is clear because it has just been exchanged. The sample is 2 mm thick. After 30
minutes, a signi�cant amount of QY has di�used out through the hydrogel polymer network into
the surrounding water, making the water yellow as seen in Figure 5.7(b). After having exchanged
the water a few times over a few days, the QY has e�ectively been washed out of the hydrogel
sample, as seen in Figure 5.7(c). Although not visible, the extra PEGDA monomers left inside
the print, for instance in a printed cavity, are expected to di�use out in a similar manner. As
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(a) Hydrogel in clean water (b) Hydrogel in water after 30 min-
utes

(c) Hydrogel in clean water after a
few days

Figure 5.7: QY di�uses out through the hydrogel network over time. (a) shows how the yellow QY
is initially trapped in the hydrogel sample right after the print. The water is clear because it has just
been exchanged. (b) shows the same hydrogel 30 minutes later. A signi�cant amount of QY has di�used
out of the hydrogel sample into the water. (c) shows the same hydrogel sample after the water has been
exchanged multiple times over a couple of days. Most of the QY is now gone.

a consequence of the folding nature of organic molecules into spherical structures, the radius of
a molecule can generally be assumed to scale with the cube root of the molecular weight of the
molecule, corresponding weight being proportional to volume which in turn scales with the radius
cubed [143]. The molecular weight of QY is between 352 g/mol and 432 g/mol, depending on
whether it has one or two sulfonate groups attached. So the size di�erence between the PEGDA
monomer and QY will not be large. In fact, the radius of the PEGDA molecule will only be a
factor of 1.26 or 1.17 larger than the QY molecules with one and two sulfonate groups respectively.

The printed structures need to be stored in water. If left in air, the water in the hydrogel will
start evaporating. Due to the bottom-up method of printing, the printed layers will gradually be
pulled out of the printer resin as more layers are added. For very tall prints, the samples will
eventually dry out during printing, as the printed layers which are exposed to air will dehydrate.
The consequence might be bending of the prints, resulting in misalignment of the subsequent layers.
This e�ectively sets a limit as to how tall prints can be made. The limit depends on the used layer
exposure time, since a larger exposure time will result in a longer total print time. The prints made
in this project are both signi�cantly larger than the typical prints being made with the printer,
with some of the prints also having signi�cantly larger doses. The majority of the prints during
this project were 11.66 mm tall with a three second layer exposure time utilizing the full print
area, and printed consistently without failure. Other lateral geometries printed just as tall with
small openings between print regions have been made with interlayer exposure times as high as 23
seconds. For the largest exposure, the prints would occasionally start failing.

5.3 Chapter summary
In this chapter, the stereolithography 3D printing technique has been presented, along with the
printer components, and the optimised resin formula. The printed structures are hydrogels with a
water content of �75 %, which is desirable for ultrasound imaging, since that water content matches
that of many di�erent tissues in the human body. It was also demonstrated how the hydrogel
structures are di�usion open to water, and even remaining unpolymerised resin components, which
means that the unpolymerised remains left inside printed cavities, will be washed out by water
over time. It has been shown in this project that prints can systematically be printed 11.66 mm
tall. This is not the limit, but suitable for use in SRUS.

In the chapters to follow, the PEGDA based hydrogel is characterised speci�cally focusing
on properties relevant for ultrasound experimentation, before some examples of optimisation and
general uses of the hydrogel phantoms are presented. In addition, a number of other observed
features and issues with the hydrogel printing are presented in Appendix J.3.
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CHAPTER6

Hydrogel material characterisation

This chapter describes the material properties of the printed PEGDA hydrogels. With the goal being
to mimic vascular structures in terms of scale and complexity to develop ultrasound techniques with
a supposed resolution of only a few micrometers, it would be critical to know and compensate for
any systematic geometrical deviations in the printed structures relative to the designed structures.
Furthermore, it is important to have an understanding of the acoustic properties when using the
phantoms for ultrasound experimentation. This chapter is in part based on Paper B, Paper G, and
Paper I.

6.1 Hydrogel structural properties
Whenever a new phantom type or fabrication method is introduced, it is important that it is
characterised in detail in terms of the relevant parameters. For SRUS where the purpose is to
mimic vascular structures much smaller than the resolution of conventional ultrasound techniques
the precision and accuracy are arguably some of the most important parameters. Given the
intended use for the SLA printer, the resin component and printer optimization had focused on the
bio-compatibility and network porosity of the hydrogel, as well as the the obtainable resolution of
features. Typical sizes of the cell culture models are close to 5 mm, which means that accuracy and
precision across the entire printer �eld of view had not previously been investigated. Conversely,
conventional ultrasound phantoms are typically several centimetres in all dimensions, so the printed
phantoms would in general employ the full printer �eld of view, obtaining lateral dimensions of
�21 � 12 mm2.

In addition to the printer precision and accuracy, the acoustic parameters of the materials used
are always very important when working with ultrasound phantoms. The early experiments we
did showed us empirically that it is possible to manipulate the acoustic impedance of the printed
hydrogel material. Figure 6.1 shows a B-mode image of three scatterers of di�erent sizes, printed
using di�erent parameters. The two white arrows point to cavity markers, which simply consists
of a region of unexposed, unpolymerised voxels. The red arrow points to a solid marker. The solid
marker was created by providing additional layer exposure time to an already exposed hydrogel
region, in this case an additional 20 seconds. The left and right markers were designed to be
240 Ö 240 Ö 240 µm3, and the central marker was designed to be 400 Ö 400 Ö 400 µm3. As
presented in Section 5.2.2 the unpolymerised resin in the printed cavities will be washed out over
time and replaced by water since the hydrogel is di�usion open to water and PEGDA monomers
and QY. The phantom was imaged at 15 MHz using a BK Medical "Hockey Stick" X18L5s probe
and a BK 5000 experimental scanner. The high frequency leads to high resolution of the B-mode
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Figure 6.1: B-mode image of scatterers created with di�erent methods of di�erent sizes. The two white
arrows point to cavity markers. The red arrow points to a solid marker.

image, which results in each scatterer being represented by two re
ections, one at the top of the
scatterer, and one at the bottom. This will be discussed further in Chapter 7. The solid marker
is separable from the background, although with a 28 dB lower intensity compared to the hollow
markers.

For the majority of phantoms printed including the one imaged in Figure 6.1, the interlayer
exposure in the bulk of the phantom was set to the default optimised exposure of three seconds,
in the following referred to as the base exposure. Thus the material properties should be constant
across most of a phantom. While the three second exposure time is su�cient to facilitate cross-
linking of the pre-polymers in the resin to previously printed layers, the printed structures are not
completely saturated in terms of cross-linking at this exposure time, and a change in the dose will
modify the amount of cross-linking. The solid marker in Figure 6.1 shows that the additional dose
leads to a change in acoustic impedance. Therefore it would be interesting to test the e�ect of
changing the dose, if any, on the acoustic impedance. However, the e�ect on structural properties,
such as the printer precision and accuracy might also be a�ect by changing the dose.

6.2 Hydrogel swelling

The hydrogel material was known to swell post-printing, but the exact amount of swelling was
unknown and might depend on the exposure dose.

6.2.1 Swelling uniformity

First of all, it is important to know whether the swelling is isotropic, or whether it is di�erent
along the di�erent print-axes. This could potentially be an e�ect of the anisotropic voxel.

Experimental procedure

The phantom swelling was originally investigated during development of SRUS calibration phan-
toms. The use of these phantoms are presented in Chapter 7. The foundation for the work presented
there is a phantom containing eight randomly placed scatterers. The designed outer dimensions of
the phantom is 20.736 � 11.664 � 11.660 mm3 with each scatterer being 205 � 205 � 200 µm3.
The designed layout is shown in Figure 6.2, in which the blue points represents the randomly
placed scatterers. Separate droplines lead from the points out along the y-axis and along the
z-axis respectively, and are included to aid the 3D perception of the scatterer placements. The
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Figure 6.2: The designed layout of the scatterers within the � 20:7 � 11:7 � 11:7 mm3 phantom. The
blue points are the randomly placed scatterers. The droplines are included to aid the 3D perception of the
scatterer placement. The red points mark the scatterer positions collapsed into the x-y-plane near the top
surface, and the turquoise points mark the scatterer positions collapsed into the x-z-plane near the side
surface.

droplines end up 1 mm from the respective surfaces in the collapsed x-y-plane version (red) and
the collapsed x-z-plane version (turquoise) of the scatterers.

The accuracy of the phantom fabrication method should be veri�ed by another characterisation
method before being used to calibrate ultrasound techniques. Although the printer speci�cations
have been presented, they only specify the lower limit of the attainable feature sizes and accuracies.
Furthermore, the phantom expansion due to post-printing swelling needs to be determined to
compensate the designed feature sizes before using the phantom as a calibration tool. Optical
characterisation using an optical microscope can be used to locate phantom features with high
precision. Unfortunately, the printed hydrogel scatters light, rendering it impossible to use the
phantom containing the eight randomly placed scatterers, since these are placed too far inside
the phantom. Instead, the same coordinates were used to make two new phantoms, in which the
coordinates were collapsed either into the x-y-plane and placed near the top of the phantom, as seen
as the red points in Figure 6.2 and in the overviews in Figure 6.3, or into the x-z-plane and placed
near the side of the phantom, as seen as the turquoise points in Figure 6.2 and in the overviews
in Figure 6.4. The scatterers were placed 1 mm from the surfaces in both cases. By placing them
near the surfaces, the light scattering is minimised and the scatterers become clearly visible in the
optical microscope. Each scatterer was physically moved into a de�ned centre point in the optical
�eld of view using an X-Y microscope stage with integrated linear encoders for accurate readout
of the actual position. This procedure circumvents possible measurement errors due to distortions
in the optical components. The measurements were performed using a Zeiss LSM 700 upright
microscope with a Zeiss 130x85 PIEZO stage having a positioning reproducibility of �0.6 µm.
The positioning accuracy of the procedure was assessed by repeatedly locating the same scatterer.
The position was found with a standard deviation of 1.3 µm along both the x-axis and the y-axis
(n = 50).

To estimate the swelling, the design distances of the phantom model can be correlated to
the optically measured distances. The analysis procedure is sketched in Figure 6.5. The distance
between all scatterers can be determined from the individual scatterer positions, and the correlation
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(a) Phantom layout

(b) x-z-plane (c) y-z-plane (d) x-y-plane

Figure 6.3: Scatterer phantom 1 for validation in optical microscope. The scatterer positions in this
phantom is based on the the blue scatterers in Figure 6.2 being collapsed into the x-y-plane 1 mm from
the top surface of the phantom.
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(a) Phantom layout

(b) x-z-plane (c) y-z-plane (d) x-y-plane

Figure 6.4: Scatterer phantom 1 for validation in optical microscope. The scatterer positions in this
phantom is based on the the blue scatterers in Figure 6.2 being collapsed into the x-z-plane 1 mm from
the side surface of the phantom.
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Figure 6.5: Sketch of the procedure to determine the accuracy of the printed phantoms. The black
squares represent printed scatterers. The distances between scatterers are determined, and a correlation
between the measured distances and the designed distances is made. The slope of the correlation will be
the expansion factor post-printing.

Table 6.1: Summary of the variables and their data types used in the optical correlation analysis.

Predictors Sample values Variable type Description

Optical distance [mm] 4.041, 1.950,..., 8.189 Numerical values
The response variable,
measured by optical microscope

Design distance [mm] 3.973, 1.927,..., 8.087 Numerical values
The designed distance between
points Fixed factor

Plane XY, XZ Fixed factor The cross-plane investigated

Phantom 1, 2, 3, 4 Random factor The phantom group

should be linear. The slope of the correlation is the factor by which the printed structure has
expanded relative to the design. If the printed structures are a perfect replication of the design,
the correlation will be a linear relationship with a slope of 1.

Results

Two replicates of each of the two projected-scatterer phantoms for optical validation were made
using the base exposure. Each scatterer was located using the optical microscope and the trans-
lation stage coordinates of each scatterer was determined. Subsequently, the scatterer coordinates
were used to determine the distance between the scatterers. The correlation between the optically
measured distances and the designed distances can be seen in Figure 6.6. In addition to analysing
the direct correlation between measured distances and design distances, it was also investigated
whether there was any di�erence between the two sets of cross-planes (x-y and x-z), which could
potentially be explained by the anisotropic voxels. The di�erent phantoms were also modelled as
a random factor, to test and compensate for print-to-print variability. The combination of �xed
and random factors makes the �tted model a linear mixed e�ects model. Such a model can be
analysed using the lmerTest package [144] in R [145]. A summary of the data types and the factors
included in the analysis can be seen in Table 6.1. The initial mixed e�ects model is given as

Yi = � + � (Planei ) + (� 1 + � 2(Planei )) xdesign ;i

+ c(Phantomi ) + � i ; (6.1)

where Yi is the optically measured distances, � is the overall intercept, � (Planei ) is an intercept
addition due to the Plane factor, � 1 is the average slope of the model, � 2(Planei ) is a plane
dependent correction to the slope, c(Phantomi ) � N (0; � 2

Phantom ) is a random o�set from phantom
to phantom, and � i � N (0; � 2) is the residual error, with N (�; � 2) being a normal distribution
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Figure 6.6: Correlation between the distance between the designed scatterer positions and the distances
measured using an optical microscope. The black line is the �nal reduced model seen in Eq. (6.2).

Table 6.2: Model parameter estimates of the �nal reduced model including con�dence intervals of corre-
lation between optical measurements and design distances.

Predictors Estimate 2.5% 97.5% p-value

Fixed e�ects

Intercept [mm] 0.023 0.005 0.042 0.0136
� 1 (slope) 1.026 1.022 1.030 < 0.0001

Residual error

� [µm] 36.6

with mean � and standard deviation � , all for the i th response. All c(Phantomi )’s and � i ’s are
independent.

The model reduction was conducted by removing only a single term at a time, based on a 5%
level of signi�cance. Neither the random e�ect of the individual phantoms (c(Phantomi )), nor the
Plane dependent intercept addition (� (Planei )), nor the Plane dependent slope (� 2(Planei )) were
signi�cant at 5%. Thereby the model reduction converged at the �nal model

Yi = � + � 1 � xdesign ;i + � i : (6.2)

The model coe�cients and con�dence intervals of the reduced model can be seen in Table 6.2.
The analysis shows that the phantom swelling is isotropic, since there was no e�ect of the Plane

factor. There was no signi�cant di�erence between the four test phantoms, indicating good print
repeatability. The parameter estimate of � 1 indicates that the phantom expands by approximately
2.6% along all dimensions. The residual standard error of the model is 36.6 µm. Model diagnostics
showed that the residuals appeared to be normally distributed. Thereby, the model is a good
describer for the phantom expansion. The overall good correlation of all points to the straight
line indicate that the expansion is uniform and isotropic in the investigated region of the print
area. The analysis showed a signi�cant intercept of 23 µm, which was unexpected. Given that the
intercept lies outside of the data range of interest, it has not been analysed any further. It is worth
noting that the con�dence interval for the intercept varies from less than a single voxel width, to
four voxel widths.
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(a) Tall sample geometry (b) Flat sample geometry

Figure 6.7: Sketch of the test sample geometries. The geometry shown in (a) was used for testing the
hydrogel swelling, density, cross-linking density, and the speed of sound. The geometry in (b) was used
for testing the acoustic attenuation. The arrows indicate the intended direction of sound, relative to the
sample geometries.

6.2.2 Swelling at di�erent printing doses

Experimental procedure

In the following, it is assumed that the swelling is isotropic regardless of the dose. To test whether
the expansion changed with dose, a number of samples were made with interlayer exposure times
from 2 seconds to 23 seconds, which spans the full range of exposure times that have been used
throughout this project. It should be noted that this range of exposure times far exceeds the
interlayer exposure times that had previously been used for cell culture chips, which was typically
only in the range of 2 seconds to 8 seconds. Initially, the sample geometry in Figure 6.7(a) was
used, primarily to increase the number of test samples per print. The arrow shows the intended
sound propagation direction. The samples were all designed to be 5 mm wide. With the 2.6%
expansion for a 3 second interlayer exposure, the sample width would be expected to become
5.13 mm. Each sample was then mounted in a custom 3D printed hydrogel holder allowing it to
be submerged in water during optical measurement. The 3D printed holder design can be seen in
Appendix H.3. The �nal dimensions of the print were then determined using the same Zeiss LSM
700 upright microscope with a Zeiss 130x85 PIEZO stage as for the optical characterisation of the
scatterer phantom. This time, each edge of the phantom was moved into a de�ned centre point in
the optical �eld of view using the X-Y stage, and the position was read out.

Results

A total of 25 hydrogel samples were 3D printed, using twelve di�erent doses, spanning the layer
exposure time range of 2 seconds to 23 seconds. In addition to the exposure time range speci�ed,
an interlayer exposure time of one second was also used, however, this was not su�cient to facilitate
interlayer cross-binding, rendering it impossible to make one-second-samples for testing. An image
of a 3 second layer exposure time sample can be seen in Figure 6.8(a). Two or three samples were
made using each dose. The resulting measured sample thicknesses and corresponding swelling
percentages are presented in Figure 6.9. The dashed lines in the �gure represents the measured
swelling based on the data from Figure 6.6 in the previous section. The data shows that the
swelling is not constant with dose, and increases beyond 6% in the layer exposure time range from
9 seconds to 17 seconds, before decreasing again for higher exposure times. The data from the
previous section aligns well with these data points.
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(a) 3 second exposure time sample - 20% PEGDA (b) 3 second exposure time sample - 100% PEGDA

Figure 6.8: Images of test samples. (a) is a 20% PEGDA sample and (b) is a 100% PEGDA sample.
The di�erence in colour stems from di�erent types of absorber used. Note that the surfaces on the sides
appear more rough than those on the top.

Figure 6.9: Measured thickness and swelling percentage of hydrogel samples designed to be 5000µm
against interlayer exposure time. The dashed lines represent the used dose and determined swelling from
Section 6.2.1.
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6.3 Hydrogel density
Experimental procedure

The amount of cross-linking might have an e�ect on the density of the material. The density was
determined using the Archimedes principle, which states that

� sample =
wsample,dry

wsample,dry � wsample,submerged
� 
uid ; (6.3)

where � sample is the density of the sample, wsample,dry is the weight of the sample when measured
in air, wsample,submerged is the apparent weight of the sample when submerged in a liquid, and � 
uid

is the density of the 
uid which the sample was submerged into. The same hydrogel samples which
were used to determine the swelling at di�erent doses can be used to determine the density.

A Mettler Toledo XS105 DualRange scale (Mettler Toledo, Columbus, OH, USA) equipped
with a ML-DNY-43 density kit (Mettler Toledo, Columbus, OH, USA) was used to determine
wsample,dry and wsample,submerged . The scale has a built in function to determine the density of a
sample using the Archimedes principle. Unfortunately, when the hydrogel samples are exposed
to air, the water in the sample will slowly start to evaporate. The rate of evaporation was high
enough that the scale was not consistently able to stabilise due to the loss in weight, rendering it
impossible to use the built in program. Instead, it was simply used as a regular scale, since there
was a clear di�erence in the rate of evaporation, to the initial stabilisation of the scale when the
sample was placed on the scale. Thereby, it was possible to manually read of the weights, both for
the dry weights and the submerged apparent weights.

Aside from the 25 samples used previously, a di�erent print solution was made, which would
allow for direct printing of a 100% PEGDA structure, to be able to determine the PEGDA content
in the hydrogels which were printed from the 20% printed PEGDA resin. The samples were printed
using the same design as the 25 samples, shown in Figure 6.7(a). Since neither the photo-initiator
LAP nor the photo-absorber QY are soluble directly in PEGDA, the photo-initiator Irgacure 819
at 4 mg/mL and the photo-absorber Avobenzone at 1 mg/mL were used instead. An image
of the printed structure can be seen in Figure 6.8(b). Due to the di�erent absorber, the print
is completely clear. This combination of absorber and initiator is more reactive than the 20%
PEGDA resin, revealing some printer system artefacts, namely the \Ghost image", which is an
additional systematic o�set of the printed pattern with a very low dose. This is also seen to a
small degree for the sample in Figure 6.8(b), in which there is no longer any separation between
the two parts in the middle of the sample. A more severe case can be seen in Appendix J.3.2.
The e�ect is simply that more of the PEGDA was polymerised than the 3D model design had
dictated. If the density of the 100% samples vary with dose, the samples a�ected by the \ghost
image" e�ect might be poor representatives of a true printed 100% PEGDA density. Comparison
of the densities of severe \ghost image" samples and less severe \ghost image" samples will reveal
whether the densities are a�ected.

Results

The same 25 hydrogel samples were used to determine the density of the hydrogel with di�erent
doses. The calculated densities can be seen in Figure 6.10. For low doses the density appears to
increase slightly before decreasing again for medium to high doses. The overall average density is
1.045 g/ml, marked as the dashed line.

Three 100% PEGDA samples were printed. The sample shown in Appendix J.3.2 was severely
a�ected by the \ghost image" e�ect, while the other two samples only were slightly a�ected. The
average density and standard deviation was (1:186 � 0:001) g/ml. The small standard deviation
indicates that the density of the 100% samples was una�ected by the \ghost image" e�ect. The
right y-axis in Figure 6.10 shows the percentage of PEGDA in the printed hydrogel samples, from
comparison of the densities to that of the average 100% printed PEGDA sample. The results show
that the printed structures have a slightly larger PEGDA content than the liquid resin, which was a
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Figure 6.10: Calculated density against interlayer exposure time. The right axis shows the (w/v) percent-
age of PEGDA in the printed hydrogel samples, determined from comparison to a 100% printed PEGDA
sample. The dashed line marks the average density.

20% (w/v) PEGDA solution. Although observations indicate that the true starting solution might
actually be 21% PEGDA (see Appendix J.1), the results show a systematically higher concentration
of PEGDA. These higher concentrations of PEGDA likely means that the printing resin is slightly
depleted in PEGDA content during printing, potentially meaning that the PEGDA percentage in
a �nal print could di�er from the bottom of the sample to the top. This will in particular be the
case for layer exposure times right around 5 seconds and 7 seconds. This indicates it might be
important to use fairly large resin volumes when printing to minimise this e�ect.

6.4 Acoustic characterisation
The acoustic parameters are critical when using the hydrogel samples for ultrasound imaging. In
this section the acoustic properties will be evaluated.

6.4.1 Speed of sound
Methods

To determine the acoustical properties at di�erent doses, a custom 3D printed pulse-echo measure-
ment setup was created. The 3D model was made in Autodesk inventor and can be seen in �gure
Figure 6.11.

At each end, the holes are exactly dimensioned to �t the round ultrasound transducers used.
When mounted, the transducers face towards each other. The alignment of the printed model
was tested by twisting the probes within the holes to make small adjustments away from the
model alignment. In all cases, the signal received decreased in amplitude, suggesting that the
printed model is aligned well. The structure in the middle allows for mounting of poly(methyl
methacrylate) (PMMA) sample holders, centring the samples along the ultrasound propagation
path. This design can be used both for transmission measurements, by using one transducer as a
transmitter and the other as a receiver, or for pulse-echo measurements, using a single transducer
as both transmitter and receiver. The setup was used to determine the speed of sound and the
attenuation of the samples. The PMMA holders were designed with holes in front of the hydrogel
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(a) Isometric view of 3D model (b) Cross-sectional view of acoustic setup

Figure 6.11: The acoustic setup. (a) shows an isometric view of the 3D model in Autodesk inventor with
dimensions. (b) shows a cross-sectional view of the setup. The holes at each end are exactly dimensioned
to �t the round ultrasound transducers used, marked T1 and T2. When mounted, the transducers face
towards each other. The structure seen at midway in the isometric view allows for mounting of PMMA
sample holders seen as the white rectangles. Hydrogel samples can be mounted in the middle of the
PMMA holders, centring the samples along the ultrasound propagation path. The PMMA samples are
kept together by a bolt and nut. This design can be used both for transmission measurements, by using
T1 as a transmitter and T2 as a receiver, or for pulse-echo measurements, using T1 as both transmitter
and receiver.

mounting position, to allow the ultrasound beam to propagate through the hydrogel sample without
the beam being transmitted through the PMMA holder. The size of the holes were con�rmed to
be large enough to not in
uence the measurements, by inserting the PMMA holders in the test
setup without any samples present, and comparing the signal to that when no holder is present
in between. No change in the received signal was detected, which con�rmed that the part of the
ultrasound signal which is received by the transducer is una�ected by the PMMA holder.

For the investigation of the speed of sound, the pulse-echo con�guration of the measurement
setup was employed, utilizing only one of the transducers. Some of the ultrasound intensity will
be re
ected at each edge of the hydrogel sample. The time delay between these two re
ections can
be determined by cross-correlation of the received signal with itself and subsequent interpolation.
The time delay between the re
ections can thereby be determined and the speed of sound can be
calculated as

c =
2 d
t

(6.4)

where c is the speed of sound, d is the thickness of the sample, t is the time delay, and the factor
of 2 enters since the sound from the second re
ection travelled back and forth.

Results

The same 25 hydrogel samples which were used to determine the swelling were used for determining
the speeds of sound against interlayer exposure time. Thereby, the sample thickness d was known
accurately for each sample. Two examples of pulse-echo signals from two di�erent samples, each
signal having been averaged over 32 measurements, can be seen in Figure 6.12. One is from a
2 second interlayer exposure time sample and one from a 5 second interlayer exposure time sample.
The x-axis shows time from the signal was transmitted, until it was received. The main elements
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(a) 2 second interlayer exposure time (b) 5 second interlayer exposure time

Figure 6.12: Pulse-echo measurements showing the re
ections at the front and the back interface of the
samples. (a) shows the expected behaviour of a larger re
ection at the front surface and a smaller at the
back surface, consistent with losses due to the front re
ection and attenuation through the sample. (b)
shows an example of how some samples showed the opposite behaviour, with a larger re
ection at the back
interface. The x-axis shows time from the signal was transmitted, until it was received.

of the received signals stems from the two re
ecting interfaces seen as two isolated oscillations in
both graphs. In Figure 6.12(a), the re
ection to the left, stemming from the front interface, is
larger than the re
ection to the right from the back interface. Due to sound attenuation in the
hydrogel material, this is the expected behaviour. The opposite is seen in Figure 6.12(b), where
the re
ection from the back interface is larger than that from the front. This indicates that the
surfaces are not identical. Since the time delay between the re
ections is determined through
cross-correlation of the signal with itself, and the waveforms are largely una�ected, the time delay
estimates are not a�ected by the di�erence in amplitudes. The calculated speeds of sound for the
samples can be seen in Figure 6.13. The dotted line marks the mean speed of sound of all samples,
1561 m/s. The dashed line marks the mean speed of sound excluding the 13 second, 21 second,
and 23 second samples, 1577 m/s. Apart from the 13 second samples which appear as outliers, the
speed of sound of the samples with exposure times from 2 seconds to 19 seconds seem una�ected
by the interlayer exposure time. For the highest interlayer exposure times of 21 seconds and 23
seconds, the speed of sound appears to decrease to between � 1515 m/s to � 1545 m/s. Overall,
these speeds of sound correspond very well to the typical speeds of sound found in tissue shown in
the introductory Chapter 2 Table 2.1.

During experimentation it was noticed that the highest interlayer exposure time samples were
quite brittle, with some 21 second and 23 second samples de-laminating along the printed layers
during handling.

6.4.2 Sound attenuation
Method

By close examination of the images of the samples in Figure 6.8, the sample surfaces on the
sides appear more rough than the top surfaces. Analysis of the acoustic data, some of which was
presented in Figure 6.12, showed that the roughness on the sides is not necessarily consistent from
print to print as the amplitude of the re
ections varied between prints. This was also the case for
samples printed at the same dose. The data also showed that the surfaces might not be identical,
since the re
ection from the back surface of the samples was sometimes larger than that at the
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Figure 6.13: Calculated speed of sound against interlayer exposure time. All values are compensated for
the measured thickness from Section 6.2.2.

front. While this was not a problem with the applied method to determine the speed of sound, the
estimation of attenuation is based on the assumption that the surfaces of the samples are perfectly
identical across all di�erent thickness samples. Therefore, due to the roughness of the side sample
surfaces, these samples would not be usable for attenuation measurements. Instead, the sample
geometry seen in Figure 6.7(b) was used, in which the sound propagation direction is intended to
be vertical. The bene�t is that the top and bottom surfaces of the printed structures are physically
de�ned in the printing process, with one being de�ned by the bottom of the vat, and the other
de�ned by the cover glass surface. Therefore, these surfaces are expected to be more uniform, and
suitable for measurements of attenuation.

To determine the attenuation, the acoustic measurement setup was used in the transmission
con�guration, with one transducer transmitting and one transducer receiving. If a pure hydrogel
sample should be mounted, it would need to be removed from the glass slide it was printed on,
which is impossible to do without modifying the bottom surface of the sample. Any deviation
from a perfect 
at sample would in
uence the attenuation measurements similarly to the native
roughness on the side surfaces and would therefore be a problem. Instead, four samples of di�erent
thicknesses at each of the investigated doses were printed. The used thicknesses were 3 mm,
4 mm, 5 mm, and 6 mm. The print interlayer exposure times do not match exactly with the
previous samples, since this print geometry was more time consuming from a manufacturing point
of view, resulting in prioritising of the exposure time selection. However, the chosen interlayer
exposure times span roughly the same range, namely from 3 seconds to 20 seconds. Higher doses
were tested, but the di�erent geometry utilizing the full print area unfortunately only allowed for
interlayer exposure times up to 20 seconds to be printed, with higher exposure times resulting
in insu�cient interlayer cross-binding, resulting in systematic print failure, similarly to the high
exposure time samples of the narrow sample geometry used for speed of sound testing.

The successful samples were mounted such that the ultrasound is transmitted through the
hydrogel and the glass slide before it is received by the second transducer. By keeping the samples
on the glass slide, the interfaces are kept equal between samples. Since the samples are of di�erent
thicknesses, the amplitude of the transmitted signal can be �tted across the four samples for each
frequency, which eliminates the e�ect of the glass slide and surface re
ections, with the �tted e�ect
being the sound attenuation. This is done in the frequency domain. The attenuation spectra can
subsequently be �tted as a power-law model as � = a � f b, where f is the ultrasound frequency in
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(a) Time domain (b) Frequency domain

Figure 6.14: Received signal after ultrasound transmission through the hydrogel samples for four di�erent
samples printed with an interlayer exposure time of 3 seconds. (a) shows the time domain signal. The
x-axis shows time from the signal was transmitted, until it was received. The small inset shows how the
amplitude decays, and a time shift is introduced for increasing sample thicknesses. (b) shows the frequency
domain of the same data. The attenuation �tted across the four thicknesses in the frequency domain.

megahertz, a is the attenuation coe�cient at 1 MHz and b describes the degree of non-linearity of
the dependence on frequency [146].

The probing signal was unipolar wideband ultrasound pulse, transmitted and received by two
identical ultrasound transducers.

Results

The transmission signals for the four di�erent thickness samples of the 3 second interlayer exposure
time can be seen in Figure 6.14. The twofold e�ect of samples of di�erent thicknesses can be seen
in the time domain in Figure 6.14(a). First of all, thicker samples attenuate more of the signal,
which can be seen from the decreasing oscillation amplitude. Second of all, since the speed of
sound in the hydrogels is larger than that of water, the signals from the thicker samples also reach
the receiving transducer faster, seen as the o�set of the curves. The frequency spectrum of each of
the transmission signals is seen in Figure 6.14(b). All spectra are very similar, essentially showing
the frequency response of the system. For frequencies above � 9 MHz, the signal is reduced to
the transducer noise 
oor, and the irregular pattern at low frequencies are likely system artefacts.
Therefore only the region between the dashed lines are used for analysis. Careful examination of
the frequency response shows that very small di�erences are seen for the di�erent thickess samples.
The best example is that the slight oscillations of the red curve, which is the thinnest sample,
are only seen on the top of the group of curves, whereas the purple curve, which is the thickest
sample, is trending below for all frequencies. The magnitude for the di�erent samples are �tted
at each frequency against the sample thickness to obtain the attenuation spectrum normalised to
material thickness. This can be seen in Figure 6.15, to which the power-law model was �tted, seen
as the red curve. The black dots show the estimates of the attenuation across the four samples
for each frequency, with the error bars showing the standard error of the attenuation estimate.
The power-law model was weighed by the standard errors squared. Figure 6.15(a) shows the full
obtained spectrum. The values at low and high su�er from large variation, and as a consequence
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(a) Attenuation full frequency range (b) Attenuation limited frequency range

Figure 6.15: Spectra of the �tted attenuation for the di�erent thickness samples printed with an interlayer
exposure time of 7 seconds. The error bars are the standard error of the �tted values. The red curve is
the power-law �t to the data between 2 MHz and 9 MHz. (a) shows the full frequency range of the data.
The standard error and variation in the data are both large outside of 2 MHz to 9 MHz. (b) shows only
the �tted range.

also large standard errors of the attenuation estimates. This is the reason for only �tting the
power-law model between 2 MHz and 9 MHz. Figure 6.15(b) shows the same data and �t, in the
�tted range, in which the overall increasing tendency can be seen.

The similar attenuation spectra for all interlayer exposure times �tted across the di�erent
sample thicknesses can be seen in Figure 6.16. Unfortunately, as is particularly evident for the
zoom-in in Figure 6.16(b), the power-law behaviour is not seen for all samples in general. The
reason for this is unclear, but a possible reason could be that the top surfaces of the prints are
not su�ciently uniform from sample to sample as expected. Despite this, the attenuation, when
normalised by frequency is similar to the values in the tissue types presented in Section 2.1,
spanning 0.6 dB/(MHz cm) to 2.0 dB/(MHz cm). Regardless, the result to not invoke con�dence
in the experimental method, and therefore the power-law �t parameters are not included. The
small di�erences seen in the magnitudes in Figure 6.14(b) suggest that overall larger samples,
and larger di�erences in thicknesses would be ideal. Alternatively, the small di�erences might be
averaged out by using multiple groups of samples at each dose. These solutions can be tested in
the future.

6.4.3 Acoustic impedance

The acoustic impedance can be calculated according to Equation (2.5) as the product between the
density and the speed of sound. Figure 6.17 shows the acoustic impedance based on the measured
density and speed of sound for all 25 samples. Given that both the speed of sound and the density
were fairly constant with interlayer exposure time, the acoustic impedance is as well. The dotted
line marks the average acoustic impedance for all samples, 1:634� 106 kg/(m2 s). The dashed line
marks the mean acoustic impedance excluding the 13 second, 21 second and 23 second samples,
1:649 � 106 kg/(m2 s). Those samples do not seem to follow the tendency, with the 13 second
samples appearing as outliers.

Based on the calculated acoustic impedance, the intensity re
ection coe�cient when the phan-
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(a) Attenuation full frequency range (b) Attenuation limited frequency range

Figure 6.16: Spectra of the �tted attenuation for the di�erent thickness samples for all the doses applied.
The error bars are the standard error of the �tted values. (a) shows the full frequency range of the data.
The standard error and variation in the data are both large outside of 2 MHz to 9 MHz. (b) shows only
the range between 2 MHz and 9 MHz.

Figure 6.17: Calculated acoustic impedance against interlayer exposure time. The dotted line shows
the mean acoustic impedance across all samples. The dashed line shows the mean acoustic impedance
excluding the 13 second, 21 second and 23 second samples.
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tom is submerged in distilled water becomes

R =
�

Zhydrogel � ZWater

Zhydrogel + ZWater

� 2

=
�

1:649� 106 � 1:48� 106

1:649� 106 + 1:48� 106

� 2

= 0:00291: (6.5)

Since the re
ection coe�cient is so small, the amplitude of the transmitted sound waves will be
virtually una�ected, only decreasing by 0.3%.

6.5 Discussion

For the initial optical characterisation of the eight scatterer phantoms, a 36.6 µm residual error
was found for the correlation between the designed distances and those measured using an optical
microscope. This is signi�cantly larger than the position repeatability claimed by the microscope
stage manufacturer and the experimentally validated position repeatability which was tested. A
possible explanation might be that the experiment to determine the position repeatability was made
by locating the same scatterer multiple times. On the other hand, the correlation in Figure 6.6
was made localising many di�erent scatterers. Local distortion of the printed structures might
make the scatterer shapes slightly unequal, resulting in localisation of comparative features (for
instance a speci�c corner) more di�cult between scatterers, than when locating the same feature
on the same scatterer. It should be noted that the model diagnostics showed that the residuals
appeared to be normally distributed, indicating that the model is a good describer for the phantom
expansion.

It is remarkable that although a signi�cant di�erence in swelling is observed, it seemingly
has no e�ect on the speed of sound in the material or on the acoustic impedance. None of the
results presented within this chapter explain where the change in acoustic impedance, that was
demonstrated by the scatterer re
ections in the phantom in the beginning of the chapter, comes
from. There is one big di�erence between the samples tested in this chapter and the printed
scatterers. The samples in this section are large prints with uniform properties, which for instance
means that the entire print can expand similarly. If instead it is only a small local region which
receives a higher dose within a phantom, it will not be able to expand freely if the two doses do not
result in equal swelling. The empirically observed di�erence might thus be a consequence of local
stress around the high dose region. This hypothesis is unfortunately seemingly impossible to test.
The large uniform sample design was chosen as the precision of the estimates of swelling, density,
and speed of sound, all increase with size. Furthermore, in order to cross-correlate ultrasound
re
ections for speed of sound measurements, received signals from the two re
ections need to be
separated. Thus, the sample will need to be larger than the probing pulse length, which was a
problem for samples smaller than 3 mm. As will be presented in Section 7, local dose changes are
in some cases visible in optical microscopes. However, they are not as clear as cavities, and will
therefore be impossible to see within the hydrogel samples due to light scattering in the hydrogel.
If the high dose areas were moved close to the surfaces as was done with the scatterers when testing
the swelling, the stress e�ects would likely change drastically as it would be released to the surface,
making the investigation meaningless. Ultrasound probing of uniform samples while they were
being exposed to an external strain would show whether this actually has an e�ect. However, it is
unclear how one could do that in practice.

The sound attenuation study showed that a di�erent approach will need to be taken. It is likely
that it is not possible to obtain perfectly similar re
ections from each sample. In that case, the
only way to mitigate that challenge will be to make multiple prints and average out the variation
through statistical analysis. It would also be bene�cial to print larger samples. However, even when
a proper understanding of the material attenuation has been obtained, the variation in re
ection
at the surfaces will still be the same, making predictions of the acoustic behaviour di�cult.
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6.6 Chapter summary
To use a printed structure as a phantom will require con�dence in knowledge of the exact location
of the printed features. The hydrogel post-printing swelling was investigated, and it was found
that it is isotropic, expanding by �2.6% in all directions when printed with an interlayer exposure
of 3 seconds. The swelling changes with the dose to more than 6% for exposure times between
9 and 17 seconds. The hydrogel density increases slightly with dose. Although the printer resin
contains 20% PEGDA, the printed structures contain between 21% and 27%, which means the
printer resin will be slightly depleted during printing. The speed of sound appears una�ected
by the dose, with an average speed of sound of 1577 m/s for interlayer exposure times between
2 seconds and 19 seconds. For higher exposure times it decreases to �1530 m/s. Experiments to
determine the sound attenuation was conducted, however, the print surfaces appear to vary too
much in roughness, resulting in a lack of con�dence in the data.
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CHAPTER7

Calibration phantoms for SRUS

This chapter describes the work towards an alternative from the conventional 
ow channel phantoms
for SRUS validation - �xation of sub-wavelength scatterers. The �xated scatterers started simply as
�ducial markers for 
ow phantoms, in order to be able to align the phantom to the ultrasound probe
with micrometer precision. However, it quickly became apparent that they could be utilised directly
for a new type of phantom. The content of this chapter is in part based on Paper B, Paper D,
Paper G and Paper I.

7.1 A new type of phantom for SRUS validation

Conventional phantoms used for SRUS, as those described in Section 2.4.1, consists of tubes which
are supposed to mimic the micro-vasculature of tissue. The methods work as intended, providing
outer boundaries for micro-bubbles. However, most phantom types do not provide a true three-
dimensional structure, and none of them provide any control of positioning of the micro-bubbles
with the precision that the SRUS techniques are supposed to provide.

When we made our �rst 3D printed 
ow phantoms, which was shown right at the start of
this thesis in Section 2.4.2 and which will be discussed further in Chapter 8, we realised the
importance of being able to align the ultrasound probe to the micro-channels. That motivated
the experimentation with �ducial markers, and inclusion of them in subsequent phantoms, which
was mentioned in Section 6.1, and some of which was shown in Figure 6.1. Aligning a 2D image
plane in 3D requires recognizable and visible structures. The structures should able to be �xated
in the phantom, be able to be imaged repeatedly to align the probe to the phantoms with high
precision. It was realised that these same properties would in themselves be ideal for a phantom
for characterisation of SRUS pipelines. That lead to the development of a phantom containing
what had previously been considered �ducial markers, but now without any accompanying micro-
channel. These scatterers would be �xated in the phantom and stable over time, in direct contrast
to conventional 
ow phantoms. It would be possible to conduct multiple experiment separated in
time with the same phantom, and end up with the exact same results, which would be impossible
if one was using micro-bubbles.

The basis for the phantom was the cavity scatterer, since the re
ection from a solid scatterer
was much smaller, as shown in Section 6.1. The cavity scatterer concept is illustrated again in
Figure 7.1 for convenience. In Figure 7.1(a) the yellow region is the illuminated region, ending
up as hydrogel, and the black region is the region which receives no dose, with no cross-linked
polymers. The small yellow squares represent the individual voxels. The sketch is scaled similarly
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(a) Sketch of a cavity scatterer (b) Image of a cavity scatterer

Figure 7.1: The cavity scatterer concept. (a) is a sketch of the cavity, with black indicting an unexposed
region, and yellow indicating printed hydrogel. The small squares frame the voxels, and are matched in size
to (b), a microscope image of a an actual printed scatterer placed at the top of a print. Both scatterers are
designed to be 12 voxels wide. The white arrows mark depths where the acoustic impedance is expected
to change signi�cantly.

to the image in Figure 7.1(b), where the voxel grid is also visible. The scatterers are in both cases
designed to be 12 voxels wide.

Since ultrasound is re
ected at interfaces between media of di�erent acoustical impedances,
such a scatterer will actually re
ect the ultrasound twice as indicated by the white arrows in the
�gure: �rst at the top interface between the hydrogel material and the cavity, and then at the
bottom interface when the sound propagates from the cavity into the hydrogel again. This is
why two re
ections were observed for each cavity in Figure 6.1. In that experiment, the imaging
frequency was 15 MHz, corresponding to a wavelength of �100 µm. If using an imaging frequency
of 3 MHz instead, the wavelength becomes �500 µm, and the scatterer will end up appearing as a
single point target.

Comparing Figure 7.1(a) and Figure 7.1(b) it can be seen that the actual printed structure is
not necessarily a perfect replica of the design. In this case, the printed cavity is actually slightly
larger than the design. A good understanding of what to expect when printing is crucial, making
it important to determine the correlation between the designed dimensions of scatterers, and the
actual printed ones.

7.2 Micro-engineering of the 3D printed scatterers

7.2.1 Concept description
The printer system uses a DMD with a micro-mirror size of 10.8 µm by 10.8 µm. That means that
the ultimate resolution of the system is 10.8 µm. However, it is not possible to optain 10.8 µm
features in practice. The optical components have been implemented such that the light is parallel
and illuminates a 1:1 replication of the DMD in the vat. However, once it reaches the vat, the
light is transmitted through the glass bottom of the vat, and through the liquid resin itself. Once
the resin starts polymerising, it will scatter the light slightly, resulting in feature broadening. This
means that the printed features sizes do not necessarily match perfectly with the design feature
sizes. And the extend of this discrepancy will likely change based on the implemented dose. The
intuitive e�ect will be that a cavity printed with a high dose will become smaller than it was
designed to be, as illustrated in Figure 7.2, and conversely, a cavity printed with a low dose might
not have su�cient cross-linking at the edges, resulting in the cavity becoming larger than it was



7.2. MICRO-ENGINEERING OF THE 3D PRINTED SCATTERERS 93

Figure 7.2: Sketch of feature broadening. The grey region is the desired pattern for illumination, and the
squares represent the 10.8µm by 10.8 µm DMD micro-mirrors. The yellow is the unintented exposure due
to light scattering. This illustrates how a designed cavity will end up becoming smaller than intended due
to light scattering in the transparent vat bottom and the liquid resin, and that a local region of illumination
will result in widening of the printed feature.

designed to be.
As the side length of the scatterers are decreased, this will eventually result in designed cavities

being illuminated and closed in the actual print due to feature broadening. To have a better
understanding of the capabilities of the 3D printer system, it is important to investigate how the
printed features deviate from the design. A correlation between the design and printed features
sizes can then be made, revealing the practical resolution limit of the printer system, and allowing
for compensation of design features to realise the desired feature sizes. Results from our other work
in Paper D [47], based on 2D ultrasound imaging have demonstrated re
ecting scatterers designed
to be 75 µm by 75 µm. In this work, we are looking for the lower limit of scatterer sizes, both
directly in terms of actual printed sizes, but also in terms of the re
ected intensity, by investigating
designed side lengths in the range from 32.4 µm to 129.6 µm.

As was shown empirically in Section 6.1, overexposing a region of hydrogel will also modify
its acoustic impedance. However, the analyses of the acoustic properties presented in Section 6.4
provided no clear indication of what that change in acoustic impedance stems from. The empirical
evidence suggests that there might be other e�ects involved when it is only a local region which
experiences the dose change, perhaps local stress e�ects due to local di�erences in swelling. Building
on this it was considered whether it would be possible to utilize the overexposure in combination
with the cavity scatterers.

Figure 7.3 illustrates the implemented dosing schemes. Figure 7.3(a) shows the regular scat-
terer, which is simply a non-illuminated region surrounded by hydrogel printed using only the base
dose. Figure 7.3(b) implements a single voxel wide overexposure at the edge of the scatterer. Fig-
ure 7.3(c) implements a dose gradient to increase the cross-binding of the hydrogel to a maximum
at the edge of the hollow cavity. The Gradient dose scheme is based on the \Black Silicon" concept
from the silicon micro-fabrication industry [147, 148, 149]. By gradually increasing the dose, the
acoustic impedance could be expected to gradually change similarly, which with a perfect gradient
would result in no re
ection from the gradient region.

These three dosing schemes are implemented in all the tested phantoms. The base dose corre-
sponds to a 3 second interlayer exposure time, and the maximum interlayer exposure time is 23
seconds. For the gradient, the interlayer exposure time is decreased from 23 seconds at the edge of
the cavity by one second for each voxel, reaching the base interlayer exposure time after 20 voxels.

Signal interference for sub-wavelength features

The potential interfaces of the scatterers with changing acoustic impedance which would re
ect
sound are marked by arrows in Figure 7.3. Given that the scatterers in general are designed to be
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(a) Base (b) Single Pixel (c) Gradient

Figure 7.3: Sketch of the di�erent dosing schemes applied in this work. In (a), only the base dose is
used around the cavity. In (b), only a single voxel wide increased dose is used. In (c), a dose gradient
gradually increases the dose from the base dose, up to a maximum at the edge of the cavity. The arrows
mark depths were the acoustic impedance is expected to change signi�cantly.

of sub-wavelength sizes, the two interfaces should not be separable due to the di�raction limit of
the scanner system. The sub-wavelength separation does however mean that the re
ected signal
from the two interfaces might interfere with each other, and depending on the separation, the phase
shift between the two waves will vary. Figure 7.4 illustrates the case of two re
ecting interfaces,
separated by 1 voxel, 4 voxels or 12 voxels. The interface dictates whether interference might
be almost completely constructive, as for small separations, illustrated by a separation of 1 voxel
and 4 voxels, or almost completely destructive, as for 12 voxels. The illustrations are based on a
3 MHz single period sine pulse, propagating in a hydrogel with c = 1577 m/s. The top x-axis is
spatial separation referring to the interface separation, and the bottom x-axis is a temporal axis
referring to the waveforms. The two x-axes correlate 1:2 due to the compensation factor of 2 when
converting temporal re
ection signals to spatial positions in ultrasound, but are aligned to show
the correlation of the scattering source and the re
ected waveform.

Losses are not considered in these illustrations. The re
ection coe�cient at an interface between
water an hydrogel was shown to be only �0.3%, which therefore does not change the transmitted
amplitude signi�cantly. The distances between the interfaces are only of a few micrometer, whereas
the expected magnitude of attenuation is only a few dB per millimeter, and will therefore also only
have a minor in
uence on the amplitude of the transmitted signal. Thus, the waveform transmitted
at the �rst interface will have an almost unaltered amplitude, therefore also resulting a similar
amplitude re
ection at the second interface, making the illustration reasonably representative. The
waveforms are simpli�ed to ideal sinusoidal oscillations to illustrate the interference. In reality,
the transmitted waveforms have also been modi�ed by the transducer impulse response, which in
general makes it less symmetric, therefore also less likely to have any part of the resulting waveform
be completely removed by destructive interference.

For all the dosing schemes, the transitions from hydrogel to the water containing cavity and
back again will result in re
ections. In the case of a 12 voxel wide scatterer, the 12 voxel example
is a reasonable representation. For both the dose gradient and the single pixel overexposure, the
largest cross-linking density will be attained at the edges of the cavity. However, for the single
pixel overexposure, there will also be a sharp di�erence in the amount of cross-linking between the
base dose region and the increased dose, across only a single voxel in the design. This is illustrated
by the 1 voxel example, showing that the signals from the two interfaces will add up to a larger
amplitude than either of the individual re
ections. Of course, due to feature widening, the actual
separation between the interfaces might be closer to that shown for four voxels. However, even
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Figure 7.4: Illustration of interference between re
ected waveforms at two interfaces of a scatterer. The
interface dictates whether interference might be almost completely constructive, as for small separations,
illustrated by a separation of 1 voxel and 4 voxels, or almost completely destructive, as for 12 voxels. The
illustrations are based on a 3 MHz single period sine pulse, propagating in a hydrogel with c = 1577 m/s.
The top x-axis is spatial separation referring to the interface separation, and the bottom x-axis is a
temporal axis referring to the waveforms. The two x-axes correlate 1:2 due to the compensation factor of
2 when converting temporal re
ection signals to spatial positions in ultrasound, but are aligned to show
the correlation of the scattering source and the re
ected waveform.

then, the waveforms constructively interfere for a resulting re
ected waveform of larger amplitude
than the individual re
ections.

Of course, the two re
ections due to the single voxel overexposure is present at both sides of
the cavity, which means the resulting waveform interference might look as in Figure 7.5. The
same parameters were used for the ultrasound waveform. The interference essentially becomes a
mixture of the cases presented in �gure 7.4. \1 voxel/12 voxels" illustrates interference according
to the design structure with only a single voxel of overexposure for a 12 voxel wide scatterer. \4
voxels/10 voxels" is an example more representative of the actual printed scatterer, as will be
presented in the following. The analysis shows that a 12 voxel Single Pixel scatterer on average
will be printed approximately 10 voxels wide due to feature widening, and the overexposure region
optically appears to be widened to approximately 4 voxels.

Test phantom design

In order to test the e�ect of the dosing schemes on the printed cavity size, and the resulting re
ected
intensity, the phantom layout seen in Figure 7.6 was designed. Each black spot is a cavity, and the
black region in the top left corner is used for orientation purposes. The phantom is split laterally
into three regions, one for each of the dosing schemes. Each of the three regions are separated into
four groups of ten scatterers, with each group containing ten di�erent sized scatterers. The shape
of the scatterers is changed between being square and circular. The sidelength or diameter was
changed from three voxels to twelve voxels within each group of ten scatterers. In order to avoid
pairing the shapes with speci�c scatterer sizes, the scatterer positions were permuted by one column
from one group of ten scatterers to the next. Six phantom con�gurations were made in total, one
for each of the six di�erent permutations of the three dosing scheme positions, for a total of 720
scatterers. For the ultrasound intensity experiments, the scatterers were positioned in the middle
of the phantom, and each scatterer was printed 3 mm long to take advantage of integration of signal
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Figure 7.5: Illustration of interference between re
ected waveforms at four interfaces of a Single Pixel
scatterer. The interference pattern becomes a combination of the cases presented in Figure 7.4. \1 voxel/12
voxel" illustrates the design separation of only a single pixel of overexposure at each side of a 12 voxel
wide scatterer. In the following sections, it is shown that the overexposure region appears to widen to
approximately 4 voxels, and the cavity narrows to approximately 10 voxels, illustrated by the \4 voxels/10
voxels" curves. The illustrations are based on a 3 MHz single period sine pulse, propagating in a hydrogel
with c = 1577 m/s. The top x-axis is spatial separation referring to the interface separation, and the
bottom x-axis is a temporal axis referring to the waveforms. The two x-axes correlate 1:2 due to the
compensation factor of 2 when converting temporal re
ection signals to spatial positions in ultrasound,
but are aligned to show the correlation of the scattering source and the re
ected waveform.
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Figure 7.6: The designed phantom layout. The three groups which are separated laterally, are the three
di�erent dosing schemes. The zoom-in shows how each subsection of two rows contains ten di�erent sizes,
with the shape changing between square and circular.
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across the elevation direction. However, as noted in [150], the hydrogel scatters light, rendering it
impossible to image printed features in the middle of a phantom. Instead, six phantoms with the
same scatterer con�gurations were printed, with the scatterers being placed near the surface of the
phantom. This allows for investigating the dimensions of the scatterers using optical microscopes.

These phantom designs allow for analysing the e�ect of many di�erent factors on the actual
printed scatterer size and the resulting re
ected intensity.

For the optical microscope investigation of the printed scatterer size, it is �rst of all possible
to test how the printed size changes with the design size, the shape, and the dosing schemes, and
any interactions between these factors. Permutation of both the dosing scheme and the scatterer
position ensures that they are not confounded with the lateral (column) position of the scatterers
in the phantom. By replicating and permuting the scatterer sizes in the four groups within each
dosing scheme, the same is true for the vertical (row) position of the scatterers in the phantom.
Thereby, it becomes possible to test whether the printer itself contributes with an e�ect on the
scatterer size, depending on the position in the phantom (row, column, both linear and second
order interactions), and remove this e�ect from the analysis of the dependence on design size,
shape and dosing scheme. Finally, since each dose scheme is printed in the same position in two
separate phantoms, it is possible to test whether there is any random variation between the printed
phantoms, which would represent the printer variability, once again, with the purpose of removing
this e�ect from the analysis of the dependence on design size, shape and dosing scheme.

For the ultrasound intensity experiment, the same layout is used, and all of the same e�ects
can be tested. In addition, by measuring each phantom twice, with the phantom being 
ipped
180 degrees in one of the measurement, it is possible to investigate whether the imaging system
provides a uniform ultrasound �eld, or whether this has a linear dependence of the lateral position
in the �eld of view of the ultrasound probe. It is also possible to test for a quadratic e�ect on the
lateral position. However, this will be confounded with the printed position. Thus, in principle it
will not be possible to know whether any quadratic e�ect seen is due to the printer system or the
ultrasound system. However, in combination with the optical analysis of the sizes, it might still be
possible to get an indication of an e�ect.

The number of factors to include and test results in an large model with a lot of factors. It
is important to note that it is primarily the main factors: the correlation to the design size, the
shape, and the dosing scheme, and their respective interactions. Inclusion of all of the other factors
in the analysis allows us to remove the e�ects of these factors, to determine the true underlying
e�ects of the main factors, as well as get some insights into the printing and measurement systems.

The scatterer size range is set to suit 2D imaging, in which the scatterers can be elongated in
the elevation direction, for summation of signal. A similar experiment could be carried out for 3D
imaging characterisation. This would likely require that the scatterer size range is increased, since
it would no longer be possible to bene�t for the poor elevation focus in 2D imaging.

7.2.2 Experimental setup
Optical characterisation setup

A Zeiss Axioskop 40 optical microscope equipped with a 10x magnifying lens was used for optical
characterisation of the side lengths and diameters of the phantoms. The phantoms were submerged
in MQ water to avoid water evaporation from the hydrogel phantoms during inspection. An IDS
UI-3280CP-C-HQ camera on the microscope was used to acquire the images of the individual
scatterers. The size of the images were 2456 x 2054 pixels, with a sensor resolution of 0.3423
µm/pixel at the used magni�cation, corresponding to a total �eld of view of 840 µm x 703 µm.
The images were captured using µManager [151] and subsequently analysed in Fiji [152].

Ultrasound experiment setup

A new experimental setup was built for all the following SRUS experimentation. When aiming to
measure position changes on the order of a few micrometers, vibrations of the measurement setup
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(a) Phantom holder (b) Water tank

Figure 7.7: 3D models of the (a) 3D printed phantom holder �tted for the � 21 � 12 mm2 hydrogel
samples, and (b) water tank of the newly developed SRUS experimental setup, which the phantom holder
�ts into.

Figure 7.8: 3D models of the experimental setup. (a) is the 3D printed phantom holder, which has been
�tted to hold the the � 21� 12 mm2 hydrogel samples in the central position. (b) is the water tank of the
newly developed SRUS experimental setup, which the phantom holder �ts into.

or inadequate �xation of the phantom to the measurement stage will be detrimental. Therefore, a
holder system consisting of phantom holder designed for high precision mounting in a water tank
was designed. The 3D printed holder 3D model can be seen in Figure 7.7(a). It was �tted to
the phantom dimensions enabling mounting of the phantoms on top of an absorbing polyurethane
rubber sheet (Sorbothane, Inc., Kent, Ohio, USA). It only holds the phantom by each corner.
This serves two purposes: It allows for design freedom since the needle from the 
ow controller
can be inserted almost anywhere on the phantom and the cut-outs minimise ultrasound signals
from the holder itself. The arrows allows for systematic mounting of the phantom in the holder,
as well as the holder on the remaining system. The water tank was milled in aluminium, and the
3D model can be seen in Figure 7.7(b). Small recesses designed for mounting tubes from the 
ow
controller were milled out at the top of the water tank walls. Thereby, if too much translation
or rotation of the water is accidentally carried out, the pulling of the tubes will not pull at the
phantoms, which could destroy them, but will only pull at the aluminium water tank. The water
tank was mounted on a 8MR190-2-28 rotation stage (0.01� resolution) combined with a 8MTF-
75LS05 x-y translation stage (0.31 µm resolution) (Standa, Vilnius, Lithuania). To minimize the
e�ect of vibrations, everything was mounted on a Newport PG Series 
oating optical table (Irvine,
California). A sketch of the combined setup can be seen in Figure 7.9. For this experiment, a BK
Medical "Hockey Stick" X18L5s probe was used with a BK 5000 experimental scanner to acquire
the 2D ultrasound images. All images were obtained with an imaging frequency of 15 MHz, and the
�eld of view was set to rectilinear imaging, imaging only that which is directly below the transducer
footprint. The B-mode images used for analysis were averaged over 50 acquired ultrasound B-mode
frames.

7.2.3 Printed scatterer size
Figure 7.10 shows three microscope images of square scatterers designed to have a side length of
12 voxels, or 129.6 µm, one of each of the three dosing schemes: a) Base, b) Gradient, and c)
Single Pixel. More microscope images are included in Appendix J.2. The yellow regions are the
hydrogel, and the black are the scatterer cavities. The images are scaled equally. The square
pattern seen in the hydrogel regions are the individual voxels. The regions of di�erent dose are
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Figure 7.9: Sketch of the experimental ultrasound setup.

visibly distinguishable, with the 20 voxel wide dose gradient in Figure 7.10(c) particularly clear,
seen as a large square surrounding the actual scatterer. It should be noticed that the bright
yellow regions are not in general correlated to the amount of cross-linking since Figure 7.10(a)
shows a bright yellow frame around the cavity, without there being any additional dose, which
looks similar to the bright yellow frame of the Single Pixel cavity. Furthermore, there is a wide
apparently uniform frame for the Gradient cavity, which could be falsely interpreted as the dose
only changing right at the cavity, and 20 voxels away from it, whereas the dose has actually been
changed gradually from the outer edge to the cavity. The optical e�ects might be a stress related
artefact.

The side lengths and diameters were measured for all scatterers across the six phantoms. The
measured side lengths and diameters of all scatterers are presented in Figure 7.11, plotted against
the designed size in terms of voxels. The discrete grouping of the data along the x-axis is due
to the designed size not being completely free, but limited to an integer number of voxels. The
colours group the data into the di�erent dose schemes, and the shapes group the data into the two
di�erent cross-sectional shapes. The solid and dashed lines are the statistical models of the square
and the circular cross sectional scatterers respectively, for the di�erent dosing schemes. With all of
the factors of the phantom design in mind, a lot of information in compounded into the plot. Even
the distribution of the di�erent groups of data points are di�cult to discern, due to the number of
data points. The following �gures o�er alternative perspectives on the same data of the isolated
e�ect of the main factors.

Figure 7.12(a) shows a box-plot of the measured side length against the two di�erent scatterer
shapes. The centre line in each box is the median value, and the lower and upper edge of the boxes
correspond to the 25th and 75th percentile of the data respectively. Each box contains the data
points across all sizes for the two shapes, resulting in the wide extend of the boxes. Even so, the
median o�set between the two shapes indicates that the square scatterers are generally larger than
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(a) Base (b) Single Pixel (c) Gradient

Figure 7.10: Optical microscope images of individual scatterers. The yellow regions are printed hydrogel.
The scatterers were designed to be 129.6µm wide. (a) is Base dosing scheme, (b) is Single pixel, and (c)
is Gradient. The scale bar is common for all images. Additional images, with examples of all sizes, shapes
and dose schemes can be seen in Appendix J.2.

Figure 7.11: Measured side length or diameter against the designed scatterer size. The colours group the
data into the di�erent dose schemes, and the symbols group the data into the two di�erent cross sectional
shapes. The solid and dashed lines are linear �ts to the square and the circular cross sectional scatterers
respectively.
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Table 7.1: Summary of the variables and their data types used in the following analyses. The variables
in the top block are tested both in the scatterer size and scatterer intensity analysis, while the factor in
the bottom block is only applicable in the scatterer intensity analysis. The parenthesis under variable
type indicates whether the factor provides insight about the general scatterer size correlation, the printer
uniformity, or the ultrasound uniformity.

Sample values Variable type Description

Measured size [mm] 28.8, 39.7,..., 153.4 Numerical values
The response variable, optically
measured

Design size [voxels] 3, 4,..., 12
Numerical values
(Phantom)

The designed size of the
scatterer

Shape Square, Circular
Fixed factor
(Phantom)

The three di�erent dosing
schemes

Dosing Scheme
Base, Single Pixel,
Gradient

Fixed factor
(Phantom)

The three di�erent dosing
schemes

Row 1, 2,..., 8
Fixed factor
(Printer )

Row position in the scatterer
grid

PrintColumn -8, -7,..., 8
Fixed factor
(Printer )

Column position in grid
relative to the printer DMD

Phantom 1, 2,..., 6
Random factor
(Printer )

The six di�erent printed
phantoms

Phantom:Flip 1:0, 1:180,..., 6:180
Random factor
(Ultrasound )

Factor checking for random
variation between the B-mode
images

ImageColumn -8, -7,..., 8
Fixed factor
(Ultrasound )

Column position in grid
relative to the ultrasound probe

the circular scatterer.
Figure 7.12(b) shows a box-plot of the measured side length against the three di�erent scatterer

dose schemes. Again, the content of each box is compounded across other factors, such as the
scatterer size, and scatterer shapes. The range of the Base dose scheme is larger than the others,
with a noticeable o�set of the median value to that of the other dosing schemes.

Figure 7.13 shows box-plots of the measured side length or diameter against the designed
scatterer size, separated into the di�erent dose schemes and shapes. Dots mark outlier values,
with outliers being de�ned as measurements further than 1.5 times the ICR away from the nearest
box edge, with ICR being the distance between the 25th and the 75th percentile. All plots are
scaled equally to allow for easy comparison. The box plots provide a good overview of the point
distributions within each group. It can be seen that there is a di�erent slope of correlation between
the data groups for di�erent dose schemes, and slight apparent o�sets depending on the shapes.

The plots show that the actual printed size of the scatterers printed using only the Base dose
are generally larger than those printed with a Single Pixel overexposure, or with the Gradient
overexposure.

Scatterer size statistical analysis

In Section 7.2.1, the factors which could be analysed due to the chosen phantom layout were listed.
A summary of the data types and the factors included in the analysis can be seen in the top
block in Table 7.1. Under variable type is also written whether the factor provides insight about
the general scatterer size correlation or the printer uniformity. Interactions between factors, and
quadratic e�ect of position in the scatterer grid were also investigated.

The full model of all the factors and interactions investigated can be seen in Appendix E.1,
along with model diagnostics and more summarizing plots. The combination of �xed and random
factors makes the �tted model a linear mixed e�ects model. Such a model can be analysed using the
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(a) Measured side length or diameter against shape (b) Measured side length or diameter against dose
scheme

Figure 7.12: Measured side length against (a) against the scatterer shape and (b) against the dose
scheme.

Figure 7.13: Measured side length or diameter against the designed scatterer size. The data is separated
into the dose schemes and shapes for a better overview of the data distributions. Dots mark outliers.
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Table 7.2: Model coe�cients for the reduced model of the printed scatterer size, with con�dence intervals
and p-values.

Predictors Estimate 2.5% 97.5% p-value

Fixed e�ects

� [µm] -16.8 -20.4 -13.1 < 0.0001
� 1(Square) [µm] 7.6 6.2 9.1 < 0.0001
� 2(Gradient) [ µm] 6.9 3.6 10.2 < 0.0001
� 2(Single Pixel) [ µm] -3.0 -6.4 0.3 0.0804
� 3(Square:Gradient) [ µm] -3.8 -5.8 -1.7 0.0004
� 3(Square:Single Pixel) [µm] -2.5 -4.6 -0.4 0.0189
� 1 12.2 12.0 12.5 < 0.0001
� 3(Gradient) -3.3 -3.7 -2.9 < 0.0001
� 3(Single Pixel) -2.2 -2.6 -1.9 < 0.0001

 1(Row i ) -1.1 -1.3 -0.9 < 0.0001

 2(PrintColumn i ) 0.60 0.51 0.68 < 0.0001

 4(PrintColumn 2

i ) 0.04 0.02 0.06 < 0.0001

Random e�ects

� Phantom [µm] 3.5 1.9 6.5
� [µm] 5.6 5.3 5.9

lmerTest package [144] in R [145]. The factors of the model were reduced according to minimization
of the bayesian information criterion (BIC).

The �nal reduced model takes the form

Yi = � + � 1(Shapei ) + � 2(DoseSchemei )
+ � 3(Shape:DoseSchemei )
+ (� 1 + � 3(DoseSchemei )) xdesign ;i

+ 
 1(Rowi ) + 
 2(PrintColumni )

+ 
 4(PrintColumn2
i )

+ d(Phantomi ) + � i ; (7.1)

where Yi is the measured printed side length or diameter, � is the overall intercept, � 1(Shapei )
is an intercept addition due to the Shape factor, � 2(DoseSchemei ) is an intercept addition due
to the DoseScheme factor, � 3(Shape:DoseSchemei ) is an intercept addition due to the interaction
between the Shape and the DoseScheme factor, � 1 is the overall slope of the model for correlation
with the design number of voxels, � 3(DoseSchemei ) is a correction to the slope depending on
the DoseScheme factor, 
 1(Rowi ) is a slope addition due to the Row factor, 
 2(PrintColumni ) is a
slope addition due to the PrintColumn factor, 
 4(PrintColumn2

i ) is a quadratic addition due to the
PrintColumn factor, d(Phantomi ) � N (0; � 2

Phantom ) is a random o�set from phantom to phantom,
and � i � N (0; � 2) is the residual error, with N (�; � 2) being a normal distribution with mean �
and standard deviation � , all for the i th response. All d(Phantomi )’s and � i ’s are independent.
No signi�cant e�ect was found of slope dependence on the shape (� 2), interaction between shape
and dose scheme (� 4), quadratic e�ects on the row position (
 3), or interaction between the row
and column position (
 5). The model coe�cient estimates of the reduced model along with their
con�dence interval and p-value can be seen in Table 7.2.

The model coe�cients are discussed in the following, separated into two sections depending on
whether the coe�cient relates to the general scatterer size correlation or the printer uniformity.



7.2. MICRO-ENGINEERING OF THE 3D PRINTED SCATTERERS 105

Scatterer predictors

The negative value of � is an indication of the feature broadening discussed in Section 7.2.1, showing
that the actual printed size goes to zero even before the designed size does. This was also directly
evident in the microscope images of the smallest scatterers, in particular for the Gradient and Single
pixel dosing schemes, for which it was in some cases not possible to measure the scatterer size for
the three voxel and four voxel wide scatterers due to apparent closure of the printed structure. � 1

indicates that square scatterers on average become 7.6 µm larger than the circular scatterers. For
the Gradient and Single pixel dosing schemes, the di�erences is only about half of that though, due
to smaller negative corrections given by the � 3 values. The � 2 values indicate that the Gradient
scatterers are 6.9 µm larger, and Single pixel scatterers are 3 µm smaller. However, it should be
noted that these o�sets refer to the intercept at a voxel count of 0, and is in part countered by
the di�erences in the slope corrections. � 1 indicates that for each additional voxel of 10.8 µm in
the design, the actual printed scatterer increases by 12.2 µm. � 3 indicates that the slopes are
reduced by 3.3 µm and 2.2 µm respectively for the Gradient and the Single Pixel dose schemes
compared to the Base dose. It should be noted that the � coe�cients directly show that the model
is not generally valid, but only valid in the investigated region, potentially able to be extrapolated
slightly. For small scatterers it makes sense that the correlation is not 1:1. However, it would be
expected that the scatterers eventually becomes large enough that � 1 should correspond to the
pixel pitch plus the hydrogel swelling, i.e. � 10:8� 1:03 = 11:1 µm/voxel.

The scatterer coe�cients presented have been modelled together with the printer related pre-
dictors, and have therefore been compensated for these.

Printer related predictors


 1 indicates there is a -1.1 µm linear di�erence from row to row, corresponding to an 8.8 µm
di�erence from one side of the phantom to the other. Similarly, 
 2 indicates there is a 0.60 linear
di�erence from column to column, corresponding to a 10.2 µm di�erence from one side of the
phantom to the other of the phantom. Finally, on top of that 
 4 indicates there is a 0.04 quadratic
di�erence between the columns, corresponding to a 2.56 µm di�erence from the centre to the edge
of the phantom. Based on the � 3 values, showing that a larger dose will make scatterers smaller, a
smaller dose might increase the scatterer size. Thus, this outwards increasing scatterer size might
indicate that the dose illumination system dose compensation map is not perfect, but still decaying
outwards. � Phantom shows that the random variation in resulting sizes from phantom to phantom
has a standard deviation of 3.5 µm. The residual error of the model was 5.6 µm.

Model summary

The model explains the average trend of printed scatterer sizes after compensation for the printer
inhomogeneities. The analysis revealed that scatterer shape, dose scheme as well as interaction
between the two had an e�ect on the resulting scatterer size. The slope of the correlation between
the designed scatterer size and the actual resulting scatterer size also depends on the dose scheme.
Furthermore, variation based on the position within the printer FOV was documented, with sys-
tematic changes based on the row position, the column position, a quadratic dependence on the
column position having been determined.

The Base dose scheme in general provides larger scatterers than Single pixel or Gradient scat-
terers. This is a consequence of less feature widening. For the three square scatterers in the optical
images in Figure 7.10 which were all designed to be 12 voxels, or 129.6 µm, the model shows that
the average similarly sized Base dose scatterer will be 137.8 µm, a Single Pixel dose scatterer will
be 105.4 µm, and a Gradient dose scatterer will be 101.2 µm.

The residual error � was 5.6 µm, slightly more than half of a voxel. This might be a combination
of actual print variability and operator error when determining the side lengths. The scatterer size
varied from phantom to phantom with a random variation of 3.5 µm, about a third of a voxel.

It is worth noting that the model curves in Figure 7.11 seems to roughly meet at the same
value for low voxel counts. Due to the discrete square voxel grid, the actual shape of the circular
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Figure 7.14: B-mode image of one of the six hydrogel phantoms containing scatterers. The image is
averaged across 50 frames. The dosing scheme is \Base" in the left region, \Single pixel" in the middle,
and \Gradient" to the right. The dynamic range is 60 dB. The intensities have been normalised to the
background scattering signal in the phantom.

scatterers are of course only approximations, and for low voxel counts they become increasingly
more similar to the square scatterer shapes, with the three voxel \circular" scatterer actually being
a 3 by 3 square scatterer. Thus, it makes sense that the starting point for low voxel counts is the
same.

7.2.4 Dose manipulation for increased scattering intensity

The six scatterer phantoms were imaged using the BK Medical "Hockey Stick" X18L5s probe with
a BK 5000 experimental scanner. A B-mode image of one of the six hydrogel phantoms can be
seen in Figure 7.14. A sketch of the layout is placed above the B-mode image, in which the three
dose schemes in the used phantom are shown. The dose scheme positions have been perturbed in
the other �ve phantoms. The dynamic range of the image has been set to 60 dB. Each phantom
was also imaged rotated by 180° for a total of 12 B-mode images, all of which were averaged over
50 frames.
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(a) B-mode image with approximate locations of scatterers. (b) Automatic and manual detection

Figure 7.15: Automatic peak detection validation. The scatterer intensities were determined through
automatic peak value detection, by feeding the expected centre coordinates of the scatterers, marked by
red crosses in (a) the the peak-�nding function. The blue dashed rectangles outline scatterer free regions
which were used to determine the background intensity level for normalisation of the data. (b) shows the
correlation between the automatic detection, and manual detected values for each scatterer. Only few
outliers are present, all for low intensities.

The intensity of each scatterer was found using a ultrasound peak-�nding function. A region of
interest (ROI) is provided as input to the function, in which it searches for the highest scattering
intensity. It then extracts the maximum intensity, centre-coordinates, FWHM along the two axes,
along with a number of additional parameters. The procedure was automated by feeding the peak-
�nding function the coordinates of the scatterers, and the size of the ROI. The centre coordinates
can be seen marked in Figure 7.15(a). To check the procedure, all scatterers on a single phantom
was measured manually, and the correlation between the manual and automatic detections were
tested. This is seen in Figure 7.15(b) where the automatic detected values are plotted against the
manual detected values. Ideally, the same exact values would be found, and all points would fall
on a straight line. Only a few outliers are present, all of them being for low intensities, which is
not likely to in
uence the analysis signi�cantly due to the total number of observations.

The data has been normalised to the background intensity in the phantoms. The background
intensity was estimated by searching for peaks in the two regions marked by blue dashed rectangles
in Figure 7.15(a). This was done in all 12 B-mode images, with the average value used for nor-
malisation. In the presented B-mode image, the two regions avoid the high intensity background
on the left. However, the same regions have been used for all images, so the high intensity region
is also included when analysing the background level of the same phantom when 
ipped by 180°.
Thus, in all images of the scatterer phantom and the following analysis, an intensity value of 0 dB
corresponds to the average background peak intensity. The analysis of the scattering intensity will
thus describe the scattering intensity above the phantom noise level.

Figure 7.16 shows an overview of all detected scatterer intensities across all six phantoms in
the two con�gurations, plotted against the designed size in terms of voxels. The discrete grouping
of the data along the x-axis is again due to the designed size not being completely free, but limited
to an integer number of voxels. The colours group the data into the di�erent dose schemes, and
the shapes group the data into the two di�erent cross-sectional shapes. The solid and dashed lines
are the statistical models of the square and the circular cross sectional scatterers respectively, for
the di�erent dosing schemes. It appears that the highest intensity scatterers are predominantly
square, and the smallest intensities are predominantly circular for each scatterer size.
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Figure 7.16: Measured scatterer intensity against the designed scatterer size. The colours group the
data into the di�erent dose schemes, and the symbols group the data into the two di�erent cross sectional
shapes. The solid and dashed lines are linear �ts to the square and the circular cross sectional scatterers
respectively.

Figure 7.17(a) shows a box-plot of the measured scatterer intensities against the two di�erent
scatterer shapes, while compounding all other e�ects. The median o�set between the two shapes
indicates that the square scatterers generally re
ect more sound than the circular scatterer.

Figure 7.17(b) shows a box-plot of the measured scatterer intensities against the three di�erent
scatterer dose schemes. Again, the content of each box is compounded across other factors, such as
the scatterer size, and scatterer shapes. The median o�set indicates slight di�erences, with Single
pixel scatterers providing the most intensity, Base scatterers a little bit less intensity, and Gradient
scatterers the least.

Figure 7.18 shows box-plots of the measured side length or diameter against the designed
scatterer size, separated into the di�erent dose schemes and shapes. All plots are scaled equally
to allow for easy comparison. However, while the intensity distributions become more clear, the
overall tendencies are di�cult to isolate. It is noticeable that the Gradient and Single pixel box-
plots seem to bend around 6 voxels, with di�erent slopes on both sides. The quickly decaying
intensities for low voxel counts might be due to feature broadening and closing of the scatterers
due to the additional doses of these dose schemes, as was observed in the optical microscope images.
That will explain why the same trend is not seen for the Base dose scheme.

Scatterer intensity statistical analysis

In addition to the factors which were tested in the scatterer size experiment, imaging of the same
phantom rotated by 180° allows for testing the ultrasound �eld homogeneity as well. The summary
of the data types and the factors are similar to those of the scatterer size analysis, and are included
in Table 7.1. For this experiment, the Imaging column and the random interaction between the
phantom and the mounting orientation in the bottom of the table are included as well. Interactions
between factors, and quadratic e�ect of position in the scatterer grid relative to the printer or the
ultrasound probes were also investigated.
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(a) Measured scatterer intensity against shape (b) Measured scatterer intensity against dose scheme

Figure 7.17: Measured scatterer intensity (a) against the scatterer shape and (b) against the dose scheme.

Figure 7.18: Measured scattering intensity against the designed scatterer size. The data is separated
into the dose schemes and shapes for a better overview of the data distributions. Dots mark outliers.
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The full model of all the factors and interactions investigated can be seen in Appendix E.2,
along with model diagnostics and more summarizing plots. The combination of �xed and random
factors makes the �tted model a linear mixed e�ects model. Such a model can be analysed using the
lmerTest package [144] in R [145]. The factors of the model were reduced according to minimization
of the BIC.

The �nal reduced model takes the form

Yi = � + � 2(DoseSchemei )
+ [� 1 + � 2(Shapei )
+ +� 3(DoseSchemei )] xdesign ;i

+ 
 1(Rowi ) + 
 2(PrintColumni )

+ 
 3(Row2
i ) + 
 4(Column2

i )
+ d(Phantomi ) + � i ; (7.2)

where Yi is the measured printed side length or diameter, � is the overall intercept, � 2(DoseSchemei )
is an intercept addition due to the DoseScheme factor, � 1 is the overall slope of the model for cor-
relation with the design number of voxels, � 2(Shapei ) is a correction to the slope depending on the
DoseScheme factor, � 3(DoseSchemei ) is a correction to the slope depending on the DoseScheme
factor, 
 1(Rowi ) is a slope addition due to the Row factor, 
 2(PrintColumni ) is a slope addition
due to the PrintColumn factor, 
 3(Row2

i ) is a quadratic addition due to the due to the Row factor,

 4(Column2

i ) is a quadratic addition due to the Column factor, d(Phantomi ) � N (0; � 2
Phantom ) is

a random o�set from phantom to phantom, and � i � N (0; � 2) is the residual error, with N (�; � 2)
being a normal distribution with mean � and standard deviation � , all for the i th response. All
d(Phantomi )’s and � i ’s are independent. The model was plotted in Figure 7.16 as the solid and
dashed lines.

No signi�cant random e�ect was found between the B-mode images, showing that the data
range in the images were similar. There was also no intercept dependence on the shape (� 1), or
the interaction between shape and dose scheme (� 3). The scatterer column position within the
ultrasound �eld was not signi�cant either, showing good uniformity across the probe FOV. There
was no e�ect of slope dependence on the interaction between the Shape and the dose scheme (� 4),
nor any interaction between the print column and the row (
 5). The model coe�cient estimates
of the reduced model along with their con�dence interval and p-value can be seen in Table 7.3.

Scatterer predictors

The small positive value of � is an indication that even the smallest scatterers are more intense than
the average background, with an overall average 5.79 dB above. The � intercept corresponds to
the overall intercept, of the Base dose scatterers. The alpha coe�cients are are in general di�cult
to conclude on, since most e�ects are o�set by the slopes of the individual curves. � 2 indicates
that the intercepts are 6.21 dB and -3.10 dB lower for the Gradient and Single Pixel dose schemes
respectively, compared to the base dose. For Single pixel, this is not the tendency observable in the
box-plot of the intensity split into the three dose schemes in Figure 7.17(b). However, observing
Figure 7.18 instead, this is clearly due to the sharp drop-o� in intensity for scatterers smaller than
6 voxels. This is likely in turn correlated to the Gradient and Single pixel scatterers being smaller
as a consequence of feature widening due to the large additional doses. � 1 shows that the re
ected
intensity increases by 1.05 dB for each additional voxel as the voxel size is increased. This slope
corresponds to a Base dose circular scatterer. � 2 increases the intensity by 0.38 dB per additional
voxel. Similarly, � 3 shows that if the dose scheme is changed to either Gradient or Single pixel,
the intensity increases by 0.38 dB and 0.64 dB respectively. For larger scatterers, this undoes
the negative intercept additions from the � 2 coe�cients, rendering a complete overview of the
correlations quite convoluted.

The scatterer coe�cients presented have been modelled together with the printer and ultra-
sound related predictors, and have therefore been compensated for these.
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Table 7.3: Model coe�cients for the reduced model of the scatterer intensity, with con�dence intervals
and p-values.

Predictors Estimate 2.5% 97.5% p-value

Fixed e�ects

� [dB] 5.79 4.83 6.74 < 0.0001
� 2(Gradient) [dB] -6.21 -7.19 -5.23 < 0.0001
� 2(Single Pixel) [dB] -3.10 -4.08 -2.12 < 0.0001
� 1 1.05 0.96 1.13 < 0.0001
� 2(Square) 0.38 0.34 0.41 < 0.0001
� 3(Gradient) 0.45 0.33 0.57 < 0.0001
� 3(Single Pixel) 0.64 0.52 0.77 < 0.0001

 1(Row i ) -0.35 -0.41 -0.28 < 0.0001

 2(PrintColumn i ) 0.09 0.07 0.12 < 0.0001

 3(Row2

i ) -0.16 -0.19 -0.13 < 0.0001

 4(Column 2

i ) -0.02 -0.03 -0.01 < 0.0001

Random e�ects

� Phantom [dB] 0.76 0.41 1.43
� [dB] 2.78 2.67 2.87

Printer and scanner related predictors


 1 indicates that the intensity increases by 0.35 dB per row down into the phantom. The sign of
the coe�cient is the same as that in the scatterer analysis, meaning it might simply be a matter
of the scatterers being printed smaller, therefore re
ecting less sound. However, the total size
change from top to bottom should be less than a voxel according to the scatterer size model, which
would therefore result in approximately 1 dB according to � 1. However, a coe�cient of 0.35 dB
should result in a di�erence in almost 2.5 dB across 8 rows. The decreasing tendency is also
opposite to regular attenuation of signal with depth, and might also indicate a too high TGC in
this experiment. A likely explanation would be a combination of the two. 
 2 shows that there is a
di�erence of 0.09 dB per column correlated with printed orientation, i.e. the slope changes when
the phantom is 
ipped 180°. The change from one side of the phantom to the other is 1.44 dB.
Referring to the scatterer size experiment, the scatterer size changed by approximately 1 voxel
from one side to the other, thus the change in intensity is in good agreement with the change in
scatterer size. 
 3 indicates a negative quadratic e�ect in depth. No similar e�ect was found for the
scatterer sizes, and there is no obvious physical argument as for why that is. 
 4 indicates a negative
quadratic e�ect of the scattering intensity with column position of -0.02, corresponding to -1.28 dB
from centre to the edge of the phantom. The tendency is opposite to that of the scatterer size
analysis, and would therefore not be expected to be a consequence of the scatterer size. However,
the quadratic column factor represented both the printer column and the ultrasound column, since
these would be indistinguishable. Therefore, the quadratic e�ect of the column position likely an
e�ect of ultrasound energy loss the further out laterally in the FOV the scatterer is placed.

Model summary

The model explains the average trend of scatterer intensity after compensation for the printer
inhomogeneities. The analysis showed that the dose scheme had a direct e�ect on the intensity.
The correlation slope between the designed scatterer size and the intensity also depends on both
the shape of the scatterer and the dose scheme. Variation based on the scatterer position within
the printer FOV was also documented, with systematic changes based on the row, printed column,
and quadratic e�ect of the column position.

Overall, the Single pixel dose scheme combined with the square shape provides the largest
re
ected intensity.
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The residual error � was 2.78 dB. The intensity varied systematically from phantom to phantom
with a random variation of 0.76 dB.

7.2.5 Scatterer separation distance

New machine learning and neural network schemes are being developed for SRUS to be able to
detect individual micro-bubbles with partially overlapping PSFs. This is the topic worked toward
in Paper D and Paper J. For those techniques, the scatterer size will be even more important.
To demonstrate the neural network approach, a phantom containing a scatterer array of 10 by 10
scatterers placed with a lateral separation of 518 µm and an axial separation of 342 µm was created.
Each scatterer was designed to be 7 by 7 voxels in cross-section, exposed with the Single pixel dose
scheme. Based on the scatterer size statistical model, this results in 55.3 µm by 55.3 µm printed
scatterer. The design can be seen in Appendix I.1. The neural network detected the two re
ections
of each scatterer, needing additional training to combine them to a single scatterer localisation.

In addition to decreasing the scatterer size for these techniques, it will be important to be
able to place scatterers close to each other. Once the distance becomes to short, the separating
hydrogel pattern might become fragile and break. To test the minimum separation between scat-
terers, the phantom design seen in Figure 7.19 was developed. Figure 7.19(a) shows the phantom
design, Figure 7.19(b) shows the base exposure cross-sectional pattern and Figure 7.19(c) shows
the Single pixel overexposure cross-sectional pattern. The scatterers were placed at the top surface
of the phantom to allow for simple optical characterisation. The scatterers were designed to be
7 by 7 voxels, placed in small arrays of 4 by 4 scatterers. The separation within each group was
varied from 1 voxel to 10 voxels.

The Zeiss Axioskop 40 optical microscope equipped with a 5x magnifying lens was used for
optical characterisation. Figure 7.20 shows two groups of scatterers, one designed to be separated
by 10 voxels, and one designed to be separated by 1 voxel. The scatterer groups were printed
without failure for all separation distances. Thus, phantoms can be created with scatterers only
separated by a single voxel.

It should be noticed that although the group of scatterers in Figure 7.20(b) were designed to
be separated by only a single voxel, the actual printed separation is approximately 3 voxels wide,
due to the feature widening from the Single pixel overexposure. The shapes of the scatterers in
the di�erent groups were not consistent. Another group of scatterers separated by 1 voxel can be
seen in Appendix J.3.3.

In conventional B-mode imaging with sub-wavelength sized scatterers, the detected scatterer
position will be in the centre of the scatterer, between the re
ections at the front of the scatterer
and at the back. For two 7 voxels wide scatterers separated by a single voxel, the centre separation
will be 8 voxels, or 86.4 µm. The only way to place scatterers closer than that will be to decrease
the scatterer size further.

7.3 Cavity scatterer micro-phantoms for validation of SRUS
in 3D

Most publications on SRUS have been based on 2D imaging. The reason for that is primarily lack
of availability of 3D imaging probes and scanning equipment capable of handling the increased
amount of data. But the issue with using 2D imaging equipment is, that the vessel structures to
be imaged in the end are inherently three-dimensional. 2D SRUS is just that: SRUS along two
directions, with the caveat that the received signals have been summed across the elevations plane,
which at its focus is 2�5� , and therefore by no means super-resolved in the elevation direction. As
mentioned previously, the only way to �x that problem is to do 3D imaging, with which it would
be possible to focus along the elevation plane, thereby enabling SRUS in 3D. For this experiment
a 3D RCA probe was used.
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(a) Phantom layout

(b) Base exposure (c) Single pixel exposure

Figure 7.19: Cross-sections of the phantom design for testing the minimum separation between scatterers.
The scatterers were designed to be 7 by 7 voxels, placed in small arrays of 4 by 4 scatterers. The separation
within each group was varied from 1 voxel to 10 voxels. (a) shows the phantom design, (b) shows the base
exposure cross-sectional pattern, and (c) shows the Single pixel overexposure cross-sectional pattern. White
pixels are illuminated.
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(a) 10 voxels separation (b) 1 voxel separation

Figure 7.20: Images of scatterer separation phantom groups. (a) shows a group of scatterers separated
by 10 voxels. (b) shows a group of scatterers separated by 1 voxel. Each group of scatterers were printed
systematically without failure. Images are scaled equally.

7.3.1 Methods

Experimental procedure

The foundation for the experiment was the eight scatterer phantom presented in Chapter 6 Sec-
tion 6.2 in Figure 6.2, where it was used to create collapsed scatterer versions for optical charac-
terisation. The actual phantom used for ultrasound experimentation is shown in Figure 7.21. The
outer dimensions of the phantom were 21.1 � 11.9 � 11.9 mm3, after correction for the expansion
for a three second base dose, with each scatterer having been designed to be 205 � 200 � 205 µm3.
While the printing setup allows for printing signi�cantly smaller scatterers as demonstrated in the
previous sections, it was necessary with an increased size to obtain re
ections with intensities larger
than background scattering due to unavoidable small random print artefacts in the phantom. The
scatterers will function as point targets in regular B-mode volumes, when the imaging wavelength
is larger than the scatterer size, in this case for any frequency below 6 MHz. They were placed with
a minimum separation distance of 3 mm, which will eliminate overlapping signals for any frequency
above 0.5 MHz. Since this experiment was conducted prior to the investigation of the e�ect of the
dosing schemes, the scatterers were printed using the Gradient scheme, due to the belief that this
would be better. Extrapolating the model of the scatterer size presented in the previous section,
the average actual size of a 19 voxel wide square scatterer printed with the Gradient scheme would
be expected to be 163 � 200 � 163 µm3, with the second dimension being una�ected, since the
gradient is not applied in this direction.

With the print swelling factor determined, the true distances between the scatterers in the
3D version of the scatterer phantom will be known, and can be used to compare against those
found by ultrasound. The phantom was translated relative to the ultrasound probe using the
translation stage along a single axis; in the �rst experiment along the x-axis, and in the second
experiment along the y-axis. The inter-volume stage movement in both experiments was 12.5 µm,
corresponding to a 2 mm/s velocity acquired at a volume rate of 160 Hz. This speed corresponds to
common 
ow velocities in small vessels. By moving the phantom in between volume acquisitions,
any di�erences depending on the phantom placement within the �eld of view of the transducer will
be included in the analysis, instead of simply testing the SRUS pipeline parameters locally within
the transducer �eld of view.

The experimental setup shown in Figure 7.9 was also used for this experiment. The imaging
probe was a prototype 62 + 62 elements 3 MHz PZT, RCA array [61]. The probe was connected to
the experimental synthetic aperture real-time ultrasound system (SARUS) [153], which is capable
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(a) Phantom layout

(b) x-z-plane (c) y-z-plane (d) x-y-plane

Figure 7.21: Scatterer phantom for ultrasound experimentation.
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of storing channel data for o�ine processing. A single frame is a summation of 32 defocused
emissions using a synthetic aperture (SA) imaging approach [154]. Rows were transmitting and
columns were receiving, thereby resulting in 62 channels in receive per emission. The phantom
was stationary while a frame was being measured to avoid intra-frame motion artefacts. In total
2 � 640 volumetric frames were acquired over the 2 � 640 positions. The volumetric frames were
then passed to the SRUS pipeline.

Super-resolution pipeline

The SRUS pipeline which was used has been described in detail in [154]. It is brie
y summarised
in the following. The super resolution pipeline consists of three steps. The �rst is SA beam-
forming. Each imaged volume spans a volume of 14.86 � 14.86 � 7.43 mm3, corresponding to
61 � 61 � 243 voxels. Each high resolution volume was a summation of 32 volumes beamformed
from 32 emissions, using a specialised beamformer [155] implemented on a GPU [156]. The volume
was dynamically focused in receive (F-number of 1.5) and synthetically in transmit (F-number
of 1), with an optimized sequence for SA B-mode. This was done for all 2 � 640 frames. In
the next step, a stationary echo �lter was applied to remove stationary tissue. In a micro-bubble
experiment, this would remove the signal stemming from the tissue as it is stationary, leaving only
the micro-bubble signal. However, since the entire phantom was translated between each frame in
this experiment, the stationary echo �lter would have no e�ect on the results. The �nal step is to
determine the points scatterer positions based on local maxima. Sub-pixel positioning is obtained
by interpolating the peak location using a second order polynomial in all three dimensions. The
3D coordinates fxp; yp; zpg of the detected points is then provided as the output from the third
stage. Tracks of the individual scatterers can then be formed by collecting spatially similar coor-
dinates across all imaged frames. The pipeline was implemented in MATLAB, and was processed
o�ine [154].

7.3.2 Results

Scatterer localisation

Figure 7.22 shows three selected cross planes of a B-mode volume. The coloured dots mark the
localised positions of the scatterers detected in one of the 640 volumes. The example cross planes
have been chosen such that they all contain the scatterer marked by a blue dot. The x � z cross
plane, Figure 7.22(c), also contains an additional scatterer, marked in red. The selected volume
contains a total of �ve scatterers, with the remaining scatterers not visible within the selected
cross-planes. The large re
ection at x � 3:5 mm and z � 4 mm does not correlate with any of
the designed scatterer positions, and likely stems from a print artefact.

The localised positions of the 3D printed scatterers, accumulated over the 640 volumes, can be
seen in Figure 7.23. The colours group the tracked points of the individual scatterers, while the
black tracks illustrate the expected tracks based on the design coordinates. The latter are included
for visual con�rmation that the localisations are indeed the designed scatterers. It is recommended
to always include such a comparison to con�rm that the localisations indeed correspond to the
features of the designed phantom. Drop lines are included to aid the 3D perception. The horizontal
�eld of view in the �gures have been limited to the measured data tracks, removing parts of the
black tracks. The actual cross-sectional �eld of view of the probe is 14:86� 14:86 mm2.

Although eight scatterers were printed, not all were found in the two experiments: seven
scatterers were correctly localised for the movement along the x-axis (Figure 7.23 a)) and �ve
scatterers were correctly localised for the movement along the y-axis (Figure 7.23 b)). In addition,
the track length varies from 81 localisations to 633 localisations, across the 640 volumes. Two
additional tracks, which did not align with the design coordinates, have been omitted from the
images and the analyses. It is expected that these tracks stem from print artefacts, resulting
in unintended cavities in the phantom, which therefore re
ect the ultrasound similarly as the
designed scatterers. They aligned well with the re
ection seen in Figure 7.22(c) at x � 3:5 mm
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(a) Cross-planes in 3D (b) x-y plane

(c) x-z plane (d) y-z plane

Figure 7.22: (a) B-mode volume containing scatterers. Three cross planes of the B-mode volume are
shown, (b) x-y, (c) x-z, and (d) y-z. The super-localised positions of the scatterers are marked by coloured
dots.



118 CHAPTER 7. CALIBRATION PHANTOMS FOR SRUS

Table 7.4: Summary of the variables and their data types used in the ultrasound correlation analysis.

Predictors Sample values Variable type Description

Ultrasound distance
[mm]

8.717, 3.730,..., 6.279
Numerical
values

Distance between points calculated
though SRUS pipeline

Compensated design
distance [mm]

8.719, 3.811,..., 6.384
Numerical
values

Compensated designed distance
between points

Motion X, Y Fixed factor The axis of translation

and z � 4. While these print artefacts would also be �xed in position, and be moved along the
same trajectory as the designed scatterers, the print artefact geometry is not known. If a print
artefact is signi�cantly larger than the imaging wavelength, localisation of the centroid might be
ambiguous, and therefore, these tracks were omitted from the analysis.

Super-resolution accuracy

The SRUS pipeline accuracy was investigated in a similar manner to the optical validation, by
comparing the known distances between the designed points to the measured distances between
points from the ultrasound experiments. There are two main di�erences to the optical experiment:
The scatterers are now positioned not in collapsed planes but in 3D, visualised as the blue points
in Figure 6.2, and the design distances are compensated for the expansions according to the results
in Table 6.2 before analysing the correlation between the designed distances and those calculated
from the ultrasound data. After the compensation, the correlation should be a straight line with
a slope of 1, in the case of perfect correlation. Since there are two sets of experiments, one for
each direction of motion of the translation stage, the variables of the analysis are the compensated
design distances, the measured ultrasound distances, and a factor separating the data into the x-
and y-motion, all summarised in Table 7.4. In this experiment, the entire beamformed volume has
been assumed to have a speed of sound equal to that in pure water, 1480 m/s.

As was mentioned in Section 7.3.2 and shown in Figure 7.23, an unequal number of scatterers
were localised by the SRUS pipeline in the two experiments, and the tracks were of unequal length.
This means there will be more data for the x-direction of motion, resulting in an unbalanced dataset
from a statistical point of view. In addition, our analysis of the variation in the data showed that
the data was heteroscedastic. Modelling the correlation of the raw distances between points might
be heavily biased toward certain parts of the data simply due to the large number of samples.
Instead, a weighted least squares analysis of the distance distributions was conducted. This was
performed by modelling the mean distance between each point across all measurements, with each
mean value being weighted by the variance of the measurements contributing to that mean. The
correlation between the compensated design distances and the mean of the distances calculated by
the SRUS pipeline is shown in Figure 7.24.

The initial linear model is given as

Yi = � + � (Motioni )
+ (� 1 + � 2(Motioni )) xdesign ;i + � i ; (7.3)

where Yi is the mean of the distance between points calculated from the SRUS pipeline output,
� is the overall intercept, � (Motioni ) is an intercept addition due to the Motion factor, � 1 is
the average slope of the model, � 2(Motioni ) is a Motion dependent correction to the slope, and
� i � N (0; � 2) is the residual error, with N (�; � 2) being a normal distribution with mean � and
standard deviation � , all for the i th response. All � i ’s are independent.

The model reduction was conducted by removing only a single term at a time, based on a 5%
level of signi�cance. Neither the overall intercept (� ), nor the direction of motion dependent addi-
tion to the intercept (� (Motioni )), nor the direction of motion dependent correction to the slope
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(a) Motion along x

(b) Motion along y

Figure 7.23: Cumulated localized scatterers acquired over 640 volumes. The phantom was translated in
two separate experiments, along the transducer x-axis (a), and along the transducer y-axis (b). The black
tracks illustrate the expected tracks based on the design coordinates. Drop-lines end on the z=10 mm
plane, and are included to aid the 3D perception.
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Figure 7.24: Correlation between the compensated design distances and the mean of the distances
calculated by the SRUS pipeline. The line represent the �nal reduced model seen in Eq. (7.4).

Table 7.5: Model parameter estimates of the �nal reduced model including con�dence intervals of corre-
lation between ultrasound distances and compensated design distances.

Estimate 2.5% 97.5% p-value

� 1 (slope) 0.989 0.982 0.996 < 0.0001

(� 2(Motioni )) were signi�cant at 5%, and were therefore removed. Thereby the model reduction
converged at the �nal model

Yi = � 1 � xdesign ;i + � i : (7.4)

The model coe�cient and con�dence interval of the reduced model are presented in Table 7.5. The
analysis showed no dependence of the direction of motion, nor any intercept of the correlation.
The modelled average behaviour of the �tted line has a slope of 0.989, close, yet not equal, to a
perfect correlation with a slope of 1. Based on the heteroscedastic assumption of the data, a direct
estimate of the residual standard error is not meaningful.

Super-resolution precision

The same ultrasound data was used to estimate the SRUS pipeline precision. The precision was
estimated by investigating the variation of the individual localisations relative to the trajectories of
the translated scatterers. The tracks with motion along the x-direction were used to estimate the
precision in y. The tracks with motion along the y-direction were used to estimate the precision
in x. Both datasets were used to estimate the precision in z. To visualise the variation, the mean
x-, y- and z-coordinate were subtracted from each individual track, to centre the tracks around
the transducer coordinate-system origin. This is illustrated in Figure 7.25, where two cross-planes
(x-y and x-z) are shown for the tracks with motion along the x-axis, which corresponds to the
tracks in Figure 7.23(a).

The colour of the points represent the tracks of the di�erent design points, and are matched
to those of the tracks in Figure 7.23(a). The movement was uni-axial along the translation stage
x-axis. However, slight misalignment between the ultrasound transducer and the translation stage
have resulted in the localisation tracks not being perfectly aligned to the transducer axes. This



7.3. CAVITY SCATTERER MICRO-PHANTOMS FOR VALIDATION OF SRUS IN 3D 121

(a) x-y-plane

(b) x-z-plane

Figure 7.25: Cross-planes of the tracks with motion along the x-axis, o�set to be centred around the
coordinate system origin. The black lines show the average trajectory, while the coloured lines are linear
�ts to the individual trajectories of the di�erent scatterers. The scaling is equal across (a) and (b), but
the main plots do not have equally scaled axes. The narrow graphs on top in both �gures show the same
linear �ts, with equally scaled axes.
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Table 7.6: Estimated precision for the super-resolution algorithm.

Average
trajectory

Individual
trajectories

~� x [µm] 17.7 17.3
~� y [µm] 27.6 19.3
~� z [µm] 9.5 8.7

can be observed in Figure 7.25, in which the black line is the average trajectory of all tracks in
the dataset. It should be noted however, that the axes are not equally scaled in the main plots,
but only in the inserts of the same data shown on top of each plot. The misalignment angle is
0:49° in the x-y plane, and 0:79° in the x-z plane. This misalignment should be compensated for
when determining the variation of the tracks. The scatterers are �xed in the phantom and have
been moved collectively by the translation stage. Then all tracks should have moved in the same
direction, and the average trajectory of the tracks would be a good estimate of that. An estimate of
the precision could be determined as the variation relative to the average trajectory. The precision
along all three dimensions based on the variability relative to the average trajectory is displayed
in Table 7.6 (\Average trajectory").

However, the coloured lines indicate that the tracks are in fact not parallel, but at small angles
to each other. It is fairly small angles relative to the average trajectory, with the largest angle
in any plane being 3:1°. This indicates that there is an error somewhere in the SRUS pipeline,
and that determining the precision relative to the average trajectory might be misleading. As an
alternative, the estimate of the precision could be determined relative to the individual trajectories
of the tracks. The precision along all three dimensions based on the variability relative to the
individual trajectories is displayed in Table 7.6 (\Individual trajectories"). However, given that
the tracks should have been parallel, this latter estimate of the precision might also be misleading.
It is expected that the two presented estimates of the precision are limiting cases, and that the
true precision of the SRUS pipeline will lie somewhere in between.

7.4 Discussion
The scatterer size analysis provided insight into the actual printed sizes for the di�erent dosing
schemes and shapes. The overall trend is that dose schemes involving longer exposure times
results in smaller scatterers, perfectly in line with the feature widening concept. The residual error
of the model was 5.6 µm, about half the size of a voxel. This di�erence might in part be due to
measurement uncertainty. The model provides a clearer overview of what to expect when printing
features of a certain size. The smallest designed scatterers were not consistently visible for the dose
schemes involving increased exposure times. In many cases, the scatterers designed to be three
voxels appeared completely closed.

The scatterer intensity analysis showed that on average all scatterer sizes re
ect sound larger
than the average background intensity. The largest re
ections are obtained from the square Single
pixel scatterers. The background intensity of the phantoms is so far not controllable, and varies a
lot even across a single phantom. It is di�cult to provide an exact minimum scatterer size which
will provide a su�cient signal guaranteed. This is to a lesser extend due to the residual error of
the model of slightly less than 3 dB. However, depending on the intended application, the required
intensity will vary. If only a single scatterer is needed, it will need to re
ect more strongly to
stand out against the background, than a pattern of scatterers would. Methods for decreasing the
background noise from the bulk of the phantom should be investigated. Some of the unintended
structures observed in ultrasound might originate from issues in the printer system, one of which
is illustrated in Appendix J.3.4. Incidentally, this section also shows how precisely the printer vat
can be positioned from print to print.

It should be noted that the scatterer intensity analysis was conducted speci�cally for 2D imag-
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ing, utilizing the integration of signal across the elevation focus. A similar analysis conducted for
3D imaging would be equally relevant. In this case the size range of scatterers will be di�erent since
it will no longer be possible to integrate the signal across the elevation focus. The 3D scatterer
phantom presented was made with 200 µm scatterers, which provided su�cient signal. However,
the size had not been optimized, and was not based on the Single pixel dose scheme. The actual
limit for 3D scatterer phantoms is still unknown.

The new phantom concept introduced has successfully been used for SRUS pipeline character-
isation. The presented results illustrate that it is possible to obtain estimates for precision and
accuracy, using these specialised phantoms. The obtained precision is an improvement of at least a
factor of 18 compared to the ultrasound wavelength. It is particularly worth noting that although
there are some questions regarding how to interpret the estimates of precision, even the worst ob-
tained estimates for precision are comparable to the size of the smallest vessels in tissue. Thereby
it is clear that the used method is suitable for resolving features at the size of the smallest vessels
in tissue in three dimensions, and the stability of the phantom features allows for documentation
of this.

The high positioning control has allowed for the detection of distortion in the SRUS pipeline,
through the non-parallel tracks, which would not have been possible using conventional phantoms.
The tracks should have been parallel given that the scatterers are �xated in the phantom, and
that they have only been moved collectively using the translation stage. The distortion is the
reason for the discrepancy between the precision estimates. However, it was quite small with an
angular distortion of at most 3.1°. A possible explanation could be that the experiment has been
conducted assuming a speed of sound of 1480 m/s in the entire beamformed volume. This was
chosen, since the phantom was submerged in water, and the phantom itself consists of �75% water.
However, the speed of sound of the phantom has been measured to be �1580 m/s, which will lead
to distortion. One way to match the speed of sound of the water to the speed of sound in the
phantom could be to add salt to the water. Figure 7.26 is recreated from [26]. The data shows how
increasing the salinity of the water will increase the speed of sound. At 19 °C, an 8.95% salinity
will result in a speed of sound of � 1581 m/s, which practically matches the measured speed of
sound for the base layer exposure time of three seconds shown in Section 6.4.1 exactly. It should
be noted that since the hydrogel is di�usion open to water, the salt water would also be absorbed
in the phantom, likely changing its speed of sound as well. The exact concentration needed would
need to be tested.

An alternative or additional explanation could be that the ultrasound system has both a spa-
tially dependent sensitivity and a spatially dependent point spread function, which changes in
shape and intensity. This would not only explain the non-parallel tracks, but could also explain
the di�erence in the number of tracks detected in the two ultrasound experiments, and that the
eighth scatterer was not localised in either experiment. A consequence of a spatially dependent
point spread function could be that full calibration of a SRUS pipeline should perhaps be performed
with local parameter estimates throughout the �eld of view of the probe instead of globally, as
presented here. Thus the properties of a SRUS pipeline would then be given by accuracy and
precision estimates, both as functions of the x, y, and z coordinates. This might even be necessary,
illustrated by the results in this paper, as proper thresholding can become di�cult to implement
globally in the �eld of view.

The presented phantom concept could be expanded to investigate other aspects of super-
resolution algorithms and systems, such as resolvability and separability. The separation of 3 mm
in the scatterer phantom experiment was chosen to ensure no overlap between the re
ected signals
from the individual scatterers, thereby mimicking how many SRUS pipelines work today. The reso-
lution that can be expected from an SRUS pipeline will be given by the variability of the positions,
presented here as the � values in Table 7.6. This is an indirect measure of resolution as it does not
directly show feature separability. However, only slight modi�cations to the experiment would need
to be made to show resolution directly. After having tracked the scatterers in the phantom when
is was translated along a single direction, the phantom could be o�set a sub-wavelength distance
along a perpendicular direction, before the being translated back again, parallel to the original
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Figure 7.26: Speed of sound against temperature for di�erent salinities. Graph is recreated from [26].

track. This would exactly mimic the functioning of current di�raction limited SRUS algorithms
schemes. By changing the o�set distance, the exact distance when the tracks become separable
could be determined, demonstrating the pipeline resolution.

The 3 mm separation of scatterers in the phantom is not the limit, and phantoms could be
developed with scatterers placed much closer as demonstrated in Section 7.2.5. This could be
done to tune algorithms to be able to separate signals from partially overlapping re
ections. This
has been the objective of the work in Paper D and Paper J. In these papers, neural network
scatterer localisation was presented, in part through experiments using phantoms with arrays of
scatterers. To demonstrate the neural network detector, the separation was not sub-wavelength,
but was created larger for initial demonstration. The lateral separation was 518 µm and the axial
separation was 342 µm. The scatterers in this experiment were according to the scatterer size
model 55.3 µm by 55.3 µm. As demonstrated, the scatterers can be separated by only 8 voxels,
or �86.4 µm. This opens up for a whole new set of experiments to optimize the neural network
scatterer detection. An alternative method for decreasing the scatterer separation would be to use
the two re
ections from the front and the back of each scatterer as individual targets instead of
training the neural network to recognize it as a single scatterer. However, initial testing has shown
that signals from the two re
ections are di�erent, with one going from hydrogel to water, and one
from water to hydrogel, which will therefore require another approach for training of the neural
network.

The precision, accuracy and repeatability of the 3D printed phantoms would be incredibly
di�cult to achieve, if not impossible, using the traditional types of tube phantoms or chicken
embryos. Yet, it still provides the opportunity of creating complex three-dimensional phantom
features, providing the opportunity for full volumetric characterisation of an ultrasound system,
which is not o�ered by any other phantom fabrication method available today.

The presented phantoms illustrates an alternative solution for SRUS pipeline calibration to
regular tube phantoms. However, this does not mean that it is irrelevant to create phantoms,
which allow 
ow of micro-bubbles to be tracked. These will be discussed in the next chapter.
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7.5 Chapter summary
A new phantom concept for SRUS was presented, utilizing �xated scatterers in the phantom
instead of micro-channels and micro-bubbles for a temporally stable reference structure. Three
di�erent scatterer concepts and two di�erent shapes were analysed to determine how the printed
size di�ered, and what the in
uence on the �nal re
ected intensity was. It was found that square
scatterers re
ect higher intensity than circular scatterers, and that overexposing a 1 voxel wide
frame at the edge of the the scatterers increase the re
ected intensity the most. This is likely
explained by multiple sub-wavelength re
ections constructively interfering for increased re
ected
intensity. Scatterers can be placed as close as a single voxel from each other, providing a good
test foundation for imaging methods capable of sub-wavelength scatterer separation. A scatterer
phantom containing eight scatterers was created for evaluating the precision and accuracy of a
3D SRUS pipeline using a RCA array. Analysis of the data showed a good correlation between
designed distances between the scatterers and the distances calculated based on the SRUS results,
with a slope of correlation being 0.989, close to a perfect correlation slope of 1. Based on the same
data, the precision of the SRUS pipeline was found to be between the two limiting estimates of
(~� x , ~� y , ~� z) = (17.7 µm, 27.6 µm, 9.5 µm) and (~� x , ~� y , ~� z) = (17.3 µm, 19.3 µm, 8.7 µm), with the
worst precision estimates being about 1/18th of the wavelength of 500 µm used in the experiment.
The two sets of precision estimates stems from distortion in the beamforming, on a micrometre
scale. This would not have been possible to discover using conventional tube phantom setups.
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CHAPTER8

Flow phantoms for SRUS

This chapter describes the work on 
ow phantoms for SRUS. The chapter provides insight into
the practical experience that has been obtained from each phantom iteration. First, some general
considerations for making 
ow phantom structures are presented, before three di�erent phantoms
and the experiments conducted with them are presented. Finally, a number of phantom designs
which have been created but not yet used are discussed. These designs are meant to further the
controlled testing of SRUS. The content is in part based on Paper B, Paper F and Paper H.

8.1 General 
ow phantom considerations
The 3D printing method presented in this thesis is a solution which provides unparalleled control
of feature placement in three dimensions across the entire phantom. It does however not allow for
completely free control of feature dimensions or placement, as the structures need to be placed
on the voxel grid. This means that by default, the features to be printed, whether being cavities,
channels, or solid objects, will end up being built by 10.8 � 10.8 � 20 µm3 building blocks. This has
a few consequences. First of all, the channel size cannot by default be controlled on a continuous
scale. It is only possible to vary the size in steps of 10.8 µm or 20 µm. Furthermore, whether it is
possible to create a completely symmetric channel will depend on the orientation of that channel
within the phantom. Since the voxel dimensions are equal along x and y, vertical channels can be
printed completely symmetrical. However, horizontal channels will be subject to a print resolution
of 10.8 µm in one direction and 20 µm in another direction. Channels at angles di�erent than
the main axes will also inevitably end up with dimensions di�ering from the main axes. This
is illustrated in Figure 8.1, where channels designed to be 30 µm in diameter are placed along
di�erent directions of the phantom, and the actual dimensions are rounded o� to �t the voxel grid.
It should also be noted that while the printer and the print solution can theoretically be optimised
to print the exact design dimensions in x and y, this will by de�nition of the printing method not
be possible in z since a su�cient overlap between layers is needed. Thereby, dimensions in z will
always be smaller than the design. Where all previous phantom sketches have shown the structures
from the top on a 2D isotropic voxel grid, Figure 8.1 illustrates the channels from the side of the
phantom, on the 2D anisotropic voxel grid. The side walls of channels which are not along the
main axes will also inherently be \stair-like" as illustrated. As seen, although the channels were
designed to be 30 µm in diameter, they end up being 32.4 µm if printed along the z-axis, and
40 µm if printed along the x-axis. If the channels are large, these di�erence might all be negligible,
but for smaller channels this can be a problem as illustrated. At the very least, it is something to
be aware of if the exact dimensions of the channel system is important.

127
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Figure 8.1: Channels designed to be 30µm in diameter along di�erent axes in the phantom. The
anisotropic voxel grid means the channel dimensions will be rounded to �t the grid, and are in this case
changing between the di�erent axes.
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The channel dimensions will be important if one wants to validate the algorithm velocity es-
timates. For such experiments, the 
ow is typically controlled by a 
ow controller, which can
provide a stable volume 
ow rate through the system. For a volume 
ow rate of Q, the average

ow velocity �v will be

�v =
Q
A

=
Q

�a 2 ; (8.1)

in a channel with cross-sectional area A and radius a. Thus, a change to the radius of the channel
will also result in a change in the average 
ow velocity. Thereby, if the goal is to verify that the
algorithm is capable of estimating the correct 
ow velocity, it is important to know the geometry
of the channel.

To demonstrate the superior resolution of a SRUS algorithm with 
ow phantoms, it will be
necessary to have two channels placed closer together than the di�raction limit of the imaging
system. This has also previously been done in the literature [40, 157]. In order to obtain 
ow in
two channels simultaneously, the volume 
ow from the 
ow controller can be split into multiple
channels, which can then be imaged. However, unless the channels which the 
ow is split into
are geometrically exactly the same, the volume 
ow rate will not be divided evenly between the
two channels, due to di�erent hydraulic resistance in the channels [50]. The Hagen-Poiseuille law,
repeated here for convenience, expresses that

�p = Rhyd Q; (8.2)

where �p is the pressure drop across the channel system, Rhyd is the hydraulic resistance and Q
once again is the volume 
ow rate. For a circular straight channel with radius a, the hydraulic
resistance is

Rhyd =
8
�

�L
1
a4 ; (8.3)

where � is the dynamic viscosity, and L is the channel length. When a channel is split into
multiple channels, the resulting channels are e�ectively placed in parallel, with the same pressure
drop applied across all channels. Thereby, if one channel is smaller than the others, the volume 
ow
will not be distributed evenly between the channels, which will in
uence the 
ow velocities. This
property can be used as a bene�t. If multiple di�erent sized channels are placed simultaneously
within the �eld of view, the performance of the velocity estimator can be evaluated across a range
of velocities simultaneously. However, if the di�erence in geometry is unintended, for instance
due to variability in tube dimensions or due to a local narrowing of one channel, one would likely
conclude that the velocity estimator performs di�erently in di�erent parts of the imaged volume,
and it might be di�cult to verify the accuracy of the estimator.

One way to mitigate this problem would be to only use a single channel, looping it around to
return close to itself. In this way, the volume 
ow rate is necessarily the same everywhere in the
channel segments. Even if there is a local narrowing of the channel, the 
ow velocity will only
be a�ected directly at the narrowing, but will obtain the expected value everywhere else. Thus,
the velocity magnitude at any point in the 
ow channel should be the same and can be compared
throughout the phantom.

With the purpose of the phantoms being to provide the most predictable outcome, all 
ow
phantoms have been designed with only a single channel, which is then bent in di�erent ways
to obtain the desired outcomes. Changing the 
ow trajectory like this is very simple when the
phantoms are 3D printed.

8.2 Flow phantom for 2D SRUS
The �rst 3D printed 
ow phantom was an ambitious attempt at creating a unique 
ow phan-
tom capable of demonstrating 2D SRUS with a geometry unattainable by conventional phantom
fabrication methods.
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8.2.1 Phantom description
The �rst 
ow phantom created was designed for 2D SRUS. It consisted of two 7 mm long square
channel segments with side lengths designed to be 200 µm before mapping to the voxel grid,
with the channels being separated by 100 µm. The phantom was modelled in Autodesk Inventor.
Figure 8.2(a) shows an isometric view of the 3D model, and Figure 8.2(b) shows the x-z plane
of the model. The channel is highlighted in blue to emphasise it. A larger inlet can be seen on
the left of the model, to mount a tube needle from the 
ow controller. The diameter in this and
all needle sections in the following is 700 µm to make a tight seal with a 800 µm outer diameter
hypodermic needle. The 
ow should enter the bottom channel �rst, before exiting through the top
channel. The printed phantom can be seen in Figure 8.2(c). Water containing blue fruit dye has
been pumped through the channel to create optical contrast between the hydrogel and the channel.
The phantom was printed with an exposure time of three seconds for each layer.

8.2.2 2D SRUS results
The phantom was used for some of the �rst controlled SRUS experimentation and provided a
lot of valuable experience. SonoVue micro-bubbles were used, in a 1:50 dilution of the standard
solution, infused into the system at 2 µL/s. The data was subsequently analysed using the SRUS
pipeline developed by collaborators at CFU at DTU. The resulting data can be seen in Figure 8.3,
in which Figure 8.3(a) shows the accumulated density of the detected micro-bubbles across the
imaged frames, Figure 8.3(b) shows the direction of 
ow, indicated by the inserted colour wheel,
and Figure 8.3(c) shows the velocity magnitude.

The obtained B-mode video of the data combined with the three images, provide some in-
teresting insights. First of all, Figure 8.3(b) shows that the bubbles enter from the right in the
bottom channel, connects vertically upwards to the top channel, and exits to the right of the image
again, as would be expected. Figure 8.3(a) show the density of micro-bubbles in the image. With
a constant 
ow, and a lot of bubbles being detected, it would be expected that one might see a
density corresponding to the parabolic 
ow pro�le across the channel due to the velocity pro�le
itself, but otherwise constant through the length of the channel. However, that is not the case.
Furthermore, there is a high number of localisations in the top left corner of the channel. The video
showed a lot of micro-bubbles 
owing through the channel at a very high velocity. This is mirrored
in Figure 8.3(c), with some micro-bubbles having a 
ow velocity faster than 60 mm/s, and the
majority having a 
ow velocity around 20 mm/s. As previously stated, typical 
ow velocities in
the smallest vessels are around 2 mm/s, meaning the applied 
ow velocities are not particularly
representative. Furthermore, considering that the length of the two horizontal channel segments is
7 mm, a micro-bubble travelling at 20 mm/s or 60 mm/s would only be present in the �eld of view
for 0.75 second or 0.25 second, respectively. This will decrease the number of frames in which the
same micro-bubble can be located and tracked. This might also explain the apparent errors in the

ow velocity �gures, with some micro-bubbles being illustrated as travelling across the boundary
between the channels. This shows how important 
ow control is, and that it will be a good idea
to decrease the 
ow velocities, not only to match values which are biologically relevant, but also
for more reliable performance.

The B-mode video showed many micro-bubbles being very close together in many frames. This
likely means that many of the micro-bubbles would not have contributed to the SRUS images,
but would have been discarding due to partial overlap of their PSFs. With a more suitable
concentration of micro-bubbles, the resulting SRUS might have contained even more tracks.

The results also indicated the need for �ducial markers. It appears in Figure 8.3(a) that there
is an overall tendency of higher density of micro-bubbles to the left in the image compared to the
right. This might be due to misalignment between the phantom channels and the ultrasound probe.
Thereby, it became apparent that an alignment system would be required for future experiments,
which resulted in development of �ducial markers to be included in the phantoms.

Another practical issue with all phantoms is that the printed features are in general so small that
they are di�cult to see with the naked eye. This makes mounting of the phantoms in the correct
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(a) Isometric view of 3D model of phantom in Au-
todesk Inventor

(b) x-z cross-sectional view of 3D model of phantom
in Autodesk Inventor

(c) Image of the printed phantom

Figure 8.2: The 2D SRUS 
ow phantom. (a) Isometric view of the 3D model of the 
ow phantom for 2D
SRUS created in Autodesk Inventor. (b) Cross-sectional view of the phantom. The channel surfaces have
been highlighted in blue. (c) Image of the printed phantom. Water containing blue fruit dye was pumped
through the channel to increase contrast between the hydrogel and the channel.
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(a) Accumulated micro-bubble density

(b) Flow velocity direction

(c) Flow velocity magnitude

Figure 8.3: SRUS results using the 2D 
ow phantom. (a) shows the accumulated density of the detected
micro-bubbles across the imaged frames. (b) shows the direction of 
ow, indicated by the inserted colour
wheel. Flow enters from the right in the bottom channel, connects vertically upwards to the top channel,
and exits to the right of the image again. (c) shows the velocity magnitude.
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orientation a di�cult task. Therefore, mounting marks have been included in all subsequently
printed phantoms. The mark is seen as a quarter sphere placed in the middle of one of the top
edges of the phantom, for instance in Figure 8.6(b). This placement allows for unambiguous
mounting of the phantoms.

This phantom design was the last one created in Autodesk Inventor. The lack of control when
doing automatic slicing of a 3D model and therefore uncertainty in the actual printed phantoms,
meant that the requirements for precision of placement of �ducial markers and dimensioning of

ow channels, would be unattainable. All other phantom models, including those presented in
previous chapters, were created directly in MATLAB.

8.3 MATLAB phantom generation
Each phantom model was created as a matrix with each matrix element representing a voxel in
the printed phantom. Using the full printing area, and matching the height of the phantom to
the width of the phantom, the matrix dimensions become 1920� 1080� 583. Thereby, any design
created would by default be matched to the voxel grid, with each layer in the matrix representing
a single slice.

Inclusion of �ducial markers is quite simple, as only a list of the marker coordinates matched
to the voxel grid is needed. A number of surrounding voxels is then just marked, to obtain the
desired size of the marker. As the markers are typically smaller than the imaging wavelength,
the �ducial marker coordinates should be placed in the centre of each scatterer. In practice, the
matrix elements corresponding to the �ducial markers are marked by �rst �nding the centre voxel
corresponding to the �ducial coordinate, and subsequently marking the number of voxels to both
sides of the centre voxel, which adds up to the total number of voxels. However, mathematically,
it is not just a matter of dividing the total number of voxels in two, rounding o�, and highlighting
that number of voxels on both sides, as one will end up with the scatterers becoming larger than
intended. A small correction needs to be made regarding the method of rounding o� the number
of voxels. The issue is illustrated in Figure 8.4(a). The centre voxels are marked by white crosses.
White arrows mark the distance corresponding to half the number of voxels of the marker size to
each side of the centre voxel, in this example case 2.5 and 3 to each side. Using the regular \round"
function will highlight more voxels than intended. The exact number will vary, but is always larger
than intended. The solution consists of two steps: Making a slight o�set of 0.1 to the location of
the centre voxel, illustrated by the location of the small vertical white lines. The rounding is then
always done towards the centre voxel on both sides, using \ceil" for the lower value and \
oor" for
the higher value in MATLAB. The combination of the two steps will result in the correct number
of voxels being highlighted regardless of whether the desired number of voxels n in the �ducial
marker is an odd number, illustrated with 5 voxels, or an even number, illustrated with 6 voxels.
It is of course not possible to have a true centre voxel in a �ducial marker consisting of an even
number of voxels. In this case, a correction to the centre coordinate of half a voxel will need to be
made. Note that the rounding is done towards the centre of the voxels. The described rounding
correction has been applied in all of the phantom designs presented.

Special functions (included in Appendix G.1.1) were created for de�ning the 
ow channels. The
scripts requires the phantom matrix, channel diameter, start- and end coordinate of the phantom,
and the radius of curvature if the phantom is to bend. The scripts were designed to align the
main sections of the channels along the printer x-axis, y-axis, and z-axis, which so far has suited
our needs. Furthermore, in the case that the start- and end coordinates along all three axes, the
channel section order will always be �rst x then y then z. This might seem limiting. However,
if the channel is split into segments only containing bends along two axes at a time, any channel
system can be made. This is illustrated in Figure 8.4(b) for a channel with two segments, one along
x and one along y. There are two possible con�gurations as shown in green and blue. Changing
which end of the channel is considered the \start coordinate" and which is considered the \end
coordinate" will result in the two di�erent con�gurations. Based on the coordinates and the radius
of curvature, the centre line of the channel will be de�ned and mapped to the voxel grid. Then
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(a) Offset for fiducial definition

(b) Flow channel orientation (c) Flow channel segment connections, grøn bl̊a rød
lilla

Figure 8.4: MATLAB phantom design concept sketches. (a) illustrates how a small o�set and special
rounding needs to be implemented when the �ducial marker sizes are de�ned. (b) shows how the channel
function, which is limited to orient the channel segments �rst along x then y then z can create any channel
con�guration. For a channel with two sections, one along x and one along y, there are two possible
con�gurations as shown in blue and green. Changing which end of the channel is considered the \start
coordinate" and which is considered the \end coordinate" will result in the two di�erent con�gurations.
(c) illustrates how channel segments should be connected at straight segments to round all corners. The
arrows in (b) and (c) also mark the start and end coordinates.
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(a) B-mode image perpendicular to print layers (b) B-mode image parallel to print layers

Figure 8.5: (a) B-mode image of a channel phantom. The horizontal lines are re
ections at interfaces
between layers in the phantom. To avoid this e�ect, all phantoms were printed on the side. Thereby,
the axial orientation in images becomes the printer y-axis, between which the uniformity is signi�cantly
higher, therefore not resulting in systematic lines in the images. The di�erence can be seen in (b) for the
previously shown scatterer phantom.

a sphere with a diameter matching the desired channel diameter is slid along this path, marking
all of the voxels which form the channel. By splitting the channel into multiple segments, the
diameter can be changed locally, for instance to accommodate a larger inlet for the needle from the

ow controller. In all subsequent descriptions of 
ow phantoms, the used centreline is also shown.

Although not presented in the thesis, the same approach has been applied to create square
channel systems. The only necessary change was that a cylinder is slid along the channel path
instead of a sphere. When the cylinder is dragged along the path, the proper channel width will
be obtained at the bends as well. It is important to consider in which orientation the bend is, as
the cylinder will need to be rotated on the side if the channel bends from either x or y into z, or
vice versa. This script can be seen in Appendix G.1.2.

Given that the channel function only takes a single start- and end coordinate, it will have
no knowledge of the orientation of previous channel segments. This means that if the start- and
end coordinates actually refer to corners in the channel system, it will not be possible to apply a
radius of curvature to these corners. This can be seen in Figure 8.4(b), where the start and end
coordinates are marked by grey disks. If instead, the start- and end coordinates mark positions
along straight segments of the channels, all corners can be rounded, as illustrated in Figure 8.4(c).

Fairly simple adjustments to the script could be implemented which would allow for any channel
orientations to be made. It would only require that the bending radii of curvature were directly
included in the channel path, by which a cylindrical channel system of arbitrary orientations could
be made very easily by sliding the sphere along this new arbitrary path.

Figure 8.5(a) shows a B-mode image of a printed phantom, in which the phantom is mounted
in the same orientation as it was printed. The horizontal lines are re
ections at interfaces between
layers in the phantom. To avoid this e�ect, all phantoms were printed on the side. By 
ipping
the phantoms, the axial orientation in images becomes the printer y-axis, between which the
uniformity is signi�cantly higher, therefore not resulting in systematic lines in the images. The
scatterer phantom was printed on the side, and is included in Figure 8.5(b) for comparison. It
can be seen that the background structure is signi�cantly di�erent. The background pattern is
constant in the images, and it will therefore always be desirable for it to be of as small intensity as
possible. For 
ow phantoms, in which the 
ow is constantly moving, it can quite easily be removed
through stationary echo cancellation, leaving only the moving elements in the images. This will
be demonstrated in Section 8.5.2. However, it is critical to minimise the e�ect of the pattern for
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(a) Channel path (b) Phantom overview

(c) x-z-plane (d) y-z-plane (e) x-y-plane

Figure 8.6: Design of the single channel phantom for 2D and 3D imaging.

the scatterer phantoms.
Through the presented design methods and functions, accurate documentation of the location

of �ducial markers as well as the centre line in the 
ow channels can be provided.

8.4 Single channel phantom for 2D and 3D super-localisation

To get a better basis for doing SRUS experiments, optimise alignment and demonstrate SRUS in
3D, an even simpler phantom was created, consisting of a single central straight channel. The
phantom had multiple purposes: Characterisation and optimization of the acoustic micro-bubble
response, which will not be presented in this thesis; Simple channel foundation for 3D SRUS using
a RCA probe.

8.4.1 Phantom description

The phantom design can be seen in Figure 8.6. It consists of a 200 µm cylindrical channel only
in a single plane, with a 5.8 mm long inlet with a wide section for needle insertion. The channel
then bends 90° with a 200 µm radius of curvature, continuing in a 7 mm straight segment, before
bending 90° with a 200 µm radius of curvature into the 5.8 mm long outlet channel. For 2D
imaging, the 7 mm channel segment would be used, whereas practically the entire channel system
can be included in the FOV of an RCA array for 3D imaging.

The printed phantom can be seen in Figure 8.7. Water containing blue fruit dye has been
pumped through the channel to create optical contrast between the hydrogel and the channel. The
phantom including �ducial markers was printed with a layer exposure time of three seconds.
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Figure 8.7: Image of the single channel phantom. Water containing blue fruit dye was pumped through
the channel to increase contrast between the hydrogel and the channel.

8.4.2 Fiducial marker layout

Fiducial markers are conceptually meant as smaller structures which can be imaged and aligned
to. For the experimental setups used, the alignment can be done along the x-axis, the y-axis, and
rotation about the z-axis. If the phantom consists of a single straight channel, a simple design
could be to place one scatterer in extension of the channel at both ends. For best rotational
alignment, the markers should be placed as far from each other as possible, within the probe FOV.
However, in practice it is not that simple, and the �ducial marker layouts have been iteratively
improved throughout our experimentation. Looking at the B-mode images presented so far in
the thesis, for instance Figure 8.5(b), it can be seen that there are a lot of background phantom
inhomogeneities observable as dots of varying intensity. Finding a single scatterer at the end of a
channel, on a background of dots of varying intensities is like looking for a needle in a haystack.
However, the human brain is excellent at identifying patterns. This is also well demonstrated in
Figure 8.5(b), in which �nding the regular pattern of scatterers on top of the noisy background
is quite easy. Therefore, it was decided that the �ducial markers should be arranged in speci�ed
patterns. Ideally, these patterns would make it very easy to identify left and right in the phantom,
allow for alignment to a speci�ed plane, and provide visual assistance on how to correct the
misalignments.

The developed �ducial marker design is illustrated in Figure 8.8. Figure 8.8(a) shows the x-
z-plane of the design. Figure 8.8(b) shows the y-z-plane of the design. The patterns are not
symmetric from left to right. The dashed lines in Figure 8.8(b) represent the elevation focus of a
2D imaging probe. The green �ducial marker columns should be aligned to the 
ow channel of
interest. The separation between columns in the elevation direction should be large enough that
only the centre column of markers in the y-z-plane are within the elevation focus, as illustrated
in the �gure. Thereby, misalignment in any direction will allow an extra column of scatterers to
be within the elevation focus, and additional markers will therefore appear either at the top of
the bottom of the design. If both sides of the phantom show only extra markers at the top, or
at the bottom, the misalignment is purely translational, and can be corrected using the design
both in terms of the direction of the corrections as well as the amount of correction, based on
the knowledge of how far the marker columns are separated. If one side shows markers at the
bottom, and the other side shows markers at the top, the misalignment is also rotational. In the
implemented design, marker columns are separated by 2 mm in the x-z-plane, by 1 mm in the
y-z-plane, and by 1 mm vertically.
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(a) x-z-plane - azimuth/axial (b) y-z-plane - elevation/axial

Figure 8.8: Fiducial marker layout concept. (a) shows the x-z-plane of the design. The patters are not
symmetric from left to right. (b) shows the y-z-plane of the design. The dashed lines in represent the
elevation focus of a 2D imaging probe. The green �ducial marker columns should be aligned to the 
ow
channel of interest. The separation between columns in the elevation direction should be large enough that
only the centre, green, markers are within the elevation focus.

8.4.3 3D super-localisation results
Ultrasound data was acquired over 28 seconds using a prototype 62+62 elements 3 MHz PZT RCA
array [61]. The probe was connected to the experimental synthetic aperture real-time ultrasound
system (SARUS) [153]. The maximum volume rate of the imaging sequence was 156 Hz at a pulse
repetition frequency of 10 kHz. For the experiment, the volume rate was lowered to � 14 Hz for a
total of 400 volumes. The sequence is described in detail in Paper H. SonoVue micro-bubbles were
used, in a 1:10 dilution of the standard solution, infused into the channel system at 1.61 µL/s,
which resulted in a peak velocity of 102.4 mm/s. The data was subsequently analysed using the
SRUS algorithm developed by my collaborators at DTU.

The super-localised positions of the micro-bubbles in the phantom can be seen as the blue dots
in Figure 8.9. The used experimental parameters re
ect that the results from the initial 2D double
channel phantom had not been analysed in depth at the time of the experiment. The results in
this experiment thus su�er from some of the same problems. A micro-bubble with a velocity of
102.4 mm/s will only be present inside the phantom for �0.18 seconds. With the utilized volume
rate, a single micro-bubble will only be captured in three consecutive volumes before exiting the
phantom again. Clearly, an attempt at tracking the individual micro-bubbles and imaging the 
ow
velocities based on that would once again result in images where micro-bubbles would apparently
travel through the hydrogel, and not only follow the 
ow channel, similarly to Figure 8.3(c).
However, the actual super-localised micro-bubble positions presented in Figure 8.9 show that the
micro-bubbles are in fact only ever localised in positions which correlate with the phantom design.

At each of the bends in the 
ow channel, the inferred diameter of the channel based on the
micro-bubble localisations appear wider than in the straight segments. There has been no evidence
suggesting that this is a true e�ect in the printed phantom; it could be an artefact in the SRUS
pipeline. This should investigated further.

Given that the phantom only has a single straight channel and no other channel segments placed
closer than the di�raction limit set by the scanning system, it is not possible to demonstrate the
resolution capabilities of a SRUS pipeline using this phantom. However, as noted the introductory
Section 2.2.1, the localisation precision and the resolution of the system are closely linked, and thus,
the localisation precision will hint at the resolution. By isolating the straight segments of the inlet,
central channel, and outlet, individually, as demonstrated by the blue crosses in Figure 8.10(a),
it is possible to make an indirect estimate of the localisation precision. The localisation precision
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Figure 8.9: Super-localised micro-bubble positions in the single channel phantom.

(a) Selection of micro-bubbles (b) Radial distribution of micro-bubbles

Figure 8.10: Procedure for estimating the localisation precision from 
ow channel data. (a) highlights a
subset of the micro-bubble localisations located along a single straight segment. (b) shows the distribution
of the localisations radially from the centreline of the used subset. The blue curve illustrates the radial
distribution with uniform micro-bubble distribution in the channel. The red curve shows the expected
distribution when measurement uncertainty is accounted for, showing how some micro-bubbles might
appear to be located outside of the channel boundary. The yellow curve shows the actual radial distribution
from the selected subset.
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stems from the noise in the scanning system. Due to that noise, a micro-bubble right at the edge
of the channel might erroneously be localised outside of the channel, with the localisation precision
determining how far the position estimate can be o�set. A straight line is �tted to the data in each
segment, which therefore represents the centreline of the channel. The distance from each localised
micro-bubble to the centre is calculated. The procedure e�ectively takes the data from 3D, to a 2D
cross-sectional projection, into a 1D radial distribution. The phantom was mounted roughly along
the transducer axes, but calculating distances relative to the �tted line instead of the transducer
axes will remove a potential e�ect from misalignment of the phantom to the ultrasound probe. If
one assumes that the micro-bubble localisation are uniformly distributed across the cross-sectional
area of the channel, the radial distribution of micro-bubbles will be a straight line from zero, out to
the radius of the channel, as illustrated by the blue curve in Figure 8.10(b). This is because each
in�nitesimal area increment scales as the circumference, 2�r , and is therefore linear in r . Assuming
the localisation precision is normal distributed with the same variance in each dimension, the radial
distribution of all micro-bubbles in the segment will follow the distribution

f (r ) = 2�r
Z

j~r t j<R
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2� 2

�
d2r t ; (8.4)

where r is radial position, R is the radius of the tube, and � is the standard deviation. The
integral is a convolution of a constant density (1=(�R 2)) with a two-dimensional Gaussian. The
non-analytical integral (8.4) is estimated in a Monte-Carlo calculation and is a Rayleigh distribution
convolved with a uniform disk distribution of radius R = 100 � m. The factor 2�r is the Jacobian
needed to convert from Cartesian to cylindrical coordinates. The convolved theoretical micro-
bubble distribution is shown as the red curve in Figure 8.10(b). After convolution, a certain
fraction of the micro-bubble positions will be outside of the channel boundary, illustrated as the
vertical blue line, where the uniformly distributed micro-bubble curve goes to zero. This fraction
will be given by the localisation precision of the actual measured data, or the standard deviation
� of the theoretical distribution. Thus, when the data has been collected, the fraction of micro-
bubbles localised outside the boundary of the tube can be calculated, and the localisation precision
can be reverse engineered by simulation, by �nding the standard deviation of a 2D Gaussian
distribution which results in the same fraction of localisations outside of the channel boundary.
The radial distribution of the measured micro-bubble localisation is shown as the yellow curve
in Figure 8.10(b). For the channel with radial distributions in the y � z plane, the fraction of
localisations outside of the channel boundary was found to be 13%, corresponding to a localisation
precision of 16.5 µm. For the channel with radial distributions in the x � z plane, the fraction of
localisations outsize of the channel boundary was found to be 18%, corresponding to a localisation
precision of 23 µm.

This model is based on a number of assumptions, of which some are known not to be met. First,
it can be problematic to use a model as a predictor when there are so large di�erences in the bin
sizes between the simulated data and the measured data. The reason for this is simply due to the
availability of data, with a total micro-bubble count of 415. Of course more data would always be
bene�cial when basing calculations on data distributions. Second, reducing this to a radial problem
is problematic, since the ultrasound imaging system is not expected to have equal precision along
the di�erent axes: Ultrasound systems provide higher precision in the axial direction compared
to the lateral direction, and the distributions in both channel segments are mixtures of the axial
direction with one of the lateral directions, which consequently means the localisation precision
estimates are as well. Thus it is reasonable to expect that the radial estimates will overestimate
the true axial precision and underestimate the true lateral precision. Third, the foundation is
a uniform distribution of micro-bubbles in the channel cross-sectional area. Due to the no-slip
boundary condition of the 
uid in the micro-channel, the 
ow velocity at the edge of the channel
is zero, and consequently, there will not be any micro-bubbles there. The velocity pro�le increases
towards the centre of the micro-channel, and the micro-bubble distribution would be expected to
gradually increase from zero. When the distribution is then normalised with circumference for a
radial distribution, the result would be a curve somewhat similar to the red curve in Figure 8.10(b),
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but with the tail reaching zero at the channel boundary. Finally, the model does not really seem
to �t the data that well. The data is skewed signi�cantly towards the centre. This is actually quite
well in line with the previous point of the wrong foundational distribution. None of these issues
are present for the scatterer calibration phantom presented in the previous chapter.

Considering all of these erroneous assumptions, it is surprising that the localisation precision
estimates based on this model are quite well in line with those determined using the scatterer
phantom. In fact, both estimates obtained from the 
ow phantom split the lateral precision
estimate of 17:3� 27:6 µm and axial precision estimate of 8:7� 9:5 µm found using the scatterer
phantom, which would be expected. Thus, the method functions well as a �rst order estimate of
the localisation precision.

8.5 Looping 
ow phantom for 3D SRUS
The previous phantom demonstrated how localisation precision in 3D can be estimated directly
from the micro-bubble localisations, which will hint at the system resolution. However, instead of
inferring the resolving power of the SRUS pipeline, direct demonstration of it would be preferable.
That is the purpose of the next design.

8.5.1 Phantom description
The phantom design can be seen in Figure 8.11. It consists of a 200 µm cylindrical channel which
loops around and passes 108 µm above itself at a 90° angle. The radius of curvature at the corners
of the loop is 2.7 mm to ensure that the bend itself will be visible in B-mode, while the separated
crossing will not. The phantom has been designed to allow for inclusion of the crossing channels,
the entire channel loop, as well as the �ducial markers within the FOV of the RCA probe used
in previous experiments. The vertical bend only has a radius of curvature of 200 µm. This was
the simple implementation based on how the channel generation works, but the ideal displacement
would be done gradually, for a smooth transition with a small disturbance of the 
ow. However,
the important feature of the phantom is the crossing of the channels, and the vertical bend was
therefore placed at the back of the loop to allow the 
ow to re-stabilize before the channel crossing.

The printed phantom can be seen in Figure 8.12. Water containing blue fruit dye has been
pumped through the channel to create optical contrast between the hydrogel and the channel. The
phantom was printed with a layer exposure time of three seconds, while the Single pixel dosing
scheme was applied to the �ducial markers.

A new �ducial marker layout was made for this phantom. The overall layout of the �ducial
markers are the same as for the single channel phantom. However, as seen in Figure 8.11(e) the
two pairs of markers are not placed along a channel, or even in the same plane. This was done
to avoid any signal interference between that from the markers and micro-bubbles in the channel.
Instead, the groups are placed on each side of the channel crossing along the x-axis, o�set along
the y-axis. It has been designed strictly for 3D imaging, with the placement of the �ducial markers
not allowing to align a 2D imaging probe to a plane. Thus, if 2D cross-sectional images are desired,
alignment will have to be done directly to the channel, which is not ideal. This should be changed
in the future.

8.5.2 Looping 
ow phantom results
The phantom has been used for illustrating a number of di�erent features, and has illuminated
some of the issues which have been stated previously. As mentioned it was designed to demonstrate
the 3D resolution capabilities of the 3D SRUS pipeline. Building on the previous experience the
volume 
ow velocity was decreased to 0.06 µL/s and the micro-bubble concentration decreased to
a 1:100 dilution compared to the standard solution. The prototype 62 + 62 elements 3 MHz PZT,
RCA array was used again, connected to the experimental SARUS. Figure 8.13 shows a 3D B-mode
volume of the channel crossing and the full loop. The image illustrates that the two channels are not
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(a) Channel path (b) Phantom overview

(c) x-z-plane (d) y-z-plane (e) x-y-plane

Figure 8.11: Design of the looping 
ow phantom for 3D SRUS.

Figure 8.12: Image of the looping channel phantom. Water containing blue fruit dye was pumped through
the channel to increase the contrast between the hydrogel and the channel.
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Figure 8.13: B-mode volume of the looping phantom acquired with a 3 MHz RCA array. The iso-surfaces
mark intensities at 0 dB, -10 dB, -20 dB and -30 dB.

distinguishable in regular B-mode images, separated by only 108 µm. Although the micro-bubble
concentration was decreased, no micro-bubbles were detected in the images, despite the fact that
they had been visualised in the phantom in control 2D B-mode images using 2D imaging probes.
The hypothesis is that the pressure from the RCA array is two high, bursting the bubbles, therefore
resulting in no micro-bubble detections. The micro-bubble debris is expected to be providing the
wide signal seen in the B-mode volume. It should be noted that the image is not a summation
of volumes across the acquisition time, but a single volume. Micro-bubbles bursting might also
explain why it was possible to detect micro-bubbles in the single straight channel phantom in the
previous section, even though a high concentration of micro-bubbles was used. If most of the
bubbles in the solution are bursting but a few remain, the resulting concentration might end up
being su�ciently low, and suitable for SRUS. The experiment has not yet been repeated with a
higher micro-bubble concentration.

In an ongoing series of experiments, the phantom is used to illustrate the bene�ts obtained when
doing super-resolution in 3D in terms of the elevation resolvability. By placing the channel loop
vertically, and aligning a 2D transducer to the channel segments, the entire channel system can be
captured within the width of the elevation focus. This is illustrated in Figure 8.14. Figure 8.14(a)
shows the B-mode image of the phantom. The vertical con�guration places the phantom perpen-
dicular to the layer orientation seen as the horizontal lines again. Figure 8.14(b) shows a contrast
enhanced image taken interleaved with the B-mode image, illustrating the isolation potential when
imaging non-linear objects. In this case, the micro-bubble signal within the channel is clearly
visible.

Another method for isolating the 
ow signal would be to apply a stationary echo �lter. Such �l-
ters can be applied in various forms, but the simplest method will be to consider only the di�erence
between consecutive B-mode images. In this way, only features which have moved between frames
will be visible. Figure 8.15(a) shows an example of the di�erence between two consecutive images.
Even though each B-mode image appears similar to Figure 8.14(a), the di�erence between two
consecutive frames reveals signi�cant movement due to the 
ow, beneath the static background.
These di�erence images can then be quadrated to obtain the energy in each image, and integrated
over time to reveal the areas of signi�cant movement in the images, as seen in Figure 8.15(b).
The channel shape is clearly identi�able with two hot regions shown in the vertical segments of
channels. The exact reason for this is unknown, but is clearly observable when watching the video
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(a) B-mode image (b) Contrast enhanced image

Figure 8.14: 2D ultrasound images of the looping 
ow phantom, with the channel system placed vertically.
(a) shows a B-mode image of the phantom. The phantom orientation results in only the horizontal print
layers being the only visible features. (b) shows a contrast enhanced image taken interleaved with the
B-mode image.

(a) Two subtracted frames (b) Energy over time

Figure 8.15: Resulting images after application of a stationary echo �lter on the B-mode images in the
series presented in Figure 8.14(a). (a) Subtraction of consecutive frames will result in only the features
which have moved between frames being visible, in this case, the micro-bubbles in the 
ow channel. (b)
shows the integrated energy over time of the �ltered B-mode images. A tear near the outlet can be seen
in which the channel branches into two segments.
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of the subtracted frames. The e�ect might stem from the opposing forces acting on the micro-
bubbles such as the 
uid velocity, buoyancy, and the ultrasound pressure �eld pushing down the
micro-bubbles. It is also notable that the vertical parts of the channels are printed in the x-y-plane,
on an isotropic voxel grid, whereas the horizontal channel segments are printed on a anisotropic
voxel grid. Thus, there might be an actual di�erence in channel dimensions, disturbing the 
ow.

8.6 Flow phantom optimisation

8.6.1 New �ducial marker layout

A practical issue with using 3D imaging probes, is that the data rate is so large, that there is
typically no ultrasound live view, and therefore no easy feedback on alignment of the probe to the
phantom. Instead, one will have to set everything up, make rough alignments, record a volume
and beamform the data. Then the alignment can be checked, and altered if needed. To ease with
alignment, the experimental setup includes 3D printed probe holders, which are all designed to
mount the centreline of the ultrasound probe in the same position. In that way, if one probe is
aligned all other probes will be aligned as well. Thus, if the �ducial markers are aligned along a
plane, a 2D transducer can be used for live feedback on alignment to that plane. Any other probe
exchanged with the used one will then be aligned similarly. This greatly simpli�es alignment of
3D imaging probes. Inclusion of another set of �ducial markers rotated 90° around the centre
vertical axis allows for aligning the probe along x and y. Figure 8.16 shows an updated version
of the straight channel phantom, with o�set �ducial markers, of the same overall pattern used in
the original straight channel phantom, only now placed in the centre of the phantom and with two
sets of orthogonal alignment marks. The new design was implemented to have the needle inlet
further away from the central channel to be imaged, in this case the orthogonal channel section,
potentially to move it completely out of the probe FOV. The needle itself is made of metal, which
in general have high acoustic impedances, and will therefore provide large re
ections in ultrasound
imaging. These re
ections could potentially in
uence the image of structures surrounding it.

Practical use of the original �ducial marker layout has shown that even at 1 mm of lateral
separation of the �ducial marker columns, the elevation focus of the used 2D probes is still too
wide for good unambiguous alignment to the �ducial marker structure. Updated versions will be
separated by 1.5 mm.

8.6.2 Decreasing the 
ow channel size

The presented phantoms have been made with varying channel feature complexity, mainly to high-
light di�erent features of SRUS. However, they have all been fabricated with safe dimensions for
the channel which were known to work without problems based on previous experiments. The fab-
rication method had not been characterised regarding the channel dimensions. It could be argued
that this follows directly from the analysis of the scatterer sizes presented in Section 7.2.3, which
was also one of the reasons why the circular cross-section was included in the design. However,
observing a cavity appearing to be open does not mean that a channel of the same size will be per-
fusable. It might depend on the localisation of the channel, which was also illustrated by the small
systematic variations seen in the printed scatterer size depending on the position of the scatterer
within the print area. Furthermore, even a small print error at a single point along the channel
might result in blocking of the channel. The chance of actually locating such a print error when
investigating a channel by slicing the hydrogel for cross-sectional optical imaging is slim at best.
Additionally there is signi�cant risk of actually contaminating the channel directly when slicing it.
The only way to test for perfusability is to perfuse the printed samples.

A preliminary investigation was made using the phantom design seen in Figure 8.17. Each
channel starts with a 702 µm (65 voxels) diameter needle inlet, which narrows to 205 µm (19
voxels), before entering the main segment which is designed to be from 32.4 µm to 108 µm (3 to
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(a) Channel path (b) Phantom overview

(c) x-z-plane (d) y-z-plane (e) x-y-plane

Figure 8.16: Updated version of the single channel phantom. In this case, the needle inlet is moved to
the end of the phantom to remove it from the probe FOV. The �ducial markers are located near the centre
of the phantom. Knowing the o�set to the 
ow channels, proper alignment can easily be done.
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(a) Channel path (b) Phantom overview

(c) x-z-plane (d) y-z-plane (e) x-y-plane

Figure 8.17: Perfusion test phantom. The channels are all cylindrical, and are designed to be from 3 to
10 voxels in diameter.

10 voxels), before going out into another 205 µm (19 voxels) segment. The phantoms were printed
using a layer exposure time of 3 seconds.

An image of a phantom submerged in water during perfusion of the middle channel can be
seen in Figure 8.18. The channels were perfused with water containing blue fruit dye for visual
con�rmation of perfusability. Due to the yellow colour of the phantom, and likely QY mixing with
the perfusion solution, the dye appears green instead of blue. The wider 205 µm segments were
included since the water with blue fruit dye was not visible to the naked eye in the smallest of the
channels. By making a wider inlet before and after the narrow channel, the dye would be visible in
these sections. Alternatively, perfusability could have been con�rmed simply by observing the blue
dye at the outlet of the channels. The channel perfused in the image was designed to be 86.4 µm
in diameter. The blue dye can be seen in the water at the outlet of the perfused channel.

As the design was printed on the side, it was possible to fabricate two samples per print. Four
samples were made in total in two prints. The results were inconclusive. In both of the two prints,
one phantom was perfusable down to a design diameter of 86.4 µm, which according to the model
presented in the scatterer size analysis will actually be printed as 80.8 µm. The other phantoms
were only perfusable at the largest or next largest channels, 129.6 µm and 118.8 µm. Whether this
di�erence stems from which side of the print area the phantom was printed on is unknown since
the print side was not logged, but it could indeed be a consequence of imperfect printer uniformity.
However, the optical investigation of the scatterer size in Section 7.2.3 did not suggest variations
this large.

A more systematic study could be conducted in the future, taking into account multiple factors
as in the scatterer size analysis, including the print position. Dosing schemes around the channels
could also be applied, either through more controlled narrowing of channels by local increase of the
dose, or by decreasing the risk of closing down the channels through lowering of the dose locally
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Figure 8.18: Image of perfusion test sample. The channels were perfused with water containing blue
fruit dye for visual con�rmation of perfusability. Due to the yellow colour of the phantom, and likely QY
mixing with the perfusion solution, the dye appears green instead of blue. The channel perfused in the
image was designed to be 86.4µm in diameter.

around the channels. Thereby, the channel diameters might actually be controlled on a continuous
scale, instead of being limited by the voxel dimensions.

8.7 Phantom concepts for future exploration

A number of additional phantom concepts have already been designed, but have not yet been
utilized fully. These are designed both to determine the limit of the phantom fabrication method,
but also to demonstrate resolution capabilities of SRUS algorithms in three dimensions.

8.7.1 Optimisation of channel separation

The minimum channel separation distance will set the limit for the SRUS resolution testing. The
currently demonstrated 108 µm of separation is already well below the di�raction limit of most
ultrasound systems, but at the same time not near the limit of SRUS algorithms. The following
designs have been considered to test the printer capabilities, but have not yet been tested. It
should be noted that in both cases the failure points likely will vary with channel diameter and
volume 
ow rate.

Channels running in parallel

Figure 8.19 shows a design concept for testing how close 
ow channels can be printed when placed
parallel to each other. A single channel bends multiple times passing parallel close by itself. Initial
separation is set to 108 µm, and decreased by 1 voxel for each bend. Note that only the separations
between channels are scaled to the voxel grid in the illustration. The channel would need to be
larger. Supposedly, when the separation between channel segments becomes too small at a certain
pressure, the separation will fail. By using blue fruit dye again, it will be possible to determine the
point of failure optically. The channel diameter should be kept large enough that the dyed water is
visible to the naked eye. Unless debris at the failure ends up blocking the 
ow channel, the liquid
can bypass the remaining loops to escape to the outlet. Thereby, the exact point of failure can be
determined for parallel channels.
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Figure 8.19: Parallel channels phantom concept. A single channel bends multiple times passing parallel
close by itself. Initial separation is set to 108 µm, and decreased by 1 voxel for each bend. Note that only
the separations between channels are scaled to the voxel grid. The channel would need to be larger.

Channels crossing perpendicularly

Figure 8.20 shows a design concept for testing how close 
ow channels can be printed when placed
perpendicular to each other. A single channel is looped around and displaced vertically by initially
only a single voxel of separation before passing over itself. The channel passes itself multiple times,
each time increasing the separation by one voxel. The crossings are seen in (a), and the vertical
channel separation is seen in (b). Given that the region in which the channels are close to each
other is small compared to the parallel channel design concept, it is expected that the channel
separation will fail at a smaller separation. The order of vertical separation is critical in this
design. By placing the smallest separation furthest away from the inlet, the 
ow will only bypass
smaller separations than that at the failure point. With the order reversed, the �rst crossing from
the inlet would be the one with smallest separation. If that fails, 
ow would bypass all larger bends
on the way to the outlet, making it impossible to observe the actual minimum separation distance.
Once again, this assumes that debris at the point of failure does not end up blocking the channel.

8.7.2 Di�erent 
ow velocities along di�erent axes in a single phantom

Changes to the channel diameter will modify the hydraulic resistance and thereby the volume

ow rate, and as a consequence the 
ow velocity. If only a single channel is used, the volume

ow rate will necessarily be the same all the way through the channel system. By intentionally
modifying the diameter of selected segments of the channel, the 
ow velocities in the di�erent
segments would be known, which could be used for velocity estimator validation. By having the
channel bend in di�erent directions, a single phantom with a single channel could be bent to be
oriented in all directions at di�erent positions in the phantom, with locally di�erent well controlled

ow velocities.

8.7.3 Branching channel systems to quantify local print variability

Once the 
ow estimator has been properly validated, phantom fabrication can start getting even
more creative, utilizing the three-dimensional freedom of the printing method to the fullest. Flow
phantoms can be designed with features mimicking actual vasculature. Designs could contain all
of the elements previously avoided, for instance branching of channels oriented in many di�erent
directions. With the SRUS pipeline validated at this level, it could be utilised to illuminate the
print variability of the channel phantoms.
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(a) x � y plane (b) x � z cross-plane

Figure 8.20: Channels crossing perpendicularly phantom concept. A single channel is looped around
and elevated by initially only a single voxel of separation before passing over itself. The channel passes
itself multiple times, each time increasing the separation by one voxel. The crossing is seen in (a), and the
channel separation is seen in (b). Note that only the vertical separations between channels are scaled to
the voxel grid. The channel would need to be larger.

8.8 Chapter summary
A series of 
ow phantom designs with 200 µm diameter channels have been presented, providing
insight into the progressive development of the phantom and �ducial marker designs utilized. The
design methods in MATLAB was described, demonstrating how to obtain most control possible
over phantom dimensions and feature placement. A phantom containing two channels with a
separation of 108 µm was presented to demonstrate SRUS in 2D. This sparked the development of
�ducial marker patterns for precise alignment of ultrasound probes to the 
ow channels. A �ducial
marker pattern was presented, which provides visual feedback on which corrections to alignment
are needed. A single channel 
ow phantom was designed for demonstration of super-localisation
of micro-bubbles using a 3D RCA probe. The micro-bubble localisations were used to determine
SRUS precision estimates of 16.5 µm in the y � z plane and 23 µm in the x � z plane, both
in line with the precision estimates determined using the scatterer phantom in Section 7.3.2. A
looping 
ow phantom was designed to demonstrate 3D SRUS pipeline resolution capabilities. Initial
experimentation utilizing this phantom design was presented, however, 3D SRUS experimentation
has not yet been conducted. Initial experiments have shown that it is possible to 3D print perfusable
channels as small as 80.8 µm.



Part III

Overall conclusion and outlook

151





CHAPTER9

Conclusion

The underlying goal of this Ph.D. project has been to develop tools to expand and improve the
super-resolution ultrasound imaging (SRUS) techniques in the ultrasound research �eld, in part
by transferring them from 2D to 3D imaging. The foundation has been that the improvements
will be found both in software and hardware development, which in turn needs validation. This
has lead to the solutions presented in the two main parts of this thesis: capacitive micro-machined
ultrasonic transducer (CMUT) process development, and 3D printed phantom fabrication.

CMUT process development
A critical processing step for fusion bonded CMUTs is the bonding step, which is highly vul-

nerable to particle contamination. The results presented in the thesis show that it is possible
to obtain fusion bonds of comparable quality when conducting the pre-bonding process directly
in hand, referred to as handbonding, instead of in a dedicated wafer bonder. A CMUT device
structure using silicon nitride (Si3N4) plates were used to indirectly determine the resulting cavity
pressure by measuring the resulting plate de
ection under ambient conditions, as this is propor-
tional to the cross-plate pressure di�erence. Handbonded devices were compared to devices bonded
in a wafer bonder in vacuum, argon and air. No di�erence in plate de
ection was found between
the devices bonded in di�erent atmospheres, indicating gases trapped in cavities formed through
fusion bonding will di�use out through the bonding interface during the 1100°C bond anneal step.
Thereby, the gas content inside the cavity devices will depend on the annealing atmosphere: If
the anneal is conducted in an N2 atmosphere, the cavities will end up containing N2, regardless of
what the initial gaseous content was. The only way to obtain a vacuum cavity is to anneal inside
a vacuum.

The study has changed the bonding procedures of the research group, not only for fusion bond-
ing, but also other types of wafer bonding. Due to the particle sensitivity of the bonding processes,
a wafer cleaning process is always conducted as a �nal step prior to wafer bonding. A by-product
of handbonding is that it is not necessary to transfer the wafers from the wafer cleaning station
to the wafer bonder before bonding, with inevitable additional particle exposure. The handbond
can be conducted right after wafer cleaning, minimising the risk of particle contamination. If con-
trolled bonding parameters are necessary, the wafer stack can then subsequently be transferred to
the wafer bonder, but now without the risk of additional particle contamination.

3D printed phantoms
In this thesis, ultrasound phantoms have been created using a stereolithography (SLA) 3D

printing method. The method is a layer-by-layer printing process in which a liquid resin is poly-
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merised into a water-containing polymer network called hydrogels, with acoustic parameters similar
to those found in tissue. The printer system provides a voxel size of 10.8 µm � 10.8 µm � 20 µm.

The properties of the phantoms have been characterised. Empirical results showed that changes
in the acoustic properties could be attained by varying the interlayer exposure time of the printed
structures locally within a phantom. However, characterisation of the hydrogel samples revealed a
practically constant speed of sound of 1577 m/s for exposure times from 2 seconds to 19 seconds
with a slight decrease to �1530 m/s for exposure times up to 23 seconds. The density was also
found to be practically constant for most exposure times, with an average density of 1.045 g/ml.
As a consequence, there should be no change in acoustic impedance, meaning there is no clear
explanation for the empirical observation that the phantom properties do change. The phantom
swells post printing, and the amount of swelling changes with the exposure time, from a little less
than 2.6% for the most utilized exposure time of 3 seconds, to more than 6% for doses in the range
of 9 seconds to 17 seconds. The swelling was shown to be isotropic. By using local exposures, this
di�erence in swelling will result in stress e�ects locally in the phantom which might explain the
change in acoustic impedance. However, this is not easily testable.

A new type of phantom was also developed for SRUS. One of the shortcomings of tube phantoms
and micro-bubbles is that it is not possible to control the position of the micro-bubbles within the
tubes. It is only possible to create an outer boundary. Thereby, the source of the detected signals
are not completely known. It was shown that �xated scatterers could be printed by printing hollow
cavities. By making them smaller than the imaging wavelength, they can be used as point targets.
Statistical models were made to correlate the designed sizes of scatterers, ranging from 3 to 12
voxels, to the resulting printed scatterer size, also modelling the e�ect of using square or circular
scatterer cross-sections, and printing them with di�erent dose schemes with local overexposure
around the scatterers. The statistical models provide not only an overview of these scatterer
related factors, but also models inhomogeneities in the printer �eld of view (FOV) which can
then be compensated. The model showed a signi�cant size dependence on the dose schemes, with
scatterers employing local overexposure around the cavity becoming smaller than those printed
using only the base exposure time. A similar study was conducted on the re
ected intensity,
modelling all of the same factors, including compensation for inhomogeneities in the ultrasound
imaging �eld. It was shown that the scatterers printed with overexposure in a single voxel wide
frame around the cavity provided the largest intensities, and should thus be used for scatterer
phantoms and �ducial markers.

A scatterer phantom containing eight randomly placed scatterers was used for determining
the accuracy and the localisation precision of a 3D SRUS pipeline using a row-column addressed
(RCA) array. With the scatterer coordinates compensated for the swelling, the SRUS pipeline
could be validated. Good correlation between the distances between the scatterers based on
the super-localised positions of the scatterers, and the corresponding design distances compen-
sated for swelling was found. The slope of correlation was 0.989, close to a perfect correla-
tion slope of 1. The true precision is expected to be between the two limiting estimates of
(~� x , ~� y , ~� z) = (17.7 µm, 27.6 µm, 9.5 µm) and (~� x , ~� y , ~� z) = (17.3 µm, 19.3 µm, 8.7 µm),
with the worst precision estimates being about 1/18th of the wavelength of 500 µm used in the
experiment. The two sets of precision estimates stems from distortion in the beamforming, on a
micrometre scale. This would not have been possible to discover using conventional tube phantom
setups.

A series of 
ow phantoms were created to perform well controlled SRUS with micro-bubbles.
The initial 
ow phantom results illustrated the fundamental need for �ducial markers to align
the ultrasound probe to the phantom features. A �ducial marker layout was presented, which
allow for easy alignment. The layout is based on a grid of scatterers for simpler identi�cation of
orientation. Furthermore, additional �ducial markers were included to provide visual feedback on
how to correct alignment.

Another 
ow phantom was created to demonstrate super-localisation of micro-bubbles in 3D
using a RCA array. An alternative method for estimation of the localisation precision was demon-
strated, through consideration of the distributions of micro-bubbles. The localisation precision
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estimates were 16.5 µm in the y � z plane and 23 µm in the x � z plane, both in line with the
precision estimates determined using the scatterer phantom.

A looping 
ow phantom was designed to demonstrate 3D SRUS pipeline resolution capabilities.
The design concept and intended use was described, including initial experiments utilizing the
phantom, however, 3D SRUS experimentation has not yet been conducted.

The results illustrate the great obtainable achievements with a high resolution 3D printing
phantom fabrication method, but only scratches the surface of the potential for future solutions
which the phantom printing method provides. The printing method allows for three-dimensional
freedom when designing phantoms, and an unparalleled control of phantom feature placement and
feature size control.

9.1 Outlook

Many conclusive results and elements of transducer and phantom development were presented,
showing o� some of the of the capabilities of the technologies. While these results are directly
usable, each of them opens up a series of new possibilities and areas to explore.

CMUT process development
The handbonding method has already been implemented as a standardised intermediate bond-

ing step, conducted right after wafer cleaning. Although pressure is still applied to the pre-bonded
structures for a more controlled pre-bond condition, this could potentially be exchanged with a
weight placed on the wafer stack. This would allow for the transfer of the CMUT processing to
a 6\ wafer process, likely increasing the device throughput, which would provide the potential for
increased characterisation of performance of the �nished fusion bonded devices. A number of other
processing steps still need transferring to a 6" wafer process.

3D printed phantoms
The 3D printing method has also proven a lot of use cases already. The implemented scatterer

phantoms illustrate the intended concepts of SRUS pipeline characterisation using static and re-
peatable scatterer targets. However, a lot of modi�cations can be made to illuminate other SRUS
features. Direct investigations into exactly how much separation between scatterers is needed for
a properly functioning SRUS pipeline could be implemented. Sub-wavelength placement of scat-
terers might also open up for alternative SRUS techniques capable of separating the scatterers.
In relation to the neural network sub-wavelength scatterer detection system, phantoms with scat-
terers placed much closer will be needed. These might be �xated in grids as used so far or in
random patterns with a varying number of scatterers to better mimic the in vivo micro-bubble
situation. The neural network scatterer detection has a high enough resolution that each scatterer
is recognised with two scattering interfaces, one at the front, and one at the back of the scatterer.
These might also be utilized as individual scattering targets, for increased 
exibility in scatterer
placement.

The scatterer sizes and signal intensities have only been characterised for 2D imaging, but
should also be optimised for 3D imaging. To improve the signal to noise level (SNR) in the scatterer
phantoms further, lowering of the background scattering intensity should also be investigated.

The scatterer phantoms illustrated high sensitivity to small distortions in the beamforming. It
is likely a consequence of not perfectly matched speeds of sound between the phantom hydrogel
and the water. Addition of salt to the water will increase the speed of sound towards that of the
hydrogel. However, given that the hydrogel is a di�usion open polymer network, the salt water
would also enter the hydrogel material, which is likely to change the hydrogel speed of sound as
well. This, and alternative methods of matching of the speeds of sound should be tested.

A number of 
ow phantoms have been presented in the thesis, mainly using channel dimension
known to provide perfusable channels. An initial study of decreasing the channel diameter was
presented showing that it is possible to perfuse 80.8 µm channels. The study should be done more
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systematically, as the results showed high variability, potentially due to the channel placement
within the printer FOV. Furthermore, modi�cations to the exposure schemes could result in even
smaller channels being perfusable.

In addition to optimization of the channel diameter, the possible channel separation should also
be tested, as this would be directly usable to demonstrate the resolution of the SRUS pipelines.
However, at some point the channel separation might become so small that the 
ow channel
separation fails due to the 
ow pressure. Two designs of phantoms were presented to investigate
this, one for parallel 
ow channels and one for perpendicular 
ow channels.

The presented phantoms primarily investigated super-localisation of scatterers, as inexperience
with using micro-bubbles resulted in practical 
ow velocities not suitable for velocity estimation.
Optimisation of the 
ow velocities and micro-bubble concentrations could be combined with 
ow
phantoms tailored for illustrating SRUS 
ow velocities. Phantoms with di�erent diameter channel
segments, oriented in many di�erent directions could demonstrate simultaneous velocity estimation
in full imaged volumes, which would not be possible utilizing any other phantom methods.

Finally, the 3D printing method fundamentally provides complete freedom in structure design.
This should eventually be utilized for creating phantoms with channel systems mimicking real
vasculature in terms of approximate scale and complexity.
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