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Preface

This PhD thesis has been submitted to the Department of Health Technology at the Technical
University of Denmark in partial fulfillment of the requirements for acquiring the PhD degree.
The research providing the foundation for the thesis has been conducted over a period of three
years from March 15, 2017, to March 14, 2020. It has been carried out at the Department of
Health Technology at the Technical University of Denmark (DTU) under supervision of Professor
Erik Vilain Thomsen and co-supervised by Professor. Jørgen Arendt Jensen, and Professor Niels
Bent Larsen.

The project combines the competences at each of the three research groups through CMUT
development with Erik Vilain Thomsen, 3D printing of ultrasound phantoms with Niels Bent
Larsen, and ultrasound experimentation with Jørgen Arendt Jensen.

Martin Lind Ommen
Kgs. Lyngby, March 2020
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Abstract

Super-resolution ultrasound imaging (SRUS) is a new ultrasound imaging technique which aims to
visualise the smallest branches of the vascular system, namely sub-100 µm arterioles and venules
and 5-9 µm capillaries. The technique breaks the conventional diffraction limited resolution through
super-localisation of micro-bubble contrast agents injected into the vascular system. The method
has been demonstrated to obtain resolutions of only a few tens of micrometres which should
be compared to 500 µm of conventional diffraction limited ultrasound system. The goal of this
project has been to develop tools to improve the SRUS techniques and transfer them from 2D
to 3D imaging through development of capacitive micro-machined ultrasonic transducer (CMUT)
fabrication processes and 3D printed phantom fabrication for improved validation.

A continuous goal in ultrasound transducer fabrication is to create larger transducer arrays for
increased field of views (FOVs), combined with larger operating frequencies for increased resolution.
The increased size of arrays means that even the smallest sample contamination might ruin the
few devices available. The fabrication process optimisation presented in the thesis is about fusion
bonding. Fusion bonding conducted directly in hand without a wafer bonder has been shown
to provide a wafer bond of comparable quality to fusion bonding performed in dedicated wafer
bonders. Handbonding allows for forming the bond directly after cleaning the wafers, minimizing
the risk of particle contamination, therefore improving the processing yield.

To properly develop the SRUS techniques, suitable phantom structures need to be made. A
stereolithography (SLA) 3D printing solution for fabrication of ultrasound phantoms is presented in
the thesis. Conventional phantom fabrication methods consist of tubes suspended in water which
can be perfused by micro-bubble-containing liquids. However, these methods are incapable of
providing feature control on the scale required for SRUS, and suffer from limited three-dimensional
feature placement capabilities.

The printed structures are hydrogels, water-containing polymer networks, printed with a voxel
size of 10.8 µm× 10.8 µm× 20 µm. The acoustic and structural properties, as well as potential ways
to manipulate them are presented. The phantoms have an average speed of sound of 1577 m/s and
an average density of 1.045 g/ml. The printed phantoms swell approximately 2.6% post printing,
making compensation of design features necessary when using the phantoms as reference structures.

A new type of phantom was developed based on printed cavities which have been shown to
reflect sound. By keeping the cavities smaller than the imaging wavelength, they can be used as
stable point targets for repeated imaging. Design optimisation of the scatterers has been con-
ducted in terms of actual printed size and reflected intensity, modelling different sizes, shapes and
local overexposure schemes. The “Single pixel” scatterers, printed with a single voxel wide local
overexposure around each cavity, yielded the highest reflected intensity.

Calibration of a 3D SRUS pipeline imaged with a row-column addressed (RCA) probe using
a scatterer phantom containing eight randomly placed scatterers showed high accuracy of the
pipeline. The localisation precision was found to be smaller than 27.6 µm in all directions, which
is less than 1/18th of the imaging wavelength used in the experiment. The high precision allowed
for detection of distortion in the beamforming on a micrometre scale. This would not have been
possible to discover using conventional tube phantom setups.

A series of flow phantoms were created to perform well controlled SRUS experiments with
micro-bubbles. A fiducial marker grid layout was presented, which allow for easy alignment of the
ultrasound probe to the phantom features. A flow phantom was created to demonstrate super-
localisation of micro-bubbles in 3D using a RCA array. The localisation precision was estimated
using the flow phantom, evaluated based on the micro-bubble distributions in the flow channel,
with the estimates being in line with the precision estimates based on the scatterer phantom.
Finally, flow phantoms for demonstrating true resolution of the SRUS pipelines were developed,
utilizing the 3D fabrication freedom of the 3D printing technique.

The results illustrate the great obtainable achievements with a high resolution 3D printing
phantom fabrication method, but only scratches the surface of the potential solutions that the
phantom printing method provides. The printing method allows for three-dimensional freedom of
design and an unparalleled control of phantom feature placement and feature size control.
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Resumé (Danish)

Super-resolution ultralydsbilleddannelse (SRUS) er en ny ultralydsteknik hvor m̊alet er at afbilde
de mindste forgreninger af det vaskulære system, herunder sub-100 µm arterioler og venoler samt
5-9 µm kapillærer. Teknikken bryder den konventionelle diffraktionsbegrænsede opløsningsevne
ved super-lokalisering af mikroboble kontrast agenter injiceret i det vaskulære system. Metoden
har vist opløsningsevner p̊a f̊a snesevis af mikrometer, hvilket skal sammenlignes med 500 µm for
konventionelle ultralydssystemer. Projektets m̊al har været at udvikle værktøjer til forbedring af
SRUS teknikkerne samt at overføre dem fra 2D til 3D billeddannelse ved udvikling af kapacitive
mikrofabrikerede ultralydstransducer (CMUT) fabrikationsprocesser samt 3D printede fantomer
for forbedret validering.

Et fortsat m̊al i ultralydstransducerfabrikation er at lave større transducerarrays for øget field
of view (FOV), kombineret med højere operationsfrekvens for øget opløsningsevne. Den øgede
størrelse af arraysne betyder at selv de mindste prøveforureninger vil kunne ødelægge de f̊a enheder
der produceres. Fabrikationsprocesoptimeringen der præsenteres i afhandlingen omhandler fusion
bonding. Det vises at fusion bonding lavet direkte i h̊anden uden en wafer bonder resulterer
i et bond af sammenlignelig kvalitet som havde den været lavet i en dedikeret wafer bonder.
H̊andbondning tillader at bondet kan laves direkte efter rens af waferne, hvilket mindsker risikoen
for partikelkontaminering og dermed øger procesyieldet.

For ordentlig udvikling af SRUS teknikkerne er det nødvendigt at have egnede fantomstrukturer.
En stereolitografi 3D printer løsning til fabrikation af ultralydsfantomer præsenteres i afhandlingen.
Konventionelle fantom fabrikationsmetoder best̊ar af slanger nedsænket i vand, hvori væsker med
mikrobobler kan skylles igennem. Disse metoder tilbyder imidlertid ikke kontrol over placering af
strukturer p̊a et tilstrækkeligt niveau i forhold til SRUS, og er begrænsede med hensyn til placering
af strukturer i det tredimensionelle rum.

Printene kaldes hydrogeler og er vandholdige polymernetværk, printet med en voxelstørrelse p̊a
10.8 µm × 10.8 µm × 20 µm. De akustiske og strukturelle egenskaber og potentielle metoder de kan
manipuleres præsenteres. Fantomerne har en gennemsnitlig lydhastighed p̊a 1577 m/s og en gen-
nemsnitlig densitet p̊a 1.045 g/ml. De printede fantomer kvæller ca. 2.6% efter printning, hvilket
nødvendiggør kompensering af designfeatures n̊ar fantomerne skal bruges som referencestrukturer.

En ny type fantom blev udviklet baseret p̊a printede kaviteter hvilke reflekterer lyd. Ved at
holde kaviteterne mindre end billeddannelsesbølgelængden fungerer de som stabile punktkilder der
kan afbildes kontinuerligt. Designoptimering af kaviteterne blev foretaget med henblik p̊a den
faktisk printede størrelses og den reflekterede lydintensitets afhængighed af kavitetsstørrelse, form
og det lokale eksponeringsmønster. “Single pixel” kaviteter, som printes med en enkelt pixel bred
ramme af overeksponering, giver den største refleksion af kaviteterne.

Kalibrering af en 3D SRUS pipeline foretaget med et fantom best̊aende af otte kaviteter, af-
bildet med en row-column addressed (RCA) probe, demonstrerede høj nøjagtighed af pipelinen.
Lokaliseringspræcisionen blev estimeret mindre end 27.6 µm i alle retninger, hvilket er mindre end
1/18 af den anvendte billeddannelsesbølgelængde. Den høje præcision muliggjorde detektering af
forvrængning i beamformningen, hvilket ville være umuligt med konventionelle slangefantomer.

En serie af flowfantomer blev lavet til gennemførsel af velkontrollerede SRUS eksperimenter med
mikrobobler. Et fiducial marker design mønster præsenteres som tillader let alignment mellem ul-
tralydsprobe og fantomstrukturer. Et flowfantom blev lavet til demonstration af superlokalisering
af mikrobobler i 3D ved hjælp af et RCA array. Lokaliseringspræcisionen blev estimeret ved brug
af flowfantomet ud fra mikrobobledistributionen i flowkanalen, med estimater i overensstemmelse
med de foreg̊aende estimater baseret p̊a kavitetsfantomet. Slutteligt præsenteres udviklingen af
flowfantomer til demonstration af reel opløsningsevne af SRUS pipelines der udnytter 3D fabrika-
tionsfriheden af 3D printmetoden.

Resultaterne viser det store potentiale med fabrikation af højopløsnings 3D print fantomer,
men ridser kun lige overfladen af alle de potentielle muligheder som fabrikationsmetoden tilby-
der. Printmetoden tillader tredimensionel designfrihed og en kontrol over størrelse og placering af
strukturer uden sidestykke.
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CHAPTER 1

Thesis content

1.1 Central topic of this thesis

Super-resolution ultrasound imaging (SRUS) has emerged during the last decade, and has been
shown to be able to visualise micro-vascular structures with unprecedented resolution for non-
invasive medical imaging modalities, being able to resolve structures only separated by a few tens
of micrometres. An imaging resolution that high will allow physicians to follow the development of
the vascular network on a microscopic scale, to evaluate the state of vascularisation, or monitor the
vascular response to treatment methods. A number of new challenges follow with the technique
which offers increased resolution. So far, most SRUS has been conducted using 2D imaging probes,
i.e. vertical image “sheets”, since 3D volume imaging probes are not yet widely available, while
the structures to be imaged are inherently three-dimensional objects. Transducer development
will be tailored towards 3D imaging with higher resolution performance than before, and in doing
so move into unexplored fabrication parameter spaces, likely with specific challenges to follow.
Furthermore, the obtained increase in imaging resolution also places new demands for imaging test
phantoms for calibration and validation of the techniques, with currently used phantom fabrication
techniques not providing a feature resolution on par with the imaging technology nor the three
dimensional structure freedom to match the desired transducer imaging capabilities.

1.1.1 Working hypotheses for this Ph.D. project

The underlying goal of this Ph.D. project has been to develop tools to expand and improve the
SRUS techniques in the ultrasound research field, in part by transferring them from 2D to 3D
imaging. The development should push the capabilities of the techniques to achieve greater imag-
ing resolutions than had been possible before, and to reveal the intricate three-dimensional details
of the vascular networks. The fundamental understanding has been that this can be attained
through software and hardware improvements and developments, ideally with synergetically im-
proved outcomes. This project has been conducted with two central hypotheses addressing current
shortcomings in imaging hardware and imaging validation.

The first is that the development of the SRUS techniques will benefit from improved transducer
performance, tailored specifically towards the SRUS techniques.

The second is that the developed ultrasound techniques should be tested in controlled settings,
for which no ideal test phantoms existed. 3D printing of hydrogel phantoms will allow for unprece-
dented accuracy and precision, which in turn will allow for validation of imaging techniques with
higher accuracy and precision.

3
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The first thesis half concerning the development of ultrasound transducers assumes a firm
understanding of silicon micro-fabrication techniques. This involves knowledge of common micro-
fabrication techniques such as UV-lithography, thin film deposition and growth, wet chemical
etching, as well as dry plasma etching.

The second thesis half concerning the development of ultrasound phantoms assumes a solid
understanding of ultrasound imaging, in particular typical validation methods of the imaging tech-
niques, as well as an understanding of 3D printing techniques. The underlying physical principles of
ultrasound is essential to understand and select the important properties for ultrasound phantom
materials, as well as the phantom design techniques.

1.2 Motivation

The living organism is a complex combination of organ-, mechanical- and neural systems, all work-
ing in (more or less) unison in the human being. Central for all of these systems is the dependence
on the vascular system consisting of billions of vessels distributed throughout the body, facilitat-
ing the transport of vital nutrients, hormones and gasses beyond the possible distribution lengths
determined by nutrient diffusion [1]. The diameter of the vessels range from a few centimetres in
the aorta, down to the smallest vessels in the human body, i.e. arterioles and venules with sub-
100 µm dimensions and capillaries of 5-9 µm diameters [2]. The smallest capillaries are on average
approximately 25% smaller in diameter than the red blood cells, the oxygen carrying erythrocytes
shaped as bi-concave discs, forcing them to bend to pass the capillaries. It has been hypothesised
that this enhances the transfer of oxygen to the tissue [3].

Living tissue continuously adapts to changes in external stresses, or internal requirements. As
the tissue adapts, the local nutrient requirements will likely change as well. The fundamental
example is following mitosis of cells, where the increased number of cells will require an increasing
amount of nutrients. This of course happens during normal growth, where the vascular system
develops and expands in unison with the growth of the tissue to match the increased requirements.

The formation of new vessels from pre-existing vessels is called angiogenesis, and is a normal
and vital process. It happens throughout our lives as we grow, but also as the needs of the body
changes for instance at particular stages of life, with pregnancy being an example. The properly
functioning vascular system is crucial for the well-being, living organism, and has conversely also
been shown to be directly linked to certain disease processes in cancer, diabetes, Alzheimer’s and
Parkinson’s disease [4, 5]. Although angiogenesis is a common process in the body, it may indicate
issues in the body, for instance if the proliferation of cells continues uncontrollably, such as seen in
cancer development [6]. But angiogenesis happens regardless of the proliferation being malignant
or benign [7].

The correlation between cancer and vascularisation can be used as a tool in the treatment of
cancer patients. Common cancer treatment plans rely on administration of a medical drug, after
which it is in some cases necessary to wait for multiple months before it is possible to observe
whether the chosen treatment method has had an effect. Only at this point is it possible to switch
to a different treatment plan. Unfortunately, the treatments themselves are often straining on
the patients, which combined with the time required for each treatment method limits how many
different methods can be applied. Fundamentally, the reason for the long treatment blocks is that
the rate of tumour size decrease is fairly small, therefore making it difficult to observe changes.
However, a change in the tumour growth will also influence the local capillaries. Thus, if this change
could be detected on the micrometre scale, much quicker intervention might become possible.

Micro-vascular changes in the kidneys are also associated with diabetes, in diabetic kidney
disease (DKD). One in three diabetic patients experience DKD, and there is unfortunately no
cure. Once DKD becomes apparent in the clinic, the renal damage is already quite severe, often
with poor prognosis for the patients and high medical costs [8]. If instead the diagnosis could be
made based on changes to the micro-vasculature, treatments could be administered earlier, likely
improving the prognosis.
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1.2.1 Medical imaging techniques

Many different imaging techniques have been developed for non-invasive visualization of the in-
ternal structures of the body. Some of the commonly known methods are X-ray, x-ray computed
tomography (CT), magnetic resonance imaging (MRI), positron emission tomography (PET) and
ultrasound. These techniques each have their own benefits and intended applications, resulting in
most hospitals requiring equipment for all of these imaging modalities.

X-rays are high energy electromagnetic radiation with wavelengths approximately ranging from
0.01 nm to 10 nm. The radiation attenuation depends on the propagation media, and are for air
and most tissue types quite similar, but significantly larger for bone, lead (Pb) and other metals.
By placing a source between an x-ray source and a plate or digital sensor capable of absorbing the
remaining radiation, shadow images of the object can be formed, showing differences in absorption.
The imaging method is very fast and is ideal for imaging the bone structure, or fractures. X-ray
setups are often quite large and therefore typically stationary pieces of equipment. Furthermore,
the high energy photons also ionise atoms in the body, which may over time lead to cancer, which
is why physicians leave the room, to areas shielded form stray radiation when the images are
acquired. X-ray images are necessarily projection images of the object. CT is a modification in
which a series of x-ray line images are taken and processed to form a cross-sectional image instead.
CT images are made in large pieces of equipment, by placing the object in the centre of a tube,
and having the x-ray source and sensor array rotate around the object within the tube wall. This
creates a series of projection images from many different angles, from which the cross-sectional
structure can be reverse engineered. 3D volumes can be constructed of the data by translating
the object through the CT machine, thereby translating the imaged slice through the object. The
method is more sensitive to different types of tissue, and can be used to image internal organs as
well, and not only the bone structure. Since it uses x-rays, it also ionises atoms in the body, and
the equipment is also very large.

MRI utilizes the magnetic spin of protons in the atoms of the body. A large magnetic field
is applied to the imaged object, aligning the net spin of the protons in the body. Primarily the
water molecules of the body which are affected. A smaller magnetic field is applied, oscillating
at the resonance frequency of the spins, thereby making significant perturbations to the spin
orientation. Depending on the tissue type, re-alignment to the main magnetic field once the
perturbing magnetic field is removed takes a varying amount of time. Thereby, the different tissue
types can be identified, and imaged. MRI also creates cross-sectional image slices. However,
as opposed to CT, the orientation of the plane can be adjusted by application of gradients to
the perturbing magnetic fields, allowing for full freedom of slice selecting. The slice can also be
translated through the object to create 3D data. Functional imaging can be done in the brain, since
blood oxygenation in the brain is closely linked to neural activity [9], resulting in a higher blood
flow. There is no ionizing radiation making the imaging method safe. However, the equipment is
large, very loud, and data acquisition takes a very long time, requiring the patient to stay still for
extended periods, often upwards of an hour.

PET is a nuclear medicine functional imaging modality, used to observe metabolic processes in
the body. Biologically active molecules bound with radioactive tracers are injected into the patients
blood stream. The active molecule is chosen to highlight the biological function of interest. Once
the radioactive particle decays, it will emit a pair of gamma rays. When these are detected, the
spatial point of decay can be determined, and an image can be formed of the positions of the
radioactive particles. These are located in three dimensions to create 3D volume data. A wide
range of molecules can be chosen to image only selected biological functions. The gamma rays are
however also ionising.

Ultrasound will be discussed in more detail in the next chapter, but in short, it is a non-ionising
imaging method using non-audible high frequency sound waves, which for imaging purposes are
harmless. Images are constructed by measuring the time from sound is transmitted until it is
reflected from an object and is detected by the ultrasound probe again. Advanced transducer
designs allow for 3D imaging as well. Sound attenuates significantly in tissue, thereby limiting the
depth of imaging. Contrast agents can be used to allow for functional imaging. The ultrasound
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Table 1.1: Comparison of the properties of common medical imaging modalities. ∗Ultrasound resolution
is greatly improved through the super-resolution ultrasound imaging imaging technique.

X-ray CT MRI PET Ultrasound

Image resolution ≈0.5 mm ≈0.5 mm ≈1 mm ≈1 mm ≈0.5 mm∗

Image orientation Projection
Perpendic-

ular
cross-section

Free
orientation

Perpendic-
ular

cross-section

Vertical
slice

Field of view Large Large Large Large
≈20 cm
deep

Acquisition time Short Medium Long Long Short
2D/3D imaging 2D 2D/3D 2D/3D 3D 2D+3D

Functional imaging No Yes Yes Yes Yes

Ionising radiation Yes Yes No Yes No
Mobile equipment No No No No Yes
Real time imaging No No No No Yes

scanning equipment is in most cases fairly small, often made mobile to allow for bedside scanning
of the patients. As opposed to all of the other imaging methods, ultrasound creates images in real
time, with the potential of hundreds of images per second. A comparison of the imaging modalities
can be seen in Table 1.1.

Returning to the imaging of micro-vasculature, most often the micro-vascular parameters are
investigated on stained biopsy samples using optical microscopy, due to the small size of the vessels.
The reason for this is that high resolution in imaging typically comes at the expense of field of
view. High spatial resolution optical methods exist such as two-photon imaging [10] or optical
coherence tomography [11], which have very limited field of view (FOV) and penetration depth.
The extraction of tissue samples also introduces the issue that the sample preparation method
might influence the structure of the sample. It will often be relevant to investigate the full context
of the affected organ, requiring much larger FOVs, using non-invasive imaging methods. Perfusion
imaging versions do exist for the previously mentioned modalities of MRI [12], CT [13], PET
[14], and ultrasound [15], but the resolution of all of these systems are limited to millimetre sized
features, and will not be able to resolve the minute changes of the micro-vasculature.

However, recently a development in the ultrasound field has emerged, called super-resolution
ultrasound imaging (SRUS), that aims to break the resolution limit set by the imaging wavelength,
specifically to create detailed images of the micro-vasculature. The techniques uses regular “low”
resolution B-mode images such as Figure 1.1(a) of a rat kidney, to create high resolution images of
the vasculature such as Figure 1.1(b). The colours in the latter indicate the direction of the flow in
the vessels, as indicated by the colour wheel. The SRUS technique is the cornerstone of the work
conducted during this Ph.D. project and is described in Section 2.2.1.

1.3 Ultrasound as a research field

The ultrasound field of research is large and active, with more than 2000 attendees at the main
international ultrasound conference, the IEEE international ultrasonics symposium (IUS). The
various activities in the research field have been separated into five main groups as defined by
the IEEE IUS, illustrated in Figure 1.2. The five groups are: “Medical ultrasonics”; “Sensors,
NDE & and Industrial application”, with NDE being non-destructive evaluation; “Physical Acous-
tics”; “Micro-acoustics SAW, FBAR, MEMS”, with SAW being surface acoustic waves, FBAR
being thin-film bulk acoustic resonators, and MEMS being micro electro-mechanical systems; and
“Transducers and transducer materials”. Each of these main groups span several subtopics, of
which a few are noted in the following. “Medical ultrasonics” contains all the topics which are
related to medical investigations. This spans beamforming algorithms [16], contrast agents and
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(a) Ultrasound B-mode image of rat kidney
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Figure 1.1: Two rat kidneys imaged with ultrasound. (a) is a regular B-mode image showing the typical
resolution. (b) is a SRUS image. The colours indicate the direction of flow in the micro-vasculature,
according to colour wheel in the top right corner.
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development of these [17], cardiac imaging and elasticity [18], photo-acoustics for medical purposes
[19], various flow imaging techniques [20] and SRUS. “Sensors, NDE & and Industrial application”
contains topics of non-destructive evaluation [21] and material change monitoring [22]. “Physical
Acoustics”contains the topics concerned with the physical phenomena associated with ultrasound
such as particle separation using ultrasound. “Micro-acoustics SAW, FBAR, MEMS” contains
the various different types of resonator devices, such as SAW, SAW an SAW. “Transducers and
transducer materials” contains all the topics associated with development of transducers and new
transducer schemes, for instance for the 3D imaging row-column addressed scheme [23], mate-
rial development of ultrasound transducer crystals, and development of capacitive micro-machined
ultrasonic transducers (CMUTs). Figure 1.2 illustrates how the ultrasound research field encom-
passes many different areas of expertise and research, from material science, to electronics, to
micro-fabrication, as well as medicine.

The activities carried out in this project address different sub-areas. This is illustrated by
the red circles in Figure 1.2, highlighting the nodes in which the activities belong. They are
distributed across the two main groups of “Medical Ultrasonics” and “Transducers & Transducer
Materials”, which is why these are presented in more detail in the figure. This helps to illustrate
how the activities within this project from the general point of view might be considered isolated,
uncorrelated topics. However, under the right circumstances they are a set of individual pieces
which can be fitted together in the greater puzzle of the ultrasound research workflow, working
towards greater multidisciplinary achievements.

1.3.1 Typical ultrasound research workflow

Most research fields are subject to the same overall workflow switching between development of
new ideas and techniques, and testing and validation. Depending on the results, this might result
in necessary changes to the original concepts, which will then again need testing and validation
before eventually finishing up with a robust solution. This is no different for medical ultrasound.
A generalised workflow for ultrasound is illustrated in Figure 1.3, and will be discussed in the
following.

The end goal from a pure research standpoint, marked by the green ellipse, is to develop new
techniques in research labs which can eventually be tested and used in the clinic. It is often also
in the clinic that the conceptual ideas for new imaging techniques are formed, perhaps based on
a specific use case, requiring improved imaging performance or new imaging features. However,
before a new imaging concept and/or transducer design can be accepted for clinical use, it will
need to go through the same generalised steps. Many concepts will be partly based in hardware
and partly based in software. The first step is to formulate the imaging concept of transducer
design, a). Next up is a general development block, b1) and b2), for respectively the transducer
development and the imaging algorithms. Practical challenges or limitations in fabrication of the
transducers might already at this point make it necessary to adapt the original concept, thereby
also influencing the imaging development. The same goes for the imaging development, which
might reveal necessary restrictions or changes to parameters that influence the original concept
and therefore the transducer development. Next up is a testing phase. The developed imaging
algorithms can be tested in simulations using simulated data, c), to reveal expected performances.
Following testing in simulations, the imaging concepts can be validated in practical experiments,
d). In the experimental validation phase it is of course important to mimic the intended clinical use
as best as possible, to reveal potential issues before moving to the clinic. Although c) and d) both
are testing phases, a new imaging concept will always need experimental validation before moving
to clinical testing; it is unlikely that one could move directly to the clinic based on simulated
results. At all stages up through the testing phase, the results might lead to adjustments affecting
all of the other stages.

The workflow illustrates the multidisciplinary activities required to make a final imaging so-
lution suitable for use in the clinic. At that point, a new set of clinical testing phases will need
to be conducted to comply with regulatory requirements. All of the activities are facilitated in
the multidisciplinary project which this Ph.D. project has been conducted as a part of. The red
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Figure 1.2: Graphical overview of the different topics in the ultrasound research field. The main groups
are based on the official separation of the field according to the IEEE IUS. The red circles indicate the
activities conducted during this project, highlighting how the activities are separated into isolated branches.
The graphic focuses on the branches of the activities in this Ph.D. project.
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Figure 1.3: Generalised workflow for the development of a new ultrasound technique for the medical
ultrasound industry.

circles illustrates the blocks which have been worked on directly during this Ph.D. project, namely
development of transducer fabrication methods in b1) and ultrasound phantom development for
experimental validation in d). These activities have been conducted in collaboration with the other
project participants, involved in the other activities of the workflow.

1.4 Thesis outline

Given the two topics of the Ph.D. project, the main developments presented in this thesis is
separated into two parts: Capacitive micro-machined ultrasonic transducer (CMUT) process opti-
misation and 3D printed phantoms. In addition, two introductory chapters provide a fundamental
broad overview of ultrasound and transducer fabrication. Finally, the thesis is ended by a collec-
tive conclusion of the presented accomplishments, as well as an outlook. A brief description of the
content of each chapter is given in the following.

Chapter 2 - Ultrasound. Firstly, an introduction to the physics of ultrasound is presented,
including some basic understanding of which material parameters provides contrast in an image.
Next, an overview of the SRUS technique is presented as well as the microfluidic behaviour in
micrometre sized channels. Then, a discussion of some differences between 2D and 3D ultrasound
imaging is presented, highlighting some differing properties which have been directly used for
phantom fabrication. Finally, the use of ultrasound phantoms is described, both with a general
overview, but also focused on how phantoms have been used in the SRUS field, and in the work
presented in this thesis.

Chapter 3 - Transducer fabrication. An overview of transducer functioning and fabrication
is provided, focusing on CMUT devices.

Part I - CMUT process optimisation

Chapter 4 - Hand-bonded CMUTs. The work with fusion bonded CMUT devices is
presented. The results show that it is possible to create fusion bonded CMUTs directly in hand
of similar quality to CMUTs bonding in dedicated wafer bonders, while minimising the risk of
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particle contamination.

Part II - 3D printed phantoms
Chapter 5 - Introduction to 3D printing of phantoms. Firstly, and overview of some of

the 3D printing methods is given, before an in depth description of the stereolithography (SLA)
method which has been utilised is presented. The details of the specific printer and liquid resin
which are used is provided.

Chapter 6 - Hydrogel material characterisation. A study of the swelling of the printed
structures is provided to see whether the expansion is isotropic, and whether is depends on the
printing exposure time. Analyses of the density, speed of sound, sound attenuation and acoustic
impedance is also presented.

Chapter 7 - Calibration phantoms for SRUS. A new type of scatterer phantom based
on fixated printed cavities is presented. An analysis of how the scatterer size and ultrasound
scattering intensity varies as different sizes, shapes, and dosing schemes are applied is presented.
The scatterer phantom is then used to determine the accuracy and precision of a 3D SRUS pipeline.

Chapter 8 - Flow phantoms for SRUS. A series of flow phantom designs and ultrasound
experiments using them is presented. A fiducial marker design for proper alignment to the phantom
features is presented, and 3D super-localisation of micro-bubbles is demonstrated in a single channel
flow phantoms. Additional phantom designs for demonstration of SRUS in 3D are presented.

Part III - Overall conclusion and outlook3D printed phantoms
Chapter 9 - Conclusion. Conclusion on both parts of the project. An outlook is provided,

on all of the possibilities left for exploring following directly from the presented results presented
in this PhD thesis.
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CHAPTER 2

Ultrasound

In this chapter, a fundamental introduction to the physics of ultrasound is given, as well as an
overview of medical ultrasound, with a special focus on an introduction to super-resolution ultra-
sound which is the central topic of this Ph.D. project. The fundamental changes of doing 2D vs 3D
imaging is outlined, with details provided on the specific method applied in this thesis. Finally, an
overview of how ultrasound phantoms are used, as well as the challenges which need to be handled
and the approach that has been utilized in this thesis. This chapter is in part based on Paper B,
Paper G and Paper I.

2.1 Basic ultrasound physics

Sound is propagating vibrations of particles through either solid, liquid or gaseous media. Without
sound or any other disturbance, the particles in the medium would be evenly distributed in space.
Sound is periodic disturbances in the average position of the particles. No net particle displacement
is happening, but small oscillations of the particles around their average position result in small
local changes of the particle density, and thereby the pressure. Sound consists of longitudinal waves
meaning the oscillations are happening in the same direction as the travelling wave. When the
frequencies of the oscillations are larger than 20 kHz, which is the auditory limit of humans, the
sound waves are classified as ultrasound. In medical ultrasound, the used frequencies, denoted f ,
typically ranges from 1 MHz to 15 MHz [24], with 3 MHz being a frequently used centre frequency
in the clinic. The acoustic wavelength of an ultrasound wave is given as

λ =
c

f
, (2.1)

where c is the velocity of the propagating wave, or speed of sound, and can be expressed as [25]

c =

√
1

ρ0κ
, (2.2)

with ρ0 being the average density of the medium, and κ being the adiabatic compressibility of that
medium. In isotropic solids, the speed of sound can be expressed as

c =

√
Y

ρ0
, (2.3)

13
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Table 2.1: Acoustic properties of selected media, including several types of human tissue. Data in the
first section is from Jensen, 2013 [25]. Salt water speed of sound is from Kleis and Sanchez [26] and the
data is recreated in Section 7.4.

Medium
Density

ρ, [kg/m3]

Speed of sound

c, [m/s]

Characteristic acoustic
impedance

Z, [kg/(m2 s)]

Air 1.2 333 0.4 × 103

Blood 1.06 × 103 1566 1.66 × 106

Bone (1.38 − 1.81) × 103 2070 − 5350 (3.75 − 7.38) × 106

Brain 1.03 × 103 1505 − 1612 (1.55 − 1.66) × 106

Fat 0.92 × 103 1446 1.33 × 106

Kidney 1.04 × 103 1567 1.62 × 106

Lung 0.40 × 103 650 0.26 × 106

Liver 1.06 × 103 1566 1.66 × 106

Muscle 1.07 × 103 1542 − 1626 (1.65 − 1.74) × 106

Spleen 1.06 × 103 1566 1.66 × 106

Distilled water 1.0 × 103 1480 1.48 × 106

Salt water
(8.95%, 19 °C) 1.07 × 103 1581 1.69 × 106

Salt water
(13.25%, 19 °C) 1.10 × 103 1635 1.80 × 106

Aluminium 2.70 × 103 6420 17.3 × 106

where Y is Youngs modulus. These expressions show that the speed of sound increases with the
stiffness of the material, and decreases with density. For anisotropic materials, the speed of sound
will be different along different directions, and can be calculated using the stiffness tensor. The
speed of sound in selected media can be seen in Table 2.1.

Using Equation (2.1) along with the data in Table 2.1, it can be seen that the wavelength in
distilled water at 3 MHz will be ≈500 µm, with the speed of sound of most human tissues only
deviating slightly from that value. This is one of the reasons for many ex vivo experiments being
conducted in water.

The speed of sound of a medium is a critical parameter for creating ultrasound images. The
fundamental component in ultrasound imaging is a device capable of both transmitting and re-
ceiving ultrasound signals. Ultrasound transducers are devices which are capable of transducing
an electrical signal into an acoustic signal, and vice versa. Ultrasound images can be created of
objects in the imaged medium, which reflects sound back to the transducer, through time-of-flight
evaluation of the ultrasound signal. Knowing the speed of sound in the medium, the distance to
the sound reflecting object, d, can be calculated based on the time from signal transmission until
it is received again by the transducer as

d =
t c

2
, (2.4)

with t being the time between the signal was transmitted until it was received, c being the speed
of sound of the medium, and the factor of 2 entering since the sound travelled the distance to the
object twice, going back and forth. Thereby, the time of flight measured as the electrical signal
can be converted to images of how far objects are from the transducer surface.

Sound only scatters or reflects when it encounters a medium of different acoustic properties.
The characteristic acoustic impedance, Z, can be expressed as [25]

Z = c ρ, (2.5)

where c is the speed of sound in the propagation medium and ρ is the density of the propagation
medium. The unit of acoustic impedance is also called Rayl, with 1 Rayl = 1 kg/(m2 s). Values
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Table 2.2: Attenuation in different types of human tissue. Data is from Jensen, 2013 [25], assembled
from [28].

Tissue
Attenuation

1[dB/(MHz cm)]1

Liver 0.6 − 0.9
Kidney 0.8 − 1.0
Spleen 0.5 − 1.0
Fat 1.0 − 2.0
Blood 0.17 − 0.24
Plasma 0.01
Bone 16.0 − 23.0

for densities and acoustic impedances for typical tissues encountered in ultrasound are also shown
in Table 2.1. The differences in the characteristic acoustic impedances at an interface between
dissimilar objects results in partial reflection of sound, making the interfaces between media of dif-
ferent acoustic impedances visible in B-mode images. For normal incidence the intensity reflection
coefficient is [27]

R =

(
Z2 − Z1

Z1 + Z2

)2

, (2.6)

with Z1 being the acoustic impedance of the first medium, and Z2 being the acoustic impedance
of the second medium. It can be seen that the listed acoustic impedances are very similar, with
the exception of air, bone, and aluminium. This is the reason why it is practically impossible to
image the lungs or through bone, and why fractures which have been corrected using metal pins
and bolts can be difficult to image using ultrasound. Practically all of the energy is reflected back
at these tissue or metal interfaces, resulting in what simply appears as shadows behind them.

The ultrasound intensity is also attenuated when sound propagates through media. Attenuation
is often presented as scaling linearly with frequency, typically being measured in dB/(MHz cm).
A few examples of attenuation in different human tissue is presented in Table 2.2. To compensate
for the attenuation loss, a time-gain-compensation (TGC) is most often applied to the received
electrical signal to apply a varying amplification to the signal depending on how much of the
imaged medium the ultrasound wave has propagated through, with longer propagation requiring
additional amplification. The exact profile of the TGC will vary depending on the imaged medium,
as well as the imaging parameters such as ultrasound frequency.

The description of time of flight measurements using a single transducer allows to determine
the distance from the reflecting objects to the transducer surface. However, no unambiguous
description of the sizes and shapes of the objects in the medium can be determined. Today,
most equipment and imaging techniques in use in medical ultrasound are based on 2D ultrasound
imaging. However, the ultrasound probes are assembled as arrays of individual transducers, also
called transducer elements as illustrated in Figure 2.1(a). Current ultrasound probes will consist of
more than 100 elements, making a typical array a few centimetres long (azimuth) and less than a
centimetre wide (elevation). Each element can transmit and receive ultrasound and are electrically
interfaced individually. Thereby, all elements can be used simultaneously. This makes it possible
to acquire full 2D images very quickly, as well as to focus the ultrasound beam by applying a delay
profile to the electrical transmit signals across the transducer array along the azimuth direction,
such that the ultrasound fields from the individual elements interferes constructively at the focus
point, d, in the imaged medium. This is illustrated in Figure 2.1(b). By tilting the delay profile,
by not having the profile symmetric as it has been illustrated, the ultrasound beam can be steered
along the azimuth direction in the medium, to focus off-axis.

The received electrical signals undergoes a series of signal processing before being presented
as the conventional B-mode images most often seen on ultrasound scanners. Some of the typical
steps are the beamforming, often a delay-and-sum beamformer, Hilbert transformation of the data,
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Figure 2.1: Sketch of a 1D transducer array. (a) shows the element layout of the 1D array. (b) illus-
trates the application of electronic delay profiles across the transducer elements along azimuth to a linear
ultrasound array to focus the ultrasound field at the distance d from the array surface.
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of which the absolute values are taken. Due to wide dynamic range, the data is often presented
on a logarithmic scale. The final images are only a representation of the imaged object. Given
that signal processing and direct generation of the B-mode images have not been the topic of this
Ph.D., no further details of this will be given here. The process is described in [24].

2.2 Medical ultrasound

A few examples of the topics within medical ultrasound was presented in Section 1.3. Overall,
medical ultrasound encapsulates every topic which can be applied for medical purposes, be that
diagnosis or therapy. Ultrasound has been used as a medical diagnostics tool since the 1950s
[29, 30, 31]. Since then, the techniques and applications have expanded drastically. The mentioned
topics of contrast enhanced ultrasound (CEUS), cardiac imaging, photo-acoustics, and flow imaging
techniques are only a few of the numerous topics. New techniques are continuously developed, to
illuminate topics which would have previously been impossible to investigate. Resolution has been
a topic of constant interest, pushing probe developers to create ultrasound transducers with higher
operating frequencies. Recently, an alternative approach for improving imaging resolution called
super-resolution ultrasound imaging (SRUS) was developed.

2.2.1 Super-resolution ultrasound imaging (SRUS)

Although this project has not been concerned with development of the super-resolution ultrasound
imaging (SRUS) algorithms, it is still important with a proper fundamental overview of how the
SRUS techniques work, to obtain a better understanding of the requirements for these components.

Obtaining a “superior” resolution in ultrasound imaging is not new, but something that has
been discussed since at least 1979 [32]. During the years the proposed method for obtaining
that increased resolution has changed, but the goal has remained to increase the resolution of
the imaging system beyond that set by the imaging frequency and the classic diffraction limit,
and be able to separate the signals from objects closer than the diffraction limit. The diffraction
limit is fundamentally a wave phenomenon, and the objective of breaking this limit was therefore
not limited to the ultrasound field. In 2006, a number of techniques for optical microscope were
presented, namely fluorescence photoactivated localisation microscopy (FPALM), photoactivated
localisation microscopy (PALM), and stochastic optical reconstruction microscopy (STORM) [33,
34, 35]. The techniques rely on sequential imaging of fluorescent sources, with photoactivation of
only a subset of the fluorescent particles in the field of view at any given instance. This allowed
for imaging isolated particles, and localising them with extreme precision. The resolution of the
accumulated localisations would end up being in the tens of nanometres.

Only a few years later, the principle of FPALM was transferred to ultrasound as ultrasound
localisation microscopy (ULM) [36], with the fluorescent particles having been replaced by ultra-
sound contrast agents, and the optical cameras by ultrasound scanning systems, with the result
that micro-bubbles could be super-localised with micrometer precision.

The overall workflow of typical SRUS algorithms, and the one applied in this work, is illustrated
in Figure 2.2. It can overall be summarised in 6 steps: a) acquisition of a series of ultrasound
images, typically both contrast enhanced images (a1)) with B-mode images interleaved (a2)); b)
data processing, such as noise reduction; c) filtering of the data; d) motion compensation based
on the acquired B-mode images; e) super-localisation of the micro-bubble positions; f) tracking of
micro-bubbles across images to create flow tracks, and eliminate false detections. The steps are
discussed in slightly more detail in the following.

All ULM techniques in the literature rely on the infusion of micro-bubble contrast agents into
the medium, which in the clinical setting is the human vasculature. The approved contrast agent
SonoVue [37] is often used, however, other contrast agents are being used and developed. Common
for these contrast agents are that they remain in the vascular network, meaning indirect imaging
of the vascular networks can be obtained. The contrast agents are typically < 10 µm in diameter
[37], but will appear much larger in regular B-mode images due to the diffraction limit and the
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Figure 2.2: Illustration of the typical SRUS workflow. A series of ultrasound images, a), containing
contrast agents are processed first by noise reduction, b), filtering based on knowledge of the micro-bubble
ultrasound response, c), motion compensation, d), super-localisation of the individual micro-bubbles, e),
with finally tracking of the individual micro-bubbles over time to form maps of vascular networks as well
as flow velocities, f).
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associated point spread function (PSF) of the scanning system. These contrast agents provide
high contrast when imaged, often in contrast enhancing imaging sequences, such as pulse inversion
(PI) [38] or amplitude modulation (AM) [39], combinations of the two [40], and singular value
decomposition (SVD) [41]. Since the localisation algorithms are limited by the diffraction limited
PSF of the imaging system, the concentration of the contrast agent needs to be low enough that
the individual bubbles can be spatially separated. A series of ultrasound images are acquired of
the micro-bubbles. These individual images are illustrated as stacks in Figure 2.2 as a1) and a2).
Each image will likely need some form of noise reduction, b). Next the images are filtered based on
the knowledge of the micro-bubble ultrasound response, c), in order to detect the micro-bubbles,
and find isolated micro-bubbles while discarding signals from overlapping PSFs stemming from
the micro-bubbles. Contrast agents have been used in ultrasound for a long time in CEUS [15],
and many of the techniques for extracting the micro-bubble signals in CEUS can be used directly.
The acquisition time will vary significantly depending on the specific technique used, as well as
the geometry of the imaged structure. Imaging schemes vary from conventional frame rates of a
few 100 of frames per second to ultrafast imaging schemes, which will directly influence how much
time is required to obtain a set number of images. At the same time, the diameter of the vessels
being imaged influences the flow velocity, with smaller vessels experiencing slower velocities, which
will require additional time for the vascular branch to be mapped by a sufficient amount of micro-
bubbles. This results in typical acquisition times of several minutes [42]. During the acquisition,
motion artefacts might be introduced to the images, either due to subject movement or operator
movement. This motion can be compensated by finding the relative motion from image to image,
perhaps with varying amount of compensation for different parts of the image, d). Once the motion
has been compensated, the micro-bubbles are localised by determining the position of the centroid
of their signal on a much finer grid than that of the ultrasound scanning system, through fitting of
the known micro-bubble response and interpolation, e). The super-localised positions of the micro-
bubbles can then be accumulated across the acquired images, to create a single super-resolution
image of the micro-bubble positions, or the individual bubbles can be tracked from image to image,
to create velocity maps of the flow in the micro-vasculature, f). Through that framework one can
create SRUS images such as the image of a rat kidney seen in Figure 2.3. The brightness in the
image indicates localised bubble counts, with bright yellow indicating many counts, red indicating
fewer counts and black indicating no counts.

The SRUS field of research has seen tremendous development, with some notable achievements
being the super-resolved micro-vasculature of a rat brain [42] resolving 9 µm micro-vessels, and
the super-resolved micro-vasculature of a mouse ear [44] resolving 19 µm micro-vessels. Here,

Within the last three years, other techniques have been introduced which aim to separate micro-
bubbles closer than the diffraction limit through deep learning or convolutional neural network
based methods [45, 46, 47]. The implementation of these would relax the requirement for low
concentrations of the contrast agents, which would therefore also significantly decrease acquisition
times.

A few definitions are worth discussing. Resolution in any field refers to how close two features
can be placed and still be distinguished using the imaging modality. For SRUS the features to
be distinguished will be vessels that are very close to each other. However, as was described, it
is a requirement that the concentration of micro-bubbles is low enough that the signals from the
individual micro-bubble in one frame do not overlap. Thereby, the resolution during imaging is
still diffraction limited; The superior resolution is only achieved once many localisations, acquired
at different points in time, are added together. In the end, you end up with an image containing
localisations which are closer than the diffraction limit. Thus only at the final step of the workflow
is the super-resolution achieved.

The localisation precision is the precision with which one can localise a single scatterer re-
peatedly, and could also be called the measurement uncertainty. This could be a single isolated
micro-bubble in a tube without flow, or another somehow fixated sub-wavelength object. Ideally
continued localisation of the fixated scatterer should provide the same exact localisation. How-
ever, noise in the scanning system will influence the localised position [48]. The distribution of the
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Figure 2.3: SRUS image of a rat kidney. The insert shows a magnified view of the framed section of
the renal cortex. The white arrows mark three examples of local regions with many bubble localisations.
There are many of these small bright regions distributed across the renal cortex. Image from [43].

localisations will define the localisation precision.

It is important to note that resolution and localisation precision are not the same. This is in
part because super-resolution is inherently an indirect measurement method. Images are created
based on the micro-bubble positions, however, it is not actually the micro-bubble positions which
are of interest; The images are used to infer the structure of the vessels in which the micro-bubbles
are placed. The localisation precision thus is a measure for how precisely the micro-bubbles can
be located, whereas the resolution would be how close two actual vessels can be, and still be
separated by the imaging method. While not the same, the two concepts are inherently linked.
Assuming one has an infinitely narrow straight channel which micro-bubbles can flow through, the
localisation precision will define how wide this channel will appear in the super-resolution image.
The distribution of the localisations will necessarily define how close another infinitely narrow
straight channel can be placed, before the distributions from each channel starts to overlap, and
they would become indistinguishable. Thereby, the localisation precision will indirectly indicate the
systems resolution. It could be argued that there might be interference of signal when two channels
are actually being placed closely together, which would not be seen in an isolated localisation
distribution. However, given that the typical SRUS schemes require low concentrations of micro-
bubbles, this interference is avoided per definition. This is not to say that it is irrelevant to show
and demonstrate the resolution directly, but it is important to understand that the high resolution
is only achieved through averaging over time.

This section is meant as a brief overview of the concepts in SRUS. For additional details, see
the review paper on SRUS published just a few months ago [49].

2.2.2 Theoretical microfluidics for simple geometries

A large and active field within ultrasound research relates to flow estimation, and different methods
for doing so. Within the human body, the flow of interest is primarily the flow in the circulatory
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Figure 2.4: Flow velocity profile solution to the Navier-Stokes equation for a circular cross-sectional
channel. This is popularly referred to as “Parabolic flow” profile.

system. One reason for the many activities and different subtopics of ultrasound flow estimation is
that the flow in the circulatory system happens on a lot of different length scales, in many different
specific geometrical configurations, with some medical diseases causing perturbations to the local
flow conditions. Thereby, imaging of the vascular system can visualize disease progression.

One of the main goals of SRUS is to determine the flow velocities in the microscopic sections of
the vasculature. It will be beneficial to have a fundamental understanding of microfluidics to ex-
plain the flow behaviour in properly dimensioned flow-channels, both for SRUS in general, but also
for designing and fabricating micro-phantoms for SRUS. Flow is described by the Navier-Stokes
equation, for which analytical solutions exist for very specific idealised cases. The analytical so-
lutions to the Navier-Stokes equation for pressure driven flow in tubes are called Hagen-Poiseuille
flows and assumes an infinitely long, translational invariant channel. Even though these are ide-
alised conditions, the solutions provide general insight into the flow phenomena.

The no-slip boundary condition is employed when solving the equation, which specifies that
the flow velocity at the boundary of the channel follows the boundary itself. Thus, for a fixated
channel system, fluid at the channel boundaries will be stationary. The fluid is driven through
the channel system by imposing a pressure difference between the channel ends. For a circular
cross-section channel oriented along the x-axis, the solution to the Navier-Stokes equation for the
velocity component along the channel is [50]

vx(y, z) =
∆p

4ηL

(
a2 − y2 − z2

)
, (2.7)

where ∆p is the pressure difference, η is the fluid viscosity, L is the channel length, a is the channel
radius, and x and y are the coordinates in the cross-sectional plane. y2 + z2 can be replaced by
r to illustrate the radial symmetry. Figure 2.4 shows the radial solution. The flow profile is also
known as a “parabolic flow” profile, showing the largest velocity in the centre of the channel and
zero velocity at the boundaries. The volume flow rate, Q, in the circular channel is

Q =
πa4

8ηL
∆p =

1

Rhyd
∆p, (2.8)

where Rhyd is the hydraulic resistance. This is called the Hagen-Poiseuille law, which is ana-
logues to Ohm’s law, with ∆p corresponding to voltage, Rhyd corresponding to resistance, and Q
corresponding to current.

Analytical solutions exist for other special cases of channel profiles, such as ellipses, which is
only a slight modification of the circular cross-section, infinite parallel plates, equilateral triangular



22 CHAPTER 2. ULTRASOUND

t

l2

l1 cl1 < cl2

Beam shape

Transducer
element

Lens

Excitation pulse

d

Figure 2.5: Side view of a 1D array, showing the length of an individual transducer element. Since it is
only a single element, the excitation pulse is distributed without delay along the length of the element. A
lens is applied on top of the element, consisting of two materials of different speeds of sound. As the sound
propagates through the lens, a delay profile is effectively applied directly to the acoustic signal, focusing
the sound waves at the distance d.

cross-sections, rectangular cross-sections, and shape perturbations of those shapes [50]. However,
the geometry of small vessels will predominantly be fairly symmetrical, with flow profile behaviour
somewhat similar to that of the circular cross-section.

2.3 2D imaging versus 3D imaging

In Section 2.1, it was illustrated how the individual elements of a 1D transducer array can be used
to focus the ultrasound waves. However, since the elements are only distributed in one direction,
electronic focusing and steering of the beam can only be done along that direction; it is not possible
to make electronic focusing along the orthogonal direction, which is called the elevation direction,
since there is only a single long element along this direction. This means that by default, the energy
of the ultrasound field will be dispersed as a circular wave along the elevation direction. Thereby,
the received signal is effectively integrated along the entire elevation direction resulting in it once
again becoming impossible to determine the location of objects in the elevation direction. To avoid
this issue, an acoustic lens is applied on top of the array, and moulded to obtain a convex or
concave surface depending on the acoustic properties of the lens material. This results in practise
to a fixed delay profile, which is applied to the acoustic signal instead of the electric signal. This
is illustrated in Figure 2.5. However, this means that the elevation focus of a 2D ultrasound probe
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cannot be modified. It will be focused at a specific depth, tailored to the intended use of the
probe. At the focus distance, the elevation width is typically 2 − 5λ [24], which corresponds to
approximately 1 mm − 2.5 mm for a 3 MHz probe. This is a great improvement over simply
dispersing the energy cylindrically, and is suitable for most ultrasound imaging applications. It
should be noted though, that anywhere but at the focusing distance the width of the elevation
plane will be larger. The only way the elevation focus can be moved, is by physical movement of
the transducer.

For SRUS, where the goal is to image the smallest vessels in the human body, i.e. arterioles
and venules with sub-100 µm dimensions and capillaries of 5-9 µm diameters [2], integration of
signal across a region of a few millimetres can be a significant problem. Figure 2.3 of the rat
kidney illustrates this potential problem. The image is generated based on cumulated micro-bubble
localisations. In the renal cortex, the outermost layer of the kidney, a number of high intensity,
bright yellow spots can be seen, of which three have been marked with white arrows. Anatomically,
there should not be larger vessels out there, which could otherwise explain a larger bubble-count.
A probable explanation could be that the vessels in the renal cortex also travels perpendicular
to the imaged plane. Thereby, micro-bubbles can be tracked and added across the width of the
elevation plane, erroneously resulting in spots of higher intensity. Most SRUS development has
been done using 1D transducer arrays for 2D imaging.

A method to achieve a narrower elevation plane, is to apply dynamic focusing along that
direction as well. This could be achieved by modifying a regular 1D array for 2D imaging, illustrated
in Figure 2.6(a) with 32 elements, by separating the elements along the elevation direction as well,
as illustrated in Figure 2.6(b) with 32 × 8 elements. If all individual elements can be activated
individually, delay profiles can be expanded for 2D arrays, to not only achieve focusing in 3D,
but to acquire 3D data, to reconstruct full 3D B-mode volumes. With the exception of special
use cases where a rectangular transducer footprint would be an advantage, for instance when
imaging through the space between the ribs, 2D transducer footprints are most often quadratic, as
illustrated in Figure 2.6(c), with 32×32 elements. This is both because it will allow for imaging of
a larger volume, but also because the imaging resolution of the probe improves with an increasing
number of elements [51]. Thus, if there is a different number of elements along elevation and
azimuth, the probe will have different resolutions along these two axes, which is typically not ideal.

Such arrays are called fully populated matrix (FPM) arrays, and have been used widely in
research [24, 52, 53], and to a lesser extent in clinical settings. The size of the array is denoted
by the total number of elements in the array, as the product of the number of rows and columns,
N ×M , or N × N for a square matrix array. The key argument for using such complex arrays,
is that the human body is in fact a 3D object, and not just 2D slices. Thus, it will be impossible
to apprehend the full complexity by only observing 2D slices. However, the number of required
connections also increase drastically. While a 1D array with N elements would require N electrical
channels, a comparative array, supposedly of the same resolution along both directions would
require N2 electrical channels. The illustrated example in Figure 2.6 is a matrix probe which has
32 × 32 = 1024 channels. The illustrated matrix size effectively corresponds to that of a state of
the art 2D phased array matrix probe by Vermon S.A. (Tours, France), with a footprint of roughly
1×1 cm2 [53]. Such a high number of channels results in a very large cable from the transducer to
the scanner, an equal number of connections on the scanner, and drastically increased complexity
for all components of the ultrasound scanning system, essentially making FPM arrays larger than
the current 32×32 elements as well as scanners suitable for using them at the very least impractical
if not impossible to fabricate and use in practice.

Alternatives such as sparsely populated matrix (SPM) arrays have been demonstrated, were
only a smaller part of the full matrix array channels are used, with the used elements being dis-
tributed across the probe surface [54, 55, 56, 57]. Another alternative is the row-column addressing
scheme, which is the method that has been used for 3D imaging in this thesis.
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Figure 2.6: Illustration of 1D and 2D array designs. The light grey areas are the transducer elements.
(a) is a 1D array for 2D imaging, with 32 elements. To allow for focusing along the elevation direction the
elements would need to be split similarly along the other direction as shown in (b), with 8 × 32 elements.
Most often, arrays are made quadratic as in (c), illustrated with 32 × 32 elements.
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Row

Column

Figure 2.7: Sketch of the row-column addressing scheme on a 32 + 32 row-column addressed array. The
matrix elements are contacted collectively along rows on the top (red), and along columns on the bottom
(blue).

2.3.1 Row-column addressed arrays

The row-column addressing scheme was first presented theoretically in 2003 [58]. The concept is by
some research groups referred to as top orthorgonal to bottom electrode (TOBE) [59]. Row-column
addressed (RCA) arrays, are matrix arrays were the matrix elements are electrically connected
along the rows on the top of the elements, and along the columns on the bottom of the elements.
The addressing scheme is illustrated in Figure 2.7. The size of the array is denoted by the sum of
the number of rows and columns, N + M , or N + N for a square array. The first experimental
results were presented in 2006, based on a 64 + 64 element RCA probe [60].

By only addressing the rows and the columns respectively, the total number of channels required
for connection reduces to 2N instead of N2 for the FPM array, a factor of N/2 less. The decrease in
number of channels comes at the expense of increasing complexity in the ultrasound transmission
sequences, reception of the signals and subsequent beamforming of the signal to construct the
imaged 3D volumes. On the other hand, 2D RCA arrays can have significantly larger footprints
than the FPM arrays, while using the same or a smaller amount of channels. For a FPM array
with N ×N channels which would have a side length of N when normalised to the element pitch,
the side length of the comparative RCA array would be N2/2, again normalised to the element
pitch, assuming the same element pitch for both. Thereby, the fraction of the area of the RCA
array to that of the FPM array will be

(
N2

2

)2

N2
=
N2

4
. (2.9)

By addressing the array by the rows and columns, it effectively works as two orthogonal 1D
arrays. The imaging scheme is illustrated in Figure 2.8. One of the 1D arrays are used as a
transmit array, focusing the ultrasound wave in one direction. The other 1D array is used as the
receive array, thereby being able to focus in the orthogonal direction. The transmit and receive
focus combines to focus at a point in the volume, thereby allowing for 3D volumetric imaging.
More details can be found in [61]. Advanced imaging schemes have been developed, making it
possible to obtain real time 3D images and flow estimation in 3D, also called vector flow [63].

While the receive focus can be changed electronically by imposing delays to the signals obtained
on each element, the transmit focus will be fixed for each emission. Thereby, it is possible to obtain
high resolution along the receive direction, but lower resolution along the transmit direction. The
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Figure 2.8: Row-column imaging scheme. The 2D array is addressed as two orthogonal 1D arrays. One
1D array is used to transmit, focusing along one direction. The other 1D array is used to receive, focusing
along the orthogonal direction. The two array foci in combination results in focusing on a point in the
volume, thereby allowing for 3D imaging. Illustration from [62].

transmit resolution can be increased by creating multiple images with different transmit foci and
summing the results. The transmit direction resolution will then vary depending on the number
of transmit events in the final image, making volume rate and resolution a compromise. Thereby,
the resolution in the two lateral directions will not necessarily be the same.

A direct comparison between an RCA probe and a FPM probe both with a channel count of
256, corresponding to N = 128 and N = 16 respectively, was presented in a simulation study in
2013, showing that the detail resolution could be more than doubled when using the same number
of electrical channels [51]. The companion experimental study used a 32 × 32 FPM probe to
compare the FPM performance with the performance of a 32 + 32 probe, by addressing the same
FPM probe as a RCA probe, in other words, keeping the same value of N for both probes [53]. The
experiment showed comparative results between both schemes when imaging a wire phantom and
comparing the full width at half maximum (FWHM) of the imaged wire, and a poorer performance
of the RCA addressing scheme, when determining the cystic resolution at -20 dB. Thus, somewhere
between using a factor of N/2 less channels for a RCA probe, and using the same exact number
of channels, there is a threshold, where the performance of the RCA addressing scheme surpasses
the FPM scheme, while using significantly fewer channels.

This section illustrates how different probes have different benefits and limitations. While the
work conducted in this thesis has not focused directly on development of the imaging schemes,
being aware of these limitations is important. In some cases, utilization the apparent imaging
limitations, such as the elevation focus in 2D imaging, can be used as an advantage, for instance
when designing phantoms.

2.4 Ultrasound phantoms

When new techniques or transducer designs have been developed and perhaps shown to work in
simulations, they need to be tested in practice. In medical imaging, the end goal of the techniques
are to image structures in humans. However, before the techniques can be applied on humans in
the clinic, they need to clear a lot of regulatory requirements. Most often, the techniques will be
tested on animals first, assuming that the features observable in the animals are representative
of the human counterpart. However, animal testing is also a quite tedious process, being time
consuming, and often expensive as well, without even discussing the general controversy with
using animals as test objects. Therefore, prior to doing animal testing, the methods should be
tested in another controlled setting. This is where phantoms enter.
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Phantoms will vary in complexity, but the finest purpose of a phantom is to provide a well known
foundation for what to expect from the experiment. That might involve knowledge of the acoustic
properties of the phantom, knowledge of the geometrical layout such as channel dimensions, or
knowledge of the relative positioning of features, depending on the specific application. That
foundation will often not be available when doing animal of human testing. As the ultrasound field
has been developed over time, so has the requirements for phantoms.

Phantoms for medical ultrasound are made to mimic the properties of the structures to be
recreated. Slight modifications in fabrication material will often result in changes to the acoustic
properties. Therefore, Cafarelli et al. have conducted studies of how the speed of sound and
acoustic impedance changes when varying the amount of agarose (AG), polyacrylamide (PAA)
and polydimethylsiloxane (PDMS) in phantom structures[64].

With flow estimation currently being an active ultrasound field of research, flow phantoms are
presently also being developed. Nguyen et al. developed a phantom mimicking the geometry of the
carotid bulb to validate vector flow pressure estimation techniques, and compare them against the
intra-vascular pressure catheter which is the clinical reference standard [65]. Yiu and Yu developed
a spiral tube phantom allowing for simultaneous flow along all directions for 2D imaging [66]. A
3D equivalent was presented at the IUS 2018 conference, of a “Helical toroid” flow phantom,
essentially capable of providing flow in most directions along three dimensions. The work on this
has seemingly not been published.

The latest major change in the ultrasound field has been the development of the SRUS field,
which once again places new requirements on phantoms.

2.4.1 Phantoms for super-resolution ultrasound imaging

With the goal of SRUS being to image the smallest vascular structures in tissue by breaking
the conventional diffraction limit of ultrasound, a phantom for SRUS should ideally replicate the
structure and dimensionality of the smallest vessels, which form three-dimensional networks with
dimensions smaller than 100 µm. Given that the documented resolution of the SRUS algorithms
is a few tens of micrometres, the precision, the accuracy, and the repeatability of the phantom
fabrication method should be at a similar level or better.

The phantom studies that have been published have typically consisted of channels defined in
various ways. Viessmann et al. [67] and Christensen-Jeffries et al. [40] employed tube phantoms
of 3 mm and 200 µm diameters, respectively, to validate their SRUS algorithms. Both of these are
significantly larger than the vessels of interest. Desailly et al. presented a phantom study in which
the channel dimensions were reduced to 40× 80 µm2 by utilizing the high resolution of UV lithog-
raphy on PDMS [68]. While the dimensions of the channel in the latter article was approaching
the scale of capillaries, the ability to expand the phantom types to three dimensions are limited in
all cases. Harput et al. [57] used a 2D sparse array to do 3D SRUS on a tube phantom consisting
of two tubes twisted around each other. This method ensures that the separation between the
lumina is defined by the tube wall thickness. This provides a test structure which contains 3D
features. However, the twist might deform the tubes and affect the lumina. Furthermore, this
does not provide good control of the absolute positioning of the tubes within the imaging field of
view. A completely different approach uses the vasculature of chicken embryos, which is optically
visible [69, 70, 71, 72]. In this case, the imaged structure is in fact arterioles, venules and capil-
laries, meaning the scale and complexity is ideal. Since the vascular networks are optically visible
one can obtain high resolution optical images of the vasculature for comparison with the vascu-
lar maps based on the ultrasound data. However, it is impossible to obtain a three-dimensional
representation of the vascular network using commonly available optical microscopes. This is not
a limitation of the chicken embryo model itself, since this will feature complex three-dimensional
structures. However, the characterisation of those networks is very complex, and not possible to
do using regular optical microscopes. Optical mapping of the structures could be performed with
other more complex methods such as optical coherence tomography [11, 73], but this has not been
utilized so far in the literature.



28 CHAPTER 2. ULTRASOUND

All of the above mentioned methods are channel based, and thereby meant to provide an outer
limit for the positions of the micro-bubbles which are tracked. But that leaves the inherent problem
that it is not possible to control the position of the micro-bubbles within the tubes or vessels, and
therefore, the source of the signal will not be precisely known. On top of that, it might be difficult
to control the actual position of the tubes of a phantom, to obtain a straight tube segment with
precisely known positions all along the length of the tube for instance.

2.4.2 3D printing a new type of ultrasound phantom

3D printing of phantoms is a promising new approach, which is not subject to the mentioned
limitations. It provides complete three-dimensional flexibility in fabrication and can replicate
features in the sub-100 µm range as demonstrated by Jacquet et al., who recently demonstrated
3D printed phantoms for ultrasound [74], supposedly not with SRUS in mind. The phantoms
contained highly scattering solid features as small as 30 × 50 µm2 in cross section, demonstrating
the exciting potential for point spread function evaluation provided by the method, as well as other
possibilities for phantom features and uses.

We have been working with a different type of 3D printing, namely SLA. The method is used
to print hydrogels, a soft material with acoustic properties similar to tissue. The printer system
had in an unrelated research project previously been shown to allow printing of channel systems
with cross-sections as small as 100 × 100 µm2 [75]. The printer system and the SLA technique is
described in detail in Section 5.1 and Section 5.2.

Flow phantoms for micro-bubble tracking have been made in this project, utilizing the capability
of a 3D printing solution to print channel systems in three dimensions. Although not a 3D imaging
representation, Figure 2.9 shows a cross-sectional view of a phantom and a SRUS image of micro-
bubble localisations in the same phantom. The phantom contains a single channel which returns
back on top of itself, allowing for detection of micro-bubble flow in both directions in a single
phantom. The 3D printing solution will in principle allow for arbitrarily complex 3D structures
or channel networks to be made, only limited by the actual obtainable feature sizes. It would not
be possible to create even the 2D channel example illustrated here with the previously mentioned
phantom types, simply because of the lack of dimensional freedom. However, in this case the
cross-sectional side length of of the channel is 200 µm, similar to some of the previous phantom
examples, meaning it is still too large to be used as a perfect replication of capillaries. On top of
this, it of course suffers from the same limitation of indirect measurements of the vessel structure,
and inability to control the exact position of the micro-bubbles within the tubes.

A fundamentally different type of phantom has also been developed in this project. Instead
of aiming to replicate the channel systems, the goal was to directly create the scattering source,
somewhat similarly to the solid encapsulation presented by Jacquet el al. [74]. If the scattering
source can be printed smaller than the imaging wavelength, it will appear as a point target, similarly
to the micro-bubbles used in SRUS, although it might not be possible to obtain the same size of
the scatterers as that of the micro-bubbles.

In this work, the scatterers are not made by solid encapsulation, but primarily by printing
small cavities as illustrated in Figure 2.10. In Figure 2.10(a) the yellow region is the region to
be printed, and the black region is the cavity region. The small yellow squares represent the
individual voxels in the print. The sketch is scaled similarly to the optical microscope image in
Figure 2.10(b), where the voxel grid is optically visible in the printed structure. The voxel size
of the printer system is (x,y,z) = (10.8, 10.8, 20.0) µm, defining the grid on which the printed
features are placed, and therefore also the fundamental limit of the printer accuracy and precision.
The scatterers are both in the illustration and in the optical image designed to be 12 voxels wide,
and can be placed precisely on the voxel grid using the printer system, for complete control of
where the scatterers are placed. Figure 2.10(c) shows a B-mode image of a phantom containing a
row of scatterers, with the white arrows marking the visible scatterers. These structures will be
stable in time, enabling repeated imaging, in direct contrast to small channels and micro-bubbles.

The different types of phantoms made by 3D printing and the results obtainable with them are
described in Part II of the thesis.
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(a) Cross-section of 3D model of channel phantom
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(b) 2D SRUS image of channel phantom

Figure 2.9: A channel phantom bending back on top of itself, to detect micro-bubble flow simultaneously
in to opposite directions. (a) shows a cross-section of the phantom model in Autodesk Inventor. The
large circle is an inlet channel perpendicular to the cross-plane, and the red regions show the flow channel.
(b) shows an SRUS image obtained using the phantom. The colours indicate the micro-bubble counts.
Channel side length was 200 µm, and the vertical separation is 108 µm.
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(a) Sketch of a cavity scatterer (b) Optical image of a cavity scatterer

(c) Ultrasound image of a row of cavity scatterers. Image is a slight modifica-
tion from Paper B.

Figure 2.10: The cavity scatterer concept. (a) is a sketch of the cavity, with black indicting an unexposed
region, and yellow indicating printed hydrogel. The small squares frame the voxels, and are matched in
size to (b), a microscope image of a an actual printed scatterer placed at the top of a print. (c) is an
ultrasound image of a row of cavities, which have been marked by white arrows.



CHAPTER 3

Ultrasound transducers

In this chapter, an introduction to ultrasound transducers is given. Conventional transducers are
briefly outlined, before a slightly more detailed description of capacitive micro-machined ultrasonic
transducers (CMUTs) is given, which have been used in this project, both in terms of how they
work, and how they are typically fabricated.

3.1 Conventional ultrasound transducers

A transducer is a device which facilitates the conversion of energy from one form to another.
For ultrasound transducers, energy is taken from the electrical domain, in the form of electrical
signals, which are transformed to the mechanical domain, in which deformations of material can
periodically compress the surrounding air, forming sound waves. In many cases, the transduction
will work in both directions, i.e. both from the electrical to the mechanical domain, and from the
mechanical to the electrical domain, allowing the device to function both as a transmitter and a
receiver, in which case the device is called a transceiver.

Multiple different types of transducers have been made for ultrasound equipment. Common for
the devices in medical ultrasound imaging is that the arrays are built as demonstrated in Figure 3.1
which is a zoomed in version of the array sketch from Section 2.1 in Figure 2.1 with some additional
descriptive details showing the transducer element pitch, element width, and kerf separating the
elements.

Most ultrasound transducers since the start of the field in 1950 have been based on piezoelec-
tric ceramic (PZT). Strictly speaking, PZT refers to lead zirconate titanate, which is the most
commonly used material. However, many other piezoelectric materials have been used and are still
actively being developed, with fundamentally the same overall function, namely piezoelectricity.
Therefore, they will in the following all be referred to as PZT.

Piezoelectric materials are materials which experience a change in potential across the material
when a stress is applied to it, and conversely also experience mechanical deformation when a
potential is applied across the material. Specifically, the material will contract and expand as the
potential across it is changed. This is exactly the transceiving principle utilized for ultrasound
probes. A slap of PZT is covered by one electrode on the front and another on the back of the
material. When an oscillating potential is applied across the two electrodes, the material will start
expanding and contracting as a response to the potential, thereby compressing the surrounding air,
and generating sound waves. Oscillation frequencies in megahertz range will make it suitable for
medical ultrasound. When ultrasound waves impinges on the piezoelectric material, it will deform

31
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Pitch Width Kerf

Figure 3.1: Zoom of 1D array sketch in Figure 2.1(a), in which the dark grey region marks the outline
of the array, and the light grey rectangles are the transducer elements. The common geometrical terms
element pitch, element width and kerf have been marked.

in response to the ultrasound waves, resulting in electric potential changes which can be measured
and converted to ultrasound images.

The dimensions of the PZT crystal defines the resonance frequency of the transducer according
to

fc =
ccrytsal

2 tcrystal
, (3.1)

with ccrytsal being the speed of sound in the used PZT crystal, and tcrytsal being the thickness of
the crystal. Thus, for increasing frequencies, a decreasing crystal thickness is required. For 15 MHz
probes, the required thickness of a lead zirconate titanate is approximately 100 µm. It becomes
increasingly more difficult to achieve sufficient uniformity for thinner layers of PZTs, which is one
of the apparent limitations of PZTs.

The elements of PZTs are defined by sawing out the PZT, thereby allowing for individual
electrical contacting of the sub-crystals. Typical saw blades are between 15 µm and 40 µm wide,
and directly define the width of the kerf. It has been shown that imaging improvements can be
gained by designing the element pitch as a half wavelength, λ/2 [76, 77]. Thereby, the width of
the elements also scale with the imaging frequency. For a frequency of 15 MHz, the element pitch
would need to be approximately 100 µm, of which the kerf would remove 15-40%. This percentage
will of course increase for increasing frequencies as the size of the kerf does not change, while the
pitch does. This also decreases the emitted pressure, since the transducer elements decrease in
size.

However, there are alternatives to PZT transducers, which do not in the same way suffer from
these fabrication limitations, with the one used in this work being CMUTs.

3.2 Capacitive micro-machined ultrasonic transducers (CMUTs)

Capacitive micro-machined ultrasonic transducers (CMUTs) were invented in the early 1990s and
first presented in 1994 by Haller and Khuri-Yakub [78]. The fundamental transducing unit is called
a cell, and is a drum-like structure, illustrated in Figure 3.2. It consists of a rigid substrate on
which the CMUT cavity is defined, often in another support material, on top of which is a thin
plate facilitating the transduction by being set into vibration.

CMUTs are typically fabricated using the well established silicon micro-fabrication techniques
such as UV-lithography which easily allows for lateral definition of features down to 1 µm, and
thin film growth or deposition for height control of layers with nanometre precision, both of which
are significant improvements on the techniques used when fabricating PZT transducers.

Over the years, many different fabrication methods have been used to fabricate CMUTs with
many different specific purposes, for instance sensing, microphones, and medical imaging. Recently,
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Substrate Support Plate

Figure 3.2: Illustration of the cross-section of the fundamental unit of a CMUT transducer array called
a cell, the CMUT. It consists of a rigid substrate, a support structure defining the cavity, and a plate on
top.

Butterfly Network, Inc. (Guilford, CT, USA) brought a CMUT array transducer to market called
Butterfly iQ, which is both Food and Drug Administration (FDA) approved and CE marked. It
is a 2D array, designed to be connected to a phone or tablet for imaging directly on that mobile
device. It is inexpensive, and designed with versatility and ease of use as the main selling points.
Due to the CMUT technology, it can be used and addressed in many different common transducer
schemes to emulate linear arrays, curved arrays, and phased arrays. It is however limited in its
image quality capabilities, still leaving room for conventional ultrasound imaging systems.

3.2.1 Basic CMUT physics

CMUTs are fundamentally plate capacitors. Referring back to Figure 3.2, the plate is used as one
electrode and the substrate as the other, either directly if the plate and substrate are electrically
conductive, or indirectly by deposition of metal electrodes on top of them. The capacitance of a
parallel plate capacitor is

C =
ε0 εr A

l
, (3.2)

where ε0 is the vacuum permittivity, εr is the relative permittivity of the material in between the
plates, A is the area of the plates, and l is the distance between the plates. An array of CMUT
cells is not just a simple parallel plate capacitor for a number of reasons though. First of all,
part of the region between the plates is a rigid structure, the support, and part is vacuum or air.
Thereby, the dielectric properties are not constant in the region between the plates. Second, as a
potential is applied to the two electrodes of the CMUT, the accumulating charges on the plates
will attract each other. Since part of the space between them are simply a gap, they plate, being
much thinner than the substrate, will be pulled down towards the substrate. Thus the distance
between the plates is not constant a constant, and will also influence the capacitance.

Most often, the CMUTs are shaped as circles. Solving the plate equation, it can be shown that
the plate deflection of an isotropic circular plate is

w(r) = w0

(
1−

( r
a

)2
)2

, (3.3)

where w(r) is the plate deflection depending on the radial position from the centre of the cavity,
a is the cell radius, and w0 is the maximum deflection at the centre given by

w0 =
p a4

64D
, (3.4)

where p is the load applied to the top plate, and D is the flexural rigidity of a plate given as

D =
E h3

12 (1− ν2)
, (3.5)

where E is Young’s modulus of the plate material, h is the thickness of the plate, and ν is Poisson’s
ratio of the plate material. This expression for the plate deflection can be used as input to the
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expression for the capacitance in Equation (3.2), with the separation l being replaced by g−w(r),
were g is the distance between the plates at rest.

For isotropic materials, the equations above explain the behaviour very well. However, it has
been shown that for an-isotropic materials, such as silicon (Si) which is a commonly used plate
material, an error of up to 10% will be obtained when using the equations for isotropic plates,
compared to finite element modeling [79]. Other corrections will need to be applied if using plate
materials with built in stress. For a plate with a tensile stress, the centre deflection can be shown
to be [80]

w0 =
p a

2

√
C D

N3
t




1− I0

(√
Nt

C D a

)

I1

(√
Nt

C D a

)


+

p a2

4Nt
, (3.6)

where C is a constant based on the solution to the plate equation, D is the flexural rigidity of the
plate, In is the modified Bessel function of first kind, and Nt = σ h is the stress resultant, where σ
is the planar biaxial stress in the plate. It should be noted that the load applied to the top plate
is potentially a combination of both a pressure difference across the plate, and the attracting force
between charges in the case of an applied potential.

The frequency of a CMUT is again defined by the cell geometry. For an isotropic circular plate,
the eigenfrequency can be shown to be [81]

ω0 ≈
√

80

9

E

ρ(1− ν2)

h

a2
(3.7)

where ρ is the density. It can be seen that everything except h and a are material constants.
The eigenfrequency can thus be tuned by modifying the plate thickness and the cell radius. For
CMUTs using a Si plate of ≈ 3 µm, the radius will be ≈ 25 µm to be in the range for medical
ultrasound, easily within the capabilities of UV-lithography. Note that the lateral dimensions of
the CMUT cells are smaller than a common element pitch, on the order of a few hundreds of
micrometres, as well as the element length which is on the order of millimetres. To obtain the
rectangular layout defined for the transducer arrays, multiple CMUT cells are placed next to each
other, and connected in parallel, to operate in unison as a single large element.

The ultrasound transduction principle of CMUTs is illustrated in Figure 3.3. The CMUT is
biased with a DC voltage, pulling the plate down to the operating position, as this increases the
efficiency [82]. When an AC potential is applied on the electrodes on top of the DC bias, the
plate start oscillating around the operating position, illustrated in Figure 3.3(a). The plate will
move up and down in tune with the AC potential, compressing the air, creating sound waves.
When in turn a sound wave impinges on the plate, the pressure wave will move the plate, changing
the capacitance of the CMUT, which can be measured as a potential shift across the electrodes,
illustrated in Figure 3.3(b).

UV-lithography is also used to define the kerf between elements, once again allowing for de-
signing the kerf to be only a few micrometres wide. This illustrates how CMUTs are a promising
candidate for ultrasound transducer fabrication going into the future, as the fabrication issues
which are to be expected for PZT transducers are not an issue with CMUTs.

This has only been a brief overview of the CMUT physics, jumping directly to the relevant
results necessary in this thesis. Although Part I is directly concerned with CMUTs and CMUT
fabrication, the focus in this work has directly been on fabrication process optimisation, for which
the above description is sufficient. For more details, see [81].

3.2.2 Conventional CMUT fabrication methods

So far, the CMUT has only been described conceptually, consisting of a cavity on top of which a
plate is suspended. However, this can be fabricated in a number of different ways. In the following,
the most common methods, which are sketched in Figure 3.4, will be described.
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Figure 3.3: Illustrations of the transcieving capabilities of CMUTs. A DC bias is applied, pulling down
the plate. (a) illustrates how an alternating potential applied on top makes the plate vibrate according
to the signal, emitting sound waves. (b) illustrates that an incoming sound signal will make the plate
oscillate, which can be read out electrically on a scanner system to be processed into ultrasound images.

Si

Si3N4 Poly-Si

(a) Sacrificial release

SiO2

BCB Metal

(b) Adhesive bonding

(c) Anodic bonding (d) Fusion bonding

Figure 3.4: Sketches of the cavity structures in the most common CMUT fabrication methods. (a) is one
of the main groups of fabrication methods, sacrificial release, in which the cavity is defined by a buried
material, often poly-silicon, which is etched away late in the process. The other main group is wafer
bonding, in which the CMUT plate is bonded on top of a pre-fabricated cavity. (b) adhesive bonding, (c)
anodic bonding, and (d) fusion bonding, are all different wafer bonding methods. Sketches are not to scale
since cavities typically have very high aspect ratios, being a few 100 nm tall, and ≈ 100 µm wide.
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The CMUT fabrication methods can be split into two main groups: Sacrificial release and wafer
bonding. The main difference of the two groups is the way in which the cavity is defined.

Sacrificial release

An example of a sacrificial release CMUT structure is illustrated by the cross-section seen in
Figure 3.4(a). The shown structure could be fabricated bottom up, starting with a Si wafer which
serves as the bottom electrode of the CMUT. On top of that a silicon nitride (Si3N4) layer is
deposited for insulation of the bottom electrode. Next, a layer of a sacrificial material is deposited,
which is often either poly-silicon or chromium (Cr). This layer will eventually define the cavities,
and the thickness should therefore match the desired cavity height. After deposition, it should be
patterned into the desired shape and layout of the CMUT cells. Then, a conformal deposition of
additional Si3N4 is made to bury the sacrificial layer in the structure. This part of the layer on top
of the sacrificial metal structure will form the bottom of the CMUT plate, which serves as isolation
of the top electrode. Of top of that, another metal, perhaps gold (Au), is deposited and patterned,
forming the top electrode of the CMUT. This might be covered by another conformal Si3N4 layer
to define the final plate thickness, which will then be a stack of Si3N4-Au-Si3N4, resulting in the
structure illustrated in Figure 3.4(a). In the illustration, vertical channels have been dry etched
on both sides of the cavity, to access the sacrificial metal layer. This can then be removed by
wet etching, releasing the plate and forming the cavity. Variations of the process illustrated here
have been demonstrated in a lot of publications [83, 84, 85, 86], including the very first CMUT
publication by Haller and Khuri-Yakub [78]. Many variations of different complexity have been
developed, in which spaces for the different metal layers are etched out in the Si3N4 [87]. This
allows for more robust fabrication, and a reduced parasitic capacitance, which is a term for the
undesired capacitances present in CMUT structures.

Wafer bonding

The wafer bonded CMUT structures are in general made by defining the cavities as recesses in one
wafer, and sealing them off by bonding another wafer on top of the recesses. This is the method
that has been applied during this Ph.D. project. There are many different ways in which the bonds
can be formed. The three methods, adhesive bonding, anodic bonding, and fusion bonding, that
have been applied during this Ph.D. project are described briefly in the following, of which the
work on adhesive bonding and fusion bonding is included in the thesis.

An example of an adhesive bonding CMUT structure is illustrated by the cross-section seen
in Figure 3.4(b). There are multiple variations of adhesive bonding, but the figure illustrates the
general concept. First, a substrate, either conductive itself [88], or alternatively isolating with
a metal bottom electrode defined on top (illustrated) [89], is coated with an adhesive material.
The CMUT cavity is defined directly in the adhesive material. Next, a plate is bonded on top.
The bonding is finalised by thermal treatment of the wafer stack, to cure the adhesive material,
ensuring a high bond strength between the layers in the stack. The top plate is likely transferred on
a handle wafer, which will need to be removed by etching, before the top elements can be defined
by patterning and etching. The plate material should either be conductive enough to form the top
electrode itself, or another metal layer should be added on top (illustrated) [89, 90]. Finally, access
to the bottom electrodes can then be made. Often, an additional layer is added to the stack prior to
bonding for insulation of the electrodes, to avoid short-circuiting the device in the case the plate is
pulled down to the substrate during operation. If the plate material is isolating, no additional layer
is needed. SU-8 or benzocyclobutene (BCB) are commonly used adhesives[90, 91, 92], with BCB
having been used during this Ph.D. project. The choice of top plate material might put additional
requirements on the adhesive material. If the top plate is conducting, the adhesive will be required
to isolate the two electrodes from each other. According to the manufacturer, the breakdown field
in BCB should be 0.53 V/nm. Alternatively, isolating plate materials, such as Si3N4 can be used
[93, 89], in which case the plate itself will also contribute to the electrode isolation. An argument
for using an isolating substrate is that it will decrease the electric cross-talk between elements,
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which is an unwanted effect of coupling of electrical signals down through the substrate wafer [94].
The adhesive wafer bonding method is very forgiving towards particle contamination and surface
roughness, resulting in a robust bonding mechanism. Furthermore, the fabrication process is fairly
simple and short, meaning it could be a good solution for rapid prototyping. The temperatures
used in this process are lower than 300 °C, making the process CMOS compatible [93], allowing for
integration of the CMUTs directly on application-specific integrated circuits (ASICs) for on-chip
signal processing [95, 96]. The focus of the work with adhesive bonding during this Ph.D. project
has been to improve the dielectric properties of the BCB through curing schemes. The breakdown
field of BCB stated by the manufacturer seemed promising, and would be sufficient for the designs of
interest. However, our testing showed very poor performance with typical breakdown fields as low
as 0.08 V/nm [82]. The thermal curing process of the BCB layers was optimized through fractional
factorial experimental designs, resulting in systematic improvements. Even so, the improvements
where too small to be viable. The solution chosen was to utilize an isolating plate material, which
would be able to carry the applied potentials. This was presented in Paper A. The activities in
adhesive bonding has since been stopped, and will not be discussed in further details in this thesis.

An example of an anodic bonding CMUT structure is illustrated by the cross-section seen in
Figure 3.4(c). Once again, this is quite a simple process, which is also based on an insulating
substrate, which would remove the effect of electric cross-talk through the substrate wafer. In this
case, the substrate wafer is a borosilicate glass wafer, which contains around 81% silicon dioxide
(SiO2), 13% B2O3, 4% Na2O/K2O, and 2% Al2O3 [97]. The cavities are etched directly into the
glass wafer, and metal contacts are deposited and defined inside the etched recesses. At elevated
temperatures (often less than 400 °C), the ions in the glass become mobile, and will redistribute in
the glass when a potential is applied across a wafer stack of a borosilicate wafer and a silicon wafer.
Positive Na+ ions are depleted from the region near the bonding interface, polarising the glass,
and creating a large electric field right at the interface which effectively pulls the wafers together.
The required potential for a strong bond depends on the exact structures and layers in the wafer
stack. Often, a voltage ramp, starting around 300 V and incrementally increasing in a few steps
to upwards of 800 V is used. Subsequently, the top handle wafer can be removed by etching, the
top elements can be defined, and access to the bottom electrodes can be made. Anodic bonding
has been demonstrated with wafers having a surface roughness up to 50 nm [98]. The final anodic
bond is so strong that the substrates will break before the bond fails [99]. The temperatures used
for this process are again low enough that they are CMOS compatible. For this structure, the
glass substrate is the insulator between the top and bottom electrodes. Typical breakdown fields
in the glass are 0.92 V/nm. CMUT fabrication based on the anodic bonding process was initiated
during this project, but has since been continued by other Ph.D. and master students working in
the group. Therefore, it will not be discussed further in this thesis.

An example of an fusion bonding CMUT structure is illustrated by the cross-section seen in
Figure 3.4(d). For fusion bonding, a substrate Si wafer is first oxidised. The oxide is used to
define the cavities, either by etching parts of the oxide away directly, in which case a subsequent
oxidation is typically carried out to form an oxide in the bottom of the cavity to isolate the
electrodes (illustrated), or by local oxidation of silicon (LOCOS) [100]. The breakdown field in the
SiO2 available has been measured to be ≈ 0.74 V/nm. The substrate wafer and the to-be-bonded
silicon on insulator (SOI) wafer [100] or Si3N4 wafer [101] are then cleaned before being placed
in contact, at which point a relatively week pre-bond is formed between the wafers. The bond
strength is then increased by annealing at 1100 °C. Next, the handle layer of the SOI wafer is
removed, releasing the plate. Then the top electrodes can be defined, and access to the bottom
electrodes can be made. While the process appears very brief, some of the variants of cavity
definitions require several thermal processes [100, 101], making fusion bonding a time consuming
process in comparison to the other wafer bonding techniques. It is also very sensitive to particles
in comparison to the others, and requires a surface roughness of less than 1 nm [102]. The fusion
bonding method is also prone to the substrate coupling issue. However, the structure is also
typically very stable in operation over time, with little to no charging effects [82]. A variant of
fusion bonding, carried out without the use of any equipment has been investigated during this
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Table 3.1: Comparison of the properties of common wafer bonding techniques. Adapted from [82].

BCB Anodic Fusion

Breakdown voltage 0.53 V/nm∗ 0.92 V/nm† 0.74 V/nm

Particle sensitivity Low Low High

Surface roughness
tolerance

High Medium Low

Highest processing
temperature

≈ 250 °C ≈ 350 °C ≈ 1100 °C

Fabrication time Days Days Weeks
Successful practical
experience

Limited Ongoing Yes

∗according to manufacturer
†from [103]

project, and is presented in Chapter 4, in which the fusion bonding process is also described in
more detail.

A summarising comparison between the techniques can be seen in Table 3.1, adapted from [82].
Consulting the table, it might be surprising that the fusion bonding method is the one applied
and presented in this thesis. While fusion bonding might appear to be lacking in most of the
presented properties, the major benefit is the accumulated knowledge of this process during the
previous years within the research group and the known and documented good properties of the
resulting structures. This is illustrated by the last row. The properties of the other processes are
of a more hypothetical nature, particularly at the time of the CMUT fabrication activities in this
PhD project, based on material properties but not practical CMUT results. The ongoing activities
within the group have since provided promising results for the anodic bonding method, due to
continued process improvement.



Part I

CMUT process optimisation
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CHAPTER 4

Hand-bonded CMUTs

This chapter presents the work conducted on hand-bonded CMUTs, which is bonding of two wafers
without the use of a dedicated wafer bonder. An analysis is given of what to expect of the gas content
in the resulting devices. The chapter is in part based on Paper C, presented work at MUT 2018
and MNE 2018 - Poster 2, and the unpublished manuscript Paper K.

4.1 Motivation

As described in Section 3.2.2, many different capacitive micro-machined ultrasonic transducer
(CMUT) fabrication schemes are used in the research field, with wafer bonding being the one
applied in this work. Fusion bonding has been the work horse for almost a decade now in the
MEMS-AppliedSensors group, but during the last few years, a considerable amount of work has
been put into experiments involving the alternative bonding techniques adhesive bonding and
anodic bonding. Over the years, the group has acquired many pieces of equipment, a significant
example being the Cascade 12K Summit semi-automatic wafer prober [104]. The combination of
these pieces of equipment means that it becomes possible to analyse a greater number of fabricated
devices, allowing for broader analyses of parameters and assessment of wafer level variation of those
parameters, instead of single array, even single element, evaluation, which tends more towards
proof-of-concept demonstrations.

The other side of the coin is the necessity to be able to deliver a suitable volume of CMUT
arrays. In combination with the desire stated in Section 2.3.1 for the fabricated RCA arrays to
become larger for increased ultrasound resolution, the projected RCA array designs would reach a
size where only a single array would fit on a 4” Si wafer. As arrays become larger, the fabrication
process becomes increasingly more sensitive to particle contamination simply due to the array
footprint. One way to mitigate that issue is process on larger Si wafers. Combined with the
tendency for SOI wafer manufacturers to shut down production of 4” SOI wafer production due to
the majority of their industry clients only using larger wafers, meant that a transfer of our wafer
bonding process to suit a 6” production line will be necessary. However, currently 4” Si wafers are
the largest wafer size the majority of cleanroom equipment available to us today will allow. With
adjustments to the processes, most fabrication steps could be transferred to a 6” Si wafer process,
with the unfortunate, critical exception of the wafer bonder.

The solution we pursued was to bond directly in hand, without the use of any wafer bonder,
referred to as ‘Hand-bonded’ in the following. This also means that these results do not only provide
a solution to a local issue of equipment availability. In some cases you might not even need a wafer
bonder, which could otherwise cost several millions of Euro; you might be able to fusion bond wafers
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together, without having to purchase additional equipment. These results were presented at MUT
2018, with great interest due to some of the participants now being able to move into other CMUT
fabrication methods that they had considered impossible from an equipment availability standpoint.
Hand-bonding allows the bond to be formed under high efficiency particulate arrestance (HEPA)
filters directly after cleaning of the wafers, without needing any form of transportation of the
cleaned wafers, for a decreased risk of particle contamination of the bond interface. The outcome
of this study has been that all of our bonding processes have been changed, with the purpose of
decreasing the particle contamination.

4.1.1 Fusion bonding

Wafer bonding is a common processing technique for combining multiple wafers into a single
structure. It can be used to stack structures which would otherwise not be possible to combine
by epitaxy or film deposition. Examples of wafer bonding applications are in the production of
SOI wafers and in the formation of sealed cavities, such as in pressure sensors [105] or in CMUTs
[106, 100].

The original fusion bonding method was first described in the literature in 1985 − 1986 [107,
108]. Fusion bonding, also called direct bonding, is typically considered a three step process:
pre-treatment of the wafers; pre-bonding of the wafers; annealing of the bond.

The pre-bond is formed when the surfaces of two wafers are placed in contact. If the surfaces are
sufficiently smooth, the bond will form immediately at the point where the two wafers are placed
in contact, and spread as a wave from the point. Si wafers which have been exposed to the oxygen
in the air will form a native oxide on the surface, effectively covering the surface in hydrophilic
silanol groups, -SiOH. These groups will form hydrogen bonds either to the oxygen atom of the
silanol group on the opposing wafer, or to water molecules which are trapped in the interface [109].
The wafer bond is at this point strong enough that force needs to be applied in order to separate
the wafers from each other again. If the wafers are contacted simultaneously near the edge of the
wafers, the bonding wave front will move inwards, and likely trap air in voids. If instead the wafers
are contacted with a small amount of force in the centre of the wafers, the bond front will move
outwards, effectively pushing air radially out, significantly decreasing the risk of voids due to air
pockets. Subsequent to the conclusion of the work on hand-bonding, a device which would only
apply the pre-bond contact force in the middle of the contacted wafers was designed and milled in
aluminium. The model can be seen in Appendix H.1.

The bonding method is extremely sensitive to the surface roughness, requiring a roughness of
less than 1 nm or 0.5 nm for conventional wafers thicknesses of 500 µm [102, 110]. Due to the
remaining surface roughness, the wafers will still only be locally in contact, with many unbonded
micro-areas. It has been shown however, that for extremely thin wafers, with thicknesses ranging
from 2− 200 µm, fusion bonding can be achieved even when the surface roughness is 10− 50 nm,
likely due to the flexibility of the thin wafers [111].

For the same reason, the method is also extremely sensitive to particles. That is the reason
for the pre-treatment step, which is a cleaning step, either performed as a plasma clean or a wet
chemical cleaning, often an RCA clean, which here is short for Radio Corporation of America, the
corporation at which it was invented [112]. The cleaning process consists of two main cleaning
solutions, one which removes organic films, particles, and some metals, the other which removes
heavy metals, alkalis, and metal hydroxides, combined with intermittent buffered hydrofluoric acid
(BHF) etching to remove chemically grown SiO2 layers.

The final step is the annealing of the interface bond, gradually increasing the bonding strength
over time. Between 100°C and 200°C, covalent bonds between the silanol groups are formed,
creating Si-O-Si bonds at the interface [113]. Beyond this temperature, no changes are observed
in terms of the bonding strength. The bond-strength is limited by the actual contact area of the
wafers, and thus by the unbonded micro-areas. At 800°C the native SiO2 layers become viscous
enough that they start to fill the locally unbonded micro-areas, making a more complete bonding
across the interface, therefore also increasing the bonding strength. At 1100°C, the viscous flow of
the SiO2 will complete the bonding [109]. The new structure is found to be practically equivalent
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to a single bulk silicon substrate [108]. Transmission electron microscopy (TEM) images of the
interfaces showed an epitaxial-like lattice continuity, apart form local dislocations, which might be
explained by smaller misalignments between the crystal orientations of the two wafers, combined
with gradual rearrangement of atoms near the interface at the high temperatures [108].

Fusion bonding of hydrophobic surfaces can also be achieved, for instance if a SiO2 layer is
removed by BHF. The Si surface will then mainly be terminated by hydrogen (H) and fewer
fluorine (F) atoms. The F terminated regions are particularly reactive to water, which would
form silanol groups again and make the surface hydrophilic again. When two such wafers are
contacted, van der Waals bonds form between the H on the opposite wafers. Furthermore, the
few F terminated regions might form hydrogen bonds to other formed silanol groups. Due to
the interwafer bonding stemming primarily from van der Waals bonds, the pre-bond strength is
significantly lower for a hydrophobic surface, than for a hydrophilic surface [113]. Annealing of
the structures does not increase the bonding strength before 400°C, at which point the H atoms
desorb from the wafer surfaces, and diffuses into the silicon substrates, into unbonded micro-areas,
or out along the bonding interface, while Si-Si bonds are formed instead. Note that the H atom is
so small that it is capable of diffusing into or through structures which would for other gasses be
impermeable. The structures reach the cohesive strength of bulk Si at about 700°C. The bonding
of hydrophobic silicon surfaces results in a clean interface with no boundary SiO2 layer. On the
other hand, the temperatures are not high enough that the Si atoms rearrange significantly, as is
the case for SiO2 which would become viscous and fill out the micro-gaps. As a consequence, the
interface of hydrophobic wafers contains many nanometre sized voids.

In the original work by Shimbo et al. [108], two hydrophilic, mirror-polished silicon wafers
were fusion bonded by being brought in contact in a clean environment at room temperature. The
wafer stacks were then heated to 1000°C, which completed the bonding process. Since the initial
introduction, the overall processing has not changed; it still consists of a cleaning and/or surface
activation process; a pre-bond in which the wafers to be bonded are placed in contact, typically
with an applied pressure on the wafer stack; and a subsequent high-temperature bond-anneal.
However, sophisticated wafer bonders have been made, which are typically used during the pre-
bond. Such pieces of equipment allow for more advanced bonding methods, including alignment
bonding when structures on the top and bottom wafers should be aligned. They can also provide
control of the bonding conditions, in terms of the bonding temperature, the pressure applied on the
wafer stack during the pre-bond, and the pre-bond atmosphere. Additionally, it has been shown
that it is possible to fusion bond other materials together, such as SiO2 to silicon [114], Si3N4 to
Si3N4 [115] or in fact any combination of the three materials. The potential to obtain a reduced
cavity pressure, by bonding in a vacuum, is in some cases used as an integral part of the functional
device [105, 106, 100]. The three step process is generally considered collectively. However, only
limited investigations have been conducted of the intermediate state of the bonded structure,
for instance after the pre-bond and before the bond-anneal. Typically, the studies have focused
on how the bond strength increases with higher annealing temperatures and/or longer annealing
times [109, 116], with only a few considerations of how the bond-anneal influences the resulting
atmosphere inside fabricated cavities in a device. Harendt et al. [117] investigated whether bonding
to wafers structured with cavities would change the bonding strength, time and number of voids,
compared to full wafers, but found overall similar results. They analysed the resulting gas content
in the cavities by mass spectrometry, and found that it depended on the annealing temperature,
and argued that their findings of lower water content subsequent to higher annealing temperatures
showed that the water and oxygen were oxidizing the silicon surfaces. No investigations on how
the pre-bond atmosphere influences the final atmosphere inside fabricated cavities in a device.

The success criteria for the bonding process would be that the bond strength is high, and
that the final bond is air-tight. The following sections will show that it is possible to obtain a
reduced cavity pressure, without bonding in a vacuum. The results not only show that the bond
anneal is the essential process in determining the final cavity pressure, they also indicate that even
though the pre-bond is conducted in a vacuum chamber, the resulting cavity pressure is not a
vacuum. Essentially, this means that unless alignment bonding or elevated pre-bond temperatures



44 CHAPTER 4. HAND-BONDED CMUTS

Substrate - Si Support - SiO2 Plate - Si3N4 or Si

Figure 4.1: Cross section of a cavity device consisting of a substrate wafer, a support structure defining
the cavities, and a plate which is bonded on top.

are required, a wafer bonder will not be necessary for obtaining reduced pressures in fusion bonded
cavities.

4.2 Materials and methods

4.2.1 Experimental design

Given the success criteria of a strong bond, and an air-tight interface, test structures were made to
determine any differences in the cavity pressure after the bonding process. Simple wafer bonded
cavity test structures enable indirect determination of the cavity pressure, by measurement of the
deflection of a plate suspended over the cavities in an ambient environment. A cross section of
such a device can be seen in Figure 4.1. The cavity would be defined in a SiO2 thin film on a Si
wafer.

The centre deflection of an isotropic circular plate, w0, can be expressed according to [118]

w0 =
3

16

(
1− ν2

)2
a4

E h3
∆p, (4.1)

where ν is Poisson’s ratio, ∆p is the pressure difference across the plate, a is the radius of the
plate, E is Young’s modulus, and h is the plate thickness. Hence, any difference in plate deflection
between the devices is proportional to the difference in cross-plate differential pressure, and thus,
to the cavity pressure as well.

To test the effect of the pre-bond environment on the resulting cavity pressure, four bonding
conditions were compared: three formed inside a wafer bonder and one formed directly by hand
(hand-bonded). In the wafer bonder, the atmospheric environment was changed between 2 ×
10−4 mbar (Vacuum), atmospheric air at 1 bar, and argon at 1 bar. Assuming a perfect seal
of the cavities, the three different atmospheres should result in different cavity pressures for the
final fabricated devices. For the devices bonded in a vacuum, the cavity pressure should be 0 bar,
and ∆p = 1 bar when the ambient pressure is 1 bar. For the devices bonded in 1 bar of argon
∆p = 0 bar, as the argon atmosphere is inert and should remain intact. For the devices bonded
in air ∆p ≈ 0.2, since air is composed of 78% nitrogen, 21% oxygen and 1% argon, of which the
21% oxygen will be consumed in oxidation of any silicon surfaces of the cavities during the high-
temperature bond-anneal. The oxygen consumption has previously been described in [119, 117].
Finally, for the devices bonded directly in hand ∆p ≈ 0.2 as the atmospheric environment is the
same as that of the air devices. As the plate deflection is linear in pressure, these differences in ∆p
should correspond directly to the relative differences in plate deflections. The maximum deflection
is expected for the Vacuum devices, whereas the Air and Hand-bond devices would only deflect one
fifth of the Vacuum devices, and the Argon devices should not deflect at all. These expectations
are illustrated in Figure 4.2.

4.2.2 Material choice - silicon nitride plates

There are a number of ways to fabricate fusion bonded cavities, as fusion bonding can be made
with the combination of any two substrates with a surface of either silicon, SiO2, or Si3N4. For
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Figure 4.2: Schematic of the expected deflections for the four different bonding conditions.

ease of fabrication, the cavities are etched in a SiO2 layer, which is grown on a silicon wafer. This
provides control of the cavity depth when using a selective wet etchant, due to essentially an etch
stop once the etchant reaches the silicon below the SiO2. The plate can then be fabricated using
either silicon, SiO2, or Si3N4. To obtain a device layer of a few µm as would be required for
the chosen design when using silicon as the plate material, commercial SOI wafers are typically
thinned by chemical mechanical polishing. This processing unfortunately results in a thickness
variation between 300 nm and 500 nm, providing large variations in deflection as Equation (4.1)
scales with h3. Therefore, two alternative types of plates were considered. Firstly, a SiO2 thin film
plate grown on a silicon wafer. SiO2 would provide control of the layer thickness and uniformity,
but also introduce built-in compressive stress when grown on a silicon substrate. This could result
in buckling of the plate with a direct influence on the deflection measurements. Secondly, a Si3N4

thin film plate deposited on a silicon wafer. Low pressure chemical vapour deposition (LPCVD) of
Si3N4 layers can, similarly to growth of SiO2 films, provide good control of thickness and uniformity
compared to the SOI wafers. There will be a built-in stress, but as it is tensile, it will not result
in buckling, and is therefore acceptable.

To be able to compare the deflections of the different bonded structures illustrated in Figure 4.2,
the variability of the thickness and the stress in the Si3N4 films is a critical parameter. As described
in the introductory Chapter 3.2.1, Engholm et al. [80] showed that both thickness and stress will
influence how much a plate deflects, describing the centre deflection, w0, of a plate with a built in
tensile stress as

w0 =
∆p a
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where C is a constant based on the solution to the plate equation, D is the flexural rigidity of the
plate, In is the modified Bessel function of first kind, Nt = σ h is the stress resultant, where σ is the
planar biaxial stress in the plate. p has been exchanged with a ∆p since for this experiment, we are
only considering a cross-plate pressure difference as the load. Since it is not possible to change the
bonding atmosphere or method of pressure application locally on a single wafer, the comparison
of the four bonding conditions will necessarily need to be between devices fabricated on separate
wafers. Therefore, it is essential that the inter-wafer variability in thickness and stress of the plate
is not so large, that it makes distinguishing between the expected differences in deflection across
the different wafers impossible.

The first part is to be able to determine the processing parameters such as processing tempera-
ture and time, such that the desired film thickness is obtained. The theoretical foundation of thin
film deposition and growth based on the underlying physics has been described in the literature
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many times [120, 121], with models such as the Deal-Grove model for thermal oxidation, and linear
deposition models for LPCVD deposition processes. On top of that, many additions or corrections
to these models have been proposed [122]. Based on these, simulation software packages have
been made, to allow for simulation of complex process flows, with the desired parameters [123].
However, while the theoretical models provides a great insight into the physical principles, it might
be difficult to transfer those parameters to a deposition furnace, or vice versa, due to a number of
inevitable experimental deviations from theory. In practice, once the furnace is in stable operation,
it might be better to use data from a processing log, to predict the necessary processing parameters.
A program was built to determine the necessary processing parameters based on a desired outcome.
The details of the script are discussed in Appendix F.1. The script takes the film thickness as an
input, and provides the processing time required to obtain that thickness, along with the residual
error of the statistical model based on the log data from the LPCVD Si3N4 furnace used. The
data is based on measurements of a new wafer centrally placed in the quartz boat during every
process. Thus the residual error marks the variability of the film thicknesses from deposition to
deposition. The issue with using processing logs is that the furnace might change behaviour over
time, meaning not all data is necessarily equally representative of what to expect from the furnace
when it is actually going to be used. Therefore, it is possible to input exactly how many of the
log entries to include, resulting in only that amount of the newest entries being analysed. Another
issue is the human factor, with users occasionally inputting bad data in the process log. This is
tested by iteratively analysing the residuals of the model, and discarding outlier values which do
not fit the distribution of outliers sufficiently well, before remodelling the remaining data. For the
furnace used, the residual error of the mode is ≈ 7 nm, which from experience is found to mirror
the expected outcome film thickness well.

To determine the variability across a full quartz boat of Si wafers, 15 Si wafers were placed in
the LPCVD Si3N4 furnace. After deposition, the film thicknesses were measured. 49 measurements
distributed across the wafer surface were taken on each wafer using a M2000XI-210 ellipsometer
(J.A. Woollam Co., Inc., Nebraska). An example spectrum can be seen in Figure 4.3(a). The
solid lines are the measured data, the dashed lines are the theoretical spectrum of a thin film and
the different colours are the data from different angles of incident. The ellipsometer determines
the thickness of the film by comparing the reflected light spectrum to the corresponding spectrum
based on a theoretical model, for a given thin film and angle of incidence. It then modifies the
thickness of the theoretical model, in search of a minimum in the mean square error (MSE) between
the measured spectrum and the theoretical spectrum. The determined film thickness is thus the
thickness of the model when the MSE reaches a minimum.

An example of a thickness wafer map based on 49 measurements can be seen in Figure 4.3(b).
The ellipsometer also provides a map of the MSE values. These values can be used to estimate the
correctness of the corresponding thickness estimate. The absolute MSE values will vary depending
on the thickness and type of film being measured. Therefore, it is not possible to set a general
MSE value as a threshold for outlier detection. However, if the film is perfectly uniform, it would
be expected that the MSE values would all be very similar. By assuming that the small variations
in MSE follow a normal distribution, outlier detection can be based on extreme MSE values. The
details of the outlier detection script can be seen in Appendix F.2. The measurement positions are
marked by dots in Figure 4.3(b). The red dots mark outlier measurements and have been discarded
in the image and analysis. The contours and gradients are determined from interpolation between
the valid thickness measurements.

Figure 4.4 shows how the LPCVD Si3N4 film thickness varies across a full quartz boat of silicon
wafers after a single batch process. Each box in the box-plot represents the individual wafers in the
quartz boat, and consists of the 49 thickness measurements of a wafer map similar to Figure 4.3(b),
thereby showing the intra-wafer variability. Similar characterisations of other furnaces can be seen
in Appendix F.3. The line in the middle of the box is the median value, and the lower and upper
edge of the boxes correspond to the 25th and 75th percentile of the data respectively, with outliers
marked as dots. Outliers are defined as measurements further than 1.5 times the inter quartile
range (ICR) away from the nearest box edge, where ICR being the distance between the 25th and
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Figure 4.3: The thickness measurements from the ellipsometer is based on a satisfying correlation between
the measured spectrum (solid lines) and the corresponding model (dashed lines) of a thin film as specified
in the text (a). The measurements can then be collected into a wafer map (b). The dots mark the
measurement positions. Blue dots mark used points, red dots mark outlier points. The underlying contours
are based on interpolations of the blue dots.
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Figure 4.4: Box-plot of the film thickness distribution across a furnace boat of Si3N4 films. The dots
mark outlier thickness values. The film thickness is 225.0 nm± 0.8 nm between the dashed lines.
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Figure 4.5: Stress distribution across a furnace boat of Si3N4 films. The dashed lines indicate the same
region of the wafer boat selected in Figure 4.4. The stress measured near the middle of the wafer within
that region is 1223 MPa± 4 MPa.
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the 75th percentile. The stress of the same wafers has been calculated from the wafer curvature,
through the Stoney equation, and is shown in Figure 4.5, in two separate data ranges, either
measured across the full wafer diameter, or measured only across the central part of the wafer,
spanning the region in which the devices to be tested are placed.

Using Equation (4.2), it is possible to determine the expected deflections of the four different
types of devices, and more importantly, the smallest expected difference between the devices. The
expected differential pressure across the plates for the four different bonding conditions were 1 bar
(Vacuum), 0.2 bar (Air), 0 bar (Argon) and 0.2 bar (Hand-bond), which means that the smallest
difference in differential pressure between any two devices would be 0.2 bar. Thus, for the devices
with a cavity radius of 32 µm, the smallest difference in deflection for the average values of plate
thickness and plate stress can be calculated using Equation (4.2) to be

∆w0,min = 17.5 nm.

The inter-wafer variability of the data in Figure 4.4 and Figure 4.5 can be used to estimate how
large the expected variations in deflection are. Assuming the sources of variation are independent
and random, the propagation of error in the centre plate deflections, δw0, can be estimated using
Equation (4.2) to calculate

δw0 =

√(
∂w0

∂h
δh

)2

+

(
∂w0

∂σ
δσ

)2

, (4.3)

where δh is the uncertainty in the plate thickness, and δσ is the uncertainty in the stress, and it
is assumed that h and σ are the only varying parameters [124].

This expression can also be used to see how much variation in plate thickness and stress will
be tolerable while still providing less than 17.5 nm of variation in the resulting plate deflection.
However, given that the plate deflection uncertainty stems from the contributions from both thick-
ness uncertainty and stress uncertainty, which are assumed independent, it is difficult to provide
reasonable limits for the combination of the parameters. However, the limiting scenarios can be
calculated, by observing how large the uncertainty of one of the parameters can be while the un-
certainty of the other is set to 0. The largest pressure difference will result in the largest deflections
and therefore also the largest uncertainty estimates. Thus, the plate deflection uncertainty esti-
mates are calculated for ∆p = 1 bar. Setting the resulting plate deflection uncertainty to 17.5 nm
and the stress uncertainty to 0 MPa, the tolerable plate thickness uncertainty will be 43.7 nm.
Similarly, setting the resulting plate deflection uncertainty to 17.5 nm and the plate thickness un-
certainty to 0 nm, the tolerable stress uncertainty will be 249 MPa. Combining the uncertainties
will of course mean that the actual tolerable uncertainties will be smaller. However, this provides
a sense of the tolerable scale of the uncertainties.

Referring to Figure 4.4 and Figure 4.5, it is clear that apart from the outermost quartz boat
positions, all thickness measurements and stress calculations are presumably within acceptable
limits. However, the three last wafers at each end of the boat shows significantly larger variation
than the central part of the boat. To minimize the variability, only the wafers in the slots between
the dashed lines were used for the experiment. This allows for two wafers to be fabricated with
each of the bonding conditions (in addition to a required single furnace processing test wafer).
Using the standard deviations of the measurements between the dashed lines in Figure 4.4 and
Figure 4.5 as estimates for the uncertainty, the actual expected uncertainty in the plate deflection
can be calculated. The average thickness between the dashed lines is 225.0 nm± 0.8 nm and the
average stress is 1223 MPa± 4 MPa. In both cases, the uncertainty is the standard deviation. For
the largest pressure difference (∆p = 1 bar), the uncertainty in plate deflection will be

δw0 = 0.4 nm. (4.4)

This difference from the processing uncertainties is much smaller than the expected difference
between devices. Consequently, the expected deflection differences due to different cavity pressures
should be distinguishable when choosing Si3N4 as the plate material.
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Figure 4.6: Process flow for the fabricated test devices.

4.2.3 Fabrication of test devices

An illustration of the process flow can be seen in Figure 4.6. A 405 nm± 0.5 nm SiO2 layer was
grown on a batch of both single side polished four inch silicon (100) wafers and double side pol-
ished four inch silicon (100) wafers in a dry thermal oxidation process at 1100 ◦C (a). The single
side polished wafers were used as substrates, in which the cavities were to be etched. The double
side polished wafers were used as support substrates for the plate layers. The plate wafers were
transferred directly to an LPCVD furnace for deposition of a 226 nm± 0.8 nm Si3N4 layer (b).
After the deposition, the plate wafers were transferred to an oxidation furnace for oxidation of
the Si3N4 layer, which has been shown to improve the bonding strength between SiO2 and Si3N4

[115]. The plate wafers were left inside the furnace until needed for bonding to minimize parti-
cle contamination. The circular cavities on the substrate wafers were defined in a lithographic
process with a radius of a = 32 µm. They were then etched in a wet BHF etch to define the
405 nm deep cavities (c). The substrate wafers were RCA cleaned to remove particles, directly
after which the substrate and plate wafers were fusion bonded together, under the four different
bonding conditions (d). A Süss SB6 wafer bonder (Garching, Germany) was used to bond the
non-hand-bond devices. The Vacuum devices were bonded at a pressure of 2× 10−4 mbar, the Air
devices were bonded without pumping down the chamber, and the Argon devices were bonded in
an argon atmosphere at a pressure of 1 bar. All of the devices bonded in the wafer bonder had a
600 mbar pressure applied on the wafer stack during the pre-bond. All bonds were made at room
temperature. After the pre-bond, all bonded structures were annealed at 1100 ◦C in 1 bar of N2

for 3 hours. The bonding interfaces were then characterized by infrared reflectance measurements
using the infrared photoluminescence system Accent RPM2000 Compound Semiconductor Photo-
luminescence System (Nanometrics, Massachusetts) to check for voids. The system maps a wafer
by emitting infrared light of a given wavelength. The light is then reflected on the sample, back
towards a photo-sensor, in which the reflected intensity is converted to an electrical signal. The
reflected intensity is then represented by the voltage generated by the sensor in millivolts. The
light is incident normal to the wafer surface, and based on complex analysis of light interaction at
interfaces, light will be reflected at each material interface, and the power reflectance will be given
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Figure 4.7: Infrared reflectance map of one of the device wafers bonded directly in hand. The red
rectangles are CMUT arrays. The arrows point toward interface voids. Most of the interface is void-free.

as

R =

(
n1 − n2

n1 + n2

)2

, (4.5)

where n1 and n2 are the refractive indices of the materials of the interface. Thus, the larger the
contrast in refractive index, the larger the reflectivity. The bonded interface is between silicon,
which has a refractive index of ∼ 3.45, and SiO2, which has a refractive index of ∼ 1.45. In the
case that air is present in the interface micro-cavities, the refractive index will be ∼ 1, which gives
a larger contrast to the silicon, and therefore a larger reflection. As a consequence, voids will be
clearly visible in a photoluminescence (PL)-map.

An infrared reflectance map for one of the hand-bonded wafers can be seen in Figure 4.7. A
few voids can be seen, marked by red arrows, but most of the interface has been properly bonded.
The pincushion distortion of the data, seen towards the centre of the wafer as well as horizontally
along some of the outer arrays, is expected to be an artefact of the scanning method, which consists
of scanning a laser on the surface, while rotating the wafer at a controlled angular velocity. The
handle layer of the top wafer was etched away using a sequential combination of dry etching and
wet KOH etching to release the nitride plates (e). Finally, a layer of gold was sputtered on top
of the wafer to increase the reflectivity of the surface for the subsequent analysis (f). The layer
thickness was not determined directly, but a similar process has previously shown a layer thickness
of approximately 10 nm. Being much thinner than the thickness of the nitride plate with built in
tensile stress, the gold layer is not expected to modify the plate deflection significantly.

The PL-map can provide an indication of the bond strength, in the sense that if the PL-map
does not appear uniform or with larger issues of voids, the bond-strength will likely not be high.
However, a better indication is step (e) in the process flow, the dry etching of the handle layer, since
this is a rough process. In the case of poorer bonds, the top wafer will often detach at the bond
interface early in the etching process. Thus, the fact that it was possible to etch the hand-bonded
wafers down using this method indicates a strong bond. Whether it is as strong as the devices
bonded in a wafer bonder is not clear, but it is strong enough for CMUT processing.

The wafer layout is illustrated in Figure 4.8. (a) shows the CMUT array layout, with all the
arrays in red, and contact pads in black. The zoom-in in (b) shows how each array consists of
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(a) (b) (c)

Figure 4.8: Overall device layout. (a) shows a top down view of the CMUT array (red) layout on the
wafer (blue). (b) shows how each array consists of multiple elements (red). (c) shows how each element
contains several CMUT cells (blue).

several elements, marked by red. Finally, the zoom-in in (c) shows how each element consists of
many circular CMUT cells, marked in blue. The colours of (a) and (b) have been chosen to match
the PL-map in Figure 4.7, and the colours of (c) are chosen to match Figure 4.9 and similar images.

4.3 Results

Deflection measurements

The plates on eight different CMUT arrays on each wafer were measured using the Sensofar PLu
Neox Optical Profiler (Sensorfar, Terrassa, Barcelona) to determine their deflections. An example
of such an optical height distribution is shown in Figure 4.9 for a Vacuum devices. The blue
regions are the deflecting plates. The corresponding histogram can be seen in Figure 4.10. These
histograms are very distinct, and can be used to determine a systematic estimate of the deflection
of each measurement. The highest probability density, Pmax, correlates with the area between the
cavities, the yellow region in Figure 4.9. This peak in the histogram can be used to offset the data
to align all measurements to the same reference point. For decreasing values (larger deflections)
the density initially decreases rapidly, reaching a local minimum, Plmin, between -40 nm and -80
nm in the case of Figure 4.10 before increasing again slightly and finally dropping to zero. This
non-monotonic behaviour means it is not possible to set a lower density threshold and use that to
find the maximum deflection value, as it could result in the deflection value corresponding to Plmin.
Also, choosing the lowest probability value increases the susceptibility to data outliers. By locating
the first bin in the histogram with a value larger than the tenth quantile of the density data, and
choosing the deflection corresponding to this as the deflection, it is possible to systematically
determine the deflection of the plates near P0, while avoiding the risks listed previously.

Figure 4.11 shows a comparison of the height distributions of the four different types of bond
conditions. All plates of the test structures deflect significantly and almost the same amount. The
deflection data can be seen in Figure 4.12. It should be noted that the magnitude of deflections
of all devices is large, regardless of the bonding conditions. This is a remarkable result, as the
Argon devices were not expected to deflect at all. However, it seems that there are two groups,
namely the devices bonded in the wafer bonder which all deflect ≈110 nm, and the hand-bonded
devices which all deflect ≈60 nm. The Air devices and Hand-bond devices are directly comparable
in terms of the pre-bond atmosphere, but the Air devices which were bonded in a wafer bonder
deflect significantly more. These measurements indicate that whether the devices were pre-bonded
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Figure 4.9: Optical profile of one of the Vacuum devices. The blue regions are deflecting plates.
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Figure 4.10: Histogram of the deflection data shown in Figure 4.9. The distinct behaviour, with points
of interest marked, allows for automatic detection of the maximum deflection. P0 marks the maximum
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Figure 4.11: Comparisons of typical optical profiles of the four different bond conditions. The lateral
dimensions are all in µm.

in a vacuum, in air, or in argon, is not critical for the final cavity pressure, and that the cavity
pressures end up being similar regardless, but whether the pre-bond is done in a wafer bonder
or in hand will have an effect. Although the deflection of the Hand-bond devices is lower than
that of the other devices, they still deflect more than the expected fifth of the Vacuum devices.
Finally, the magnitude of the intra-wafer variation on most of the devices as well as the inter-wafer
variation, does not correlate with the uncertainty estimate presented in Section 4.2.2, which must
mean that there is a source of variability not accounted for. However, it should not have an effect
on the Argon devices, since there should be no pressure difference across the plate according to
the hypothesis.

4.3.1 Hypothesis for bond interface diffusion

The expectations for the experiments presented in Section 4.2.1 were based on the cavities being
sealed during the pre-bond. However, if the bond-interfaces are not leak tight after the pre-bond,
a gas exchange between the cavities and the external environment can occur. During the bond-
anneal, the temperature is increased to 1100 ◦C in 1 bar of nitrogen. According to the ideal gas
law, the high temperature will increase the pressure inside of the cavities by a factor of about 4.5.
As illustrated in Figure 4.13, any pressure gradient will be able to drive gas diffusion between the
cavities and the external environment, potentially equilibrating the pressures. For the Vacuum
devices, the pressure inside the cavities is initially 0 bar, while the external pressure in the furnace
is 1 bar. Therefore, gas will diffuse into the cavities during annealing. For the Air, Argon and
Hand-bond devices, the pressure inside the cavities will initially be around 4 bar, and gas will
diffuse out of the cavities during the anneal.

Once the bond-anneal is finished, and the cavities are sealed, the cavity pressure will be reduced
by the same factor of about 4.5 when the temperature is returned to room temperature. This
explains the large deflection of the Argon devices, when the hypothesis of a sealed cavity predicts
no deflection at all. It also explains why most wafers deflect the same amount, due to the pressure
inside the cavities having been equilibrated to the same value.

Both the intra-wafer and inter-wafer deflection variations which are seen could potentially be
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Figure 4.12: Box-plot showing the deflection measurements of each of the devices. Each box consists of
measurements of eight different cavities distributed across a wafer.
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pinpout

pin > pout

Ar N2

Ar N2

(b) Sketch of gas diffusion out of the cavities when pin > pout

Figure 4.13: Sketches of gas diffusion during the annealing process, determined by the direction of the
pressure gradient between the cavities and the ambient environment. (a) represents the Vacuum devices,
where the pressure initially is larger outside of the cavities. (b) represents the Air, Argon and Hand-bond
devices, where the pressure initially is larger inside the cavities. Note that the deflecting plates are used
to illustrate the pressure variation. During the annealing process, the handle layer of the top wafer is still
attached, meaning practically no deflection will occur.
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Figure 4.14: Deflection measurement of a hand-bonded cavity device fabricated with a silicon top plate.

explained by the sealing of the cavities being obtained at different points in time for the different
cavities. If the gas diffusion has not managed to equilibrate the pressure, a sealing of the cavity
would result in an off-equilibrium static pressure in the cavities. This could suggest that the
pre-bond of the Hand-bond devices was stronger than that of the other devices.

Considering the experimental differences to Harendt et al. [117], these findings add new knowl-
edge of the actual processes happening at high temperature annealing. Harendt et al. found
water and oxygen content in the cavities based on low annealing temperatures, but none in those
annealed at higher temperatures. They attributed the lack of water and oxygen to oxidation of
exposed interface silicon at higher temperatures, however, the results presented here indicate that
the lack of water content should be explained by a high interface diffusion rate of gases between
the cavities and the furnace. At lower annealing temperatures, the diffusion rate will be lower as
well, and the results by Harendt et al. indicate that it in this case will be too low for a complete
exchange before the bonding interface is sealed.

4.3.2 Deflection test with a silicon plate

In order to test whether the out-diffusion of gas was a unique effect of using Si3N4 as the plate
material, another set of wafers were fabricated, using SOI wafers as the top plate. Apart from
the change of plate material and the metal being used as an etch mask, the process flow was the
same as described in Section 4.2.3. The thickness of the SOI device layer was 3 µm ± 0.5 µm, as
specified by the manufacturer. A height distribution of the surface after fabrication of a silicon
plate device which was hand-bonded can be seen in Figure 4.14. The grainy appearance is not
noise in the data, but roughness of the surface due to partial etching of the metal.

By using Equation (4.1), the centre deflection is expected to be w0 ≈ 6 nm when ∆p = 0.2 bar.
To obtain the deflection of w0 ≈ 30 nm seen in the figure, it would be required that ∆p ≈ 1 bar.
This is similar to the Si3N4 devices, and shows that it is plausible that the same out-diffusion is
obtained when bonding silicon to SiO2, as when bonding Si3N4 to SiO2.

4.3.3 Bond interface leak rate test

Deflection measurements do not reveal differences in leak rates of the bonding interfaces for the
four different types of devices. In particular, such measurements do not indicate whether there is a
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Table 4.1: Deflection measurements before and after 7 hours at 2 bar helium. The Before value has been
measured five months after the bonding process. The Vacuum2 wafer was broken in half.

Deflection
after five

months
[nm]

Deflection
after

helium
exposure

[nm]

Deflection
difference

[nm]

Vacuum1 -113.2 -115.3 -2.1
Vacuum2 -134.4 +10.1 144.5
Air1 -105.4 -107.3 -1.9
Air2 -102.4 -103.5 -1.1
Argon1 -129.4 -128.4 1.0
Hand-bond1 -42.4 -43.2 -0.8
Hand-bond2 -45.6 -48.6 -3.0

difference in leak rate between the devices bonded in a wafer bonder and those bonded directly in
hand. They only document a static situation in a very narrow period of time. A simple method for
investigating the leak rates is to measure the deflection after long periods of time. Table 4.1 shows a
collection of measurements conducted at different points in time. The first data column consists of
deflection measurements conducted five months after the device fabrication. Considering the large
variation in deflections observed for each device type in Figure 4.12, it is imperative that the exact
same cavities are compared. Unfortunately, the deflection measurements conducted directly after
fabrication were not logged with exact cell placement, leaving direct comparison to the deflections
immediately after processing impossible. However, the values after five months align well with
those presented in Figure 4.12, suggesting that the leak rate must be small. Another method of
assessing the leak rate would be by helium leak testing. Helium is commonly used for testing of
leak rates due to its small atomic size enabling faster propagation through porous structures, than
would be the case for e.g. the molecules of atmospheric air.

A simple pressure chamber was designed to contain a single 4” wafer. Details of the pressure
chamber can be seen in Appendix H.2. Each device was exposed to 2 bar of helium for 7 hours, and
the deflections were measured within 30 minutes. Table 4.1 also lists the comparative measurements
after the helium test, as well as the difference to the measurement before.

Positive differences in deflection means the cavity pressure has decreased, and that some amount
of helium has reached the device cavities, as would be the expectation. A number of interesting
points can be made from these measurements. Firstly, that most differences are small, suggesting a
low permeability of the bonding interface. Secondly, that the Vacuum2 device behaves significantly
different than the others. The measurements are highlighted in red font in the table. This particular
wafer had broken in half during the latter half of processing, certainly setting it apart from the
others, and likely influencing the bonding interface. However, the wafer had a large deflection after
five months, indicating very little leak rate at that point. Only the exposure to helium changed
the deflection significantly, demonstrating that a difference can actually be detected simply by
changing the gas to helium. In addition, cavities next to the one investigated deflected similarly
to the measurement conducted five months after bonding, showing that this is a very local effect,
simply due to the breakage. Thirdly, most values are negative, corresponding to fewer gas particles
being in the cavities after helium bombardment, which does not make physical sense. More likely,
small changes in the exact region which is investigated before and after helium testing, influence the
deflection estimate more than the leakage flow of helium. Thus, the listed differences in pressure
are indicators of the uncertainty of each individual measurement. As a consequence, it does not
make sense to calculate individual leak rates for the devices. However, by estimating that the true
change in deflection is no larger than the measurement uncertainty, estimated to be the largest
deflection difference in Table 4.1 namely 3 nm, it is possible to calculate an upper limit of the leak
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rate. The simplest estimate of the leak rate, will be calculated as

L =
d p

d t
V, (4.6)

where V is the cavity volume. Using Equation (4.2), a 3 nm deflection difference is found to
correspond to a 34 mbar pressure difference. Combining this with the geometrical parameters of
the cavity, namely a radius of a = 32 µm and a height of h = 405 nm, the upper estimate for the
leak rate is becomes

L ≤ 1.76× 10−15 mbar L
s . (4.7)

This order of magnitude agrees with the literature [125], albeit having been determined through a
different method.

4.4 Chapter summary

The presented results provide an overview of the resulting cavity pressure after fusion bonding.
The fabricated test structures consisting of etched SiO2 cavities, with Si3N4 plates fusion bonded
on top, enabled measurements of the deflection of the nitride plates as an indirect measure of the
cavity pressure. Four sets of bonding conditions were used, three in a wafer bonder in atmospheres
of vacuum, air and argon, and the last set was bonded directly in hand in atmospheric conditions.
Qualitative arguments and observations of the plate deflections over time and after helium testing
revealed a maximum leak rate of the fusion bonded structures of 1.76× 10−15 mbar L s−1. Com-
parison of the test devices revealed similar deflections for all devices. The same phenomenon was
observed for devices fabricated with silicon plates, showing that this is not an isolated feature of
using Si3N4 plates. This has lead to the conclusion, that the initial pre-bond of the wafers did not
provide a leak-tight bond-interface. Instead, gas is able to diffuse from and to the cavities during
the subsequent bond-anneal, until reaching an equilibrium pressure between the cavities and the
surrounding atmosphere, prior to the cavities being sealed. The cavities reaching an equilibrium
pressure explains why the different bonding conditions resulted in similar plate deflections, and
reveals that the bonding conditions do not influence the final cavity pressure, and even bonding in
vacuum does not ensure a vacuum cavity. Thus, whether the pre-bond is made in a wafer bonder
or directly in hand does not matter. Therefore, if you have no need for alignment bonding or
other advanced techniques, you might not need to acquire a wafer bonder. You can even achieve
a reduced cavity pressure without it.

The results also has merit even if you already have a wafer bonder. Hand-bonding allows you
to place the wafers to-be-bonded together at any point in time. If you have proper quality control
of your equipment, your wafers will likely never be cleaner than they were right after a cleaning
process. A cleaning process will likely be conducted under a HEPA filter, ensuring a very clean
flow of air. Directly after cleaning of the wafers, the pre-bond can be made by hand-bonding the
wafers. Subsequent to that, they will not be susceptible for further particle contamination of the
bonding interface. They can then be transferred to a wafer bonder for a systematic control of the
applied pressure to the wafer stack during the wafer bonder pre-bond. This would be possible for
both fusion bonding and anodic bonding, and is in fact the procedure which has been adapted and
is used today, based on the presented results.
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CHAPTER 5

Introduction to 3D printing of phantoms

In this chapter, a broad perspective of 3D printing is provided, before a more detailed description
of the used 3D printing method stereolithography (SLA) is given. Next, a description of the specific
printer that has been used and the printing solution is provided. The content is in part based on
Paper B, Paper G, and Paper I.

5.1 3D printing overview

3D printing has seen tremendous development during the last decade. 3D printing is also referred
to as additive manufacturing (AM) or solid freeform fabrication (SFF), and is a collective term for
a large number of manufacturing techniques capable of creating three-dimensional components in
a layer by layer fashion. The methods were originally developed for rapid prototyping, allowing
for testing many smaller variations of components, which might otherwise require a lot of work on
handmade moulds and casting [126]. 3D printing makes it possible to test many different smaller
iterations of a product in a very short time, allowing for much better optimisation of components.
Instead of hand-crafting the development models, a digital 3D model can be created in a computer
aided design (CAD) program, which can be directly interpreted by the printer software, and created
in the desired material. 3D printing is being applied increasingly more in production, where it
allows for fairly inexpensive customisation of the product to meet specific customer demands. In
the medical field, 3D printing makes it possible to create varying tissue replicas based directly on
CT images [127] or patient-specific models from CT or MRI images [128].

The first commercial 3D printing system was a stereolithography (SLA) printing system de-
veloped by 3D Systems in 1986 [128]. Since then, a lot of different methods have been invented.
These allow for printing various materials, such as metals, polymers, ceramics and concrete, for
very different applications and scales. Over time, the capabilities and robustness of the printer
systems have increased dramatically, while the cost of the printer systems has decreased drastically,
to the point that a 3D printer could almost be considered a household appliance today. The surge
in popularity is mirrored in the literature, as seen in Figure 5.1, showing the development in pub-
lications relating to 3D printing as the light grey bars. The reason for the drastic increase around
2013 is that a number of patents related to 3D printing processes expired [129]. That allowed
for the development of many new 3D printing techniques, which lead to an enormous increase in
activity in the research field.

Most people associate 3D printing with the extrusion based 3D printing technique. This is also
called fused deposition modelling (FDM). In this printing method, a filament of a thermoplastic
polymer, often polylactic acid (PLA) or acrylonitrile butadiene styrene (ABS), is used to print
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Fabrication Stage

DMD
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Glass Slide
Printed Structures

Resin
Transparent bottom

LED

Figure 5.2: Sketch of a stereolithograhy setup. Light from an LED illuminates a DMD, which reflects
the light in the desired pattern through the transparent printer vat bottom. The illuminated resin in the
vat will then start cross-linking. The initial layer of the printed structures is cross-linked to a glass slide
mounted on the movable fabrication stage.

the desired structure. The filaments is extruded at a nozzle which heats the thermoplastic to a
semi-liquid state, in which it can be extruded onto a platform, or previously printed structures, by
translation of the nozzle. Then the extruded structure will cool down and solidify. Such systems
often have a position accuracy of a few hundreds of micrometres. However, that is only one of
many different 3D printing methods. The 3D printing methods are typically separated in the
following main methods: fused deposition modelling (FDM), powder bed fusion with subgroups of
selective laser sintering (SLS) and selective laser melting (SLM), inkjet printing, stereolithography
(SLA), direct energy deposition (DED) with many subgroups, and laminated object manufacturing
(LOM), with each having their own benefits depending on the task at hand [129, 130].

SLA is the 3D printing method which has been utilised in this project. The black bars in
Figure 5.1 shows the number of publications on stereolithography per year. The remaining publi-
cations in 3D printing, shown as the light grey bars, stems from other 3D printing techniques.

5.1.1 Stereolithography (SLA)

Stereolithography (SLA), originally stereolithography apparatus, uses a liquid resin hardened to
the shape of the desired pattern through local illumination by a light source, in a layer by layer
process to produce the designed 3D object. Figure 5.2 illustrates the bottom-up SLA method.
Light from a light emitting diode (LED) illuminates a digital micromirror device (DMD), which
reflects the light in the desired pattern through the transparent bottom of a vat. The printer vat
contains the resin. The structures are printed on a glass slide which is mounted on the fabrication
stage. The fabrication stage is lowered into the liquid resin, until a short distance from the vat
bottom. The distance between the glass slide and the vat bottom limits the thickness of the
first printed layer. Upon illumination, the liquid resin will start cross-linking until reaching the
‘gel point’ at which the resin solidifies. The illumination system allows for local exposure of the
polymer to enable printing of hollow structures. After a layer has been exposed, the fabrication
stage is moved a specified distance away from the bottom of the vat, thereby defining the next
layer thickness. This is repeated until all layers of the object have been printed.

The design to be printed can be created in any 3D modelling software. However, the MATLAB
code controlling the 3D printer requires that the 3D model is sliced into separate layer files. This
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Slice 1

Slice 2

Slice 3

Figure 5.3: 3D model slicing sketch. The slicing software takes a 3D model, as the one on the left, and
decomposes it into slices, which are exported as .png files. The figures on the right are examples of slices
corresponding to the yellow planes.

can be done by the open source slicing software Slic3r (www.slic3r.org), which converts the model to
a set of portable network graphics (.png) files. In addition, an accompanying built list is generated,
coordinating the order and exposure time of each layer. Figure 5.3 shows the slicing concept, where
a 3D model, on the left, is sliced into separate .pngs, on the right, at each of the yellow planes.

Using a slicer is a very convenient way of obtaining a set of print files in most cases. However,
it does not allow for controlling the vertical placement of the slices. This means that the features
of the 3D model may end up being split into multiple layers, if they do not align precisely with the
slices. The same is valid if the size of the features to be printed do not match with the layer height
of the printer, for instance if you want to print a 30 µm tall feature with a 20 µm layer height. In
many cases it is not obvious what the results will be.

A way to mitigate that issue is to generate the .png files and the build list manually. This
provides full control of the individual slices. As structures become smaller, this level of control
will become increasingly more important. As the goal is to push towards the limit of the smallest
features attainable, control of the printing structures is of high importance. Therefore, MATLAB
scripts were made to create all slice .pngs and built lists manually.

SLA has many different applications, and the printer systems will often be very different de-
pending on the application. As is the case with medical imaging systems, there is a general inverse
correlation between printer field of view, and printer resolution. Systems capable of printing in
dimensions of more than half a metre are available, for instance at Protolabs (MN, USA), a com-
pany offering a 3D printing service, with SLA systems capable of printing as large as 736 mm ×
635 mm × 533 mm objects with a resolution of 0.254 mm, or 127 mm × 127 mm × 63.5 mm with
a resolution of 0.0508 mm. The SLA system used in this project is designed to achieve an even
higher resolution at the cost of a more limited field of view.

5.2 Custom built 3D printing system

The SLA printer built at DTU was originally developed for printing micro-containers for cell cul-
ture chips with nutrient diffusion open 3D micro-channels for vascular networks [131, 132]. This
would provide a 3D in vitro alternative to animal models which would capture both the structural
and dynamic complexity of the in vivo counterpart, while being less expensive, time-consuming and
controversial [133, 134]. The field is called “organs-on-chips”, where microfluidics are integrated
with cell culturing [135, 136, 137, 138]. The goal is to be able to culture cells in an environment
which is sufficiently similar to the in vivo counterpart. For this application, nutrients are trans-
ported to the cells via vascular-like channel systems, which is distributed in all three dimensions.
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Within that field, the smallest features printed in a hydrogel so far is 18 µm × 20 µm [139], however
perfusability of those structures were not presented.

Although the intended use and optimisation of the printer was for a completely different field
of research, the resulting hydrogel properties proved to be suitable for ultrasound experimentation
as well, due to the acoustic properties being very similar to many types of tissue.

5.2.1 The 3D printer

As previously described, the SLA printer projects a full image of the current layer of the 3D model
at a time. A 365 nm LED light source was used, emitting light at an intensity of 20 mW/cm2

measured at the printing position. The light is expanded and focused through a series of optical
components. Each layer image is a one-to-one projection of a digital image generated on a DMD
(DLP9500UV, Texas Instruments, TX; part of a V-9501 UV SuperSpeed Digital Light Processing
module, Vialux) with a centre-to-centre pixel spacing of 10.8 µm in both lateral dimensions. Thus,
there will inherently be a physical mapping of the targeted phantom design layers onto a square grid
of 10.8 µm spacing. The DMD consists of 1920 by 1080 micro-mirrors, resulting in a printer field of
view of 20.736 mm by 11.664 mm. The layer images of the phantom shapes were created to match
the DMD pixel pitch using a MATLAB (MathWorks, MA) script with a layer thickness of 20 µm.
The phantoms were printed on 22 × 22 × 0.40 mm3 cover glasses (MEN-ZDA022022A4E0, Men-
zel Gläser, DE) pretreated with (3-glycidyloxypropyl)trimethoxysilane (440167, Sigma-Aldrich) to
enhance the adhesion to the printed poly(ethylene glycol) diacrylate (PEGDA). The illumination
system homogeneity has been tested by illuminating a charge coupled device (CCD) to determine
the light intensities across the printer FOV. The intensity map showed a not perfectly centred,
radially decaying intensity. The map was then used to correct the system, by modifying the illu-
mination time on an individual micro-mirrors basis, to match the resulting doses across the printer
FOV.

The resulting printed structures are not in equilibrium with water directly after printing, but
will swell slightly when subsequently transferred to water. Previous work showed that after four
hours, the printed structure reaches its equilibrium swelling [131]. It is important to note that the
part of the print which is fixated on the cover glass is not free to swell. This will initially induce
stress in the print, and bending of the phantom, as the phantom layers will be gradually more
free to swell the further they are away from the cover glass. It is important to remove the print
from the cover glass post printing, as the stress induced bending might be frozen into the printed
structure if the print remains on the cover glass for too long. This can be seen in Appendix J.3.1.

5.2.2 Resin composition

The printing resin consists of three parts: an aqueous pre-polymer solution, a photo-initiator, and
a photo-absorber. The pre-polymer will polymerise to form a solid when locally initiated by the
light activated photo-initiator. The choice of pre-polymer, photo-initiator, and photo-absorber,
along with their respective concentrations is an optimization problem which is in part dictated
by the choice of printer components, as well as the requirements for the printed structures. This
optimization was conducted previously in [131], with the purpose of printing cell culture chips.

The pre-polymer of the resin is poly(ethylene glycol) diacrylate (PEGDA). The chemical struc-
ture of the monomer is sketched on the left in Figure 5.4(a), in which the central back bone is a
OC2H4 region repeating n times, and an acrylate group at both ends. PEGDA can be acquired in
different molecular weights (MWs). The one used during this project has a MW of 700 g/mol, a
density of 1.12 g/ml, and a melting point between 12°C and 17°C, with the range of temperatures
likely being a consequence of PEGDA having a distribution of MWs, in this case with an aver-
age of 700 g/mol. Based on the constituent atomic weights, it can be calculated that on average
n = 13, making the actual chemical five times longer on average when the backbone is stretched
out, compared to the illustrated structure with n = 1. However, all the single-bonded carbon (C)
atoms are sp3 hybridized, meaning there is free rotation about the C-C bond, as there is about the
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Figure 5.4: Sketch of the chemical structure of the lithium phenyl-2,4,6-trimethylbenzoylphosphinate
photo-initiator molecule (b) and the quinoline yellow photo-absorber (c).

C-O bonds. As a consequence it is entropically favourable for the monomer to curl up in a more
spherical structure.

The photo-initiator used is lithium phenyl-2,4,6-trimethylbenzoylphosphinate (LAP). The chem-
ical structure is sketched in Figure 5.4(b). When activated by light at a suitable wavelength, the
molecule splits to create two molecules, each with a free radical, seen as the black dots to the
right in Figure 5.4(b). The reactivity of the two free radicals is different, with the phosphinate-
containing group being more reactive. The initiator is then able to bind to either of the acrylate
groups, by breaking the double bond at the end. The initiator will bind to the outermost C atom
of the acrylate group, breaking the double bond at the end of the PEGDA molecule. In doing
so, the other C of the double bond becomes a new free radical. The initiator always binds to the
outermost C atom as the other carbon atom forms a more stable free radical due to more carbon
substituents. The new free radical is seen as the black dots in the polymer network to the right
in Figure 5.4(a). This free radical can then break the double bond of another acrylate group in
the solution, essentially starting a chain reaction. This will continue until terminated by another
radical binding to the free radical of the acrylate group, thereby stopping the chain reaction. The
terminating radical may either be located on an activated photo-initiator molecule or on another
growing polymer chain. For the polymerisation to be characterised as a polymer network, it will
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Figure 5.5: Light intensity against depth for two (arbitrary) different attenuation coefficients. d1 and d2
mark the depths, at which the light dose (intensity times exposure duration) has decreased to the threshold
of resin solidification, marked by the grey horizontal dotted line.

require that the monomers can be cross-linked in at least three sites each; any less, and it would
simply be a single polymer string. In the case of the PEGDA network, each monomer contains
two double bonds which can each result in cross-linking to two other monomers, for a total of four
cross-linking sites per monomer.

The PEG groups, marked by the parentheses in Figure 5.4(a) are hydrophilic groups, which
attract and bind water. As the printing resin is aqueous, water is present during the printing
process and will be bound in the structure immediately, making the printed structure a hydrogel.
The prints will contain ≈75 wt% water thereby making it resemble many types of tissue in terms
of the water content [140].

The photo-absorber used is quinoline yellow (QY). The chemical structure is sketched in Fig-
ure 5.4(c), where it can be seen that it contains one or two sulfonate groups, which might be at
different positions of the main C molecule skeleton. To understand the reasoning for using it, one
needs to understand that light in a medium is attenuated according to Lambert-Beers law

I = I0 e
−µ d, (5.1)

where I0 is the initial intensity, µ is the attenuation coefficient, and d is the depth at which the
intensity, I, is measured. Figure 5.5 shows two examples of the exponential decay of the light
intensity in two different media with different µ. The pre-polymer reaction initiated by the photo-
initiator will need a certain dose (intensity times the exposure duration) of light to solidify (reach
its gel point). Thus, illumination of the polymer will only cross-link the polymer until a certain
depth. In Figure 5.5 this is marked by d1 and d2 for the two curves corresponding to different
levels of attenuation. While the interlayer movement of the stage sets a lower limit on the vertical
resolution, the light dose may be sufficiently large to induce further solidification in previously
exposed layers, as illustrated in Figure 5.6(a).

The aqueous solution of pre-polymer and photo-initiator has little attenuation, so light will
propagate far into the resin before being absorbed. Addition of a highly absorbent photo-absorber
allows to limit the propagation depth, thereby setting the depth resolution. A light absorber will
modify µ of the solution according to

µ = ε c, (5.2)

where ε is the extinction coefficient, and c the concentration of the photo-absorber. Thus, µ can
be modified by the type and concentration of the added photo-absorber from a slowly attenuating
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Figure 5.6: Sketches of the cross-linking depth for different levels of attenuation. The yellow squares are
previously exposed voxels, and the grey squares are the voxels which are to be exposed in the new layer.
The dashed lines mark the depth of the threshold dose. (a) has too little attenuation, and previous layers
are re-exposed. (b) has too much attenuation, and the newly exposed layer is unable to cross-link with
the structures in the previous layer. (c) has sufficient attenuation, with only a minimum overlap in the
exposed region to the previous cross-linked structures.

medium such as water, exemplified by the solid curve and d1 in Figure 5.5, to a higher attenuating
medium exemplified by the dashed curve and d2. If µ becomes too large, the polymer will not
cross-link sufficiently deep to chemically bond to the overlaying structures in the previous layer,
as illustrated in Figure 5.6(b). Thus, the choice of photo-absorber and concentration must be
matched to get a slight overlap between the newly exposed regions, and the previously printed
structures, as shown in Figure 5.6(c).

The optimized concentrations of each component were established in previous work [131]: ≈200
mg/ml, or ≈20% (w/v) of PEGDA, 5 mg/ml, or 0.5% (w/v) of LAP, and 12 mg/ml, or 1.2% (w/v)
of QY, all dissolved in water. The photo-initiator LAP is chosen for its water solubility and its
absorption spectrum which matches the light source used. The photo-absorber QY is also chosen for
its water solubility in addition to its high extinction coefficient at the wavelength used. Absorption
spectra for both can be seen in [131]. These concentrations have been optimized for using a layer
exposure time of three seconds which is sufficient to facilitate cross-linking of the pre-polymers in
the resin to previously printed layers. At this layer exposure time, the overlap between printed
layers is approximately 10 µm. However, the printed structures are not completely saturated in
terms of cross-linking at this layer exposure time, and a change in the exposure will modify the
amount of cross binding.

The resulting printed structures have a Young’s modulus of ≈1 MPa. This is low compared to
prints in PLA and ABS through FDM, which both have a Young’s moduli on the order of hundreds
of MPa [141, 142], and the hydrogel phantoms are therefore in this context considered consisting
of soft materials.

The structure of the printed polymer network is fairly open. This is a utilized property given
the intended use of the network as a diffusion open structure, capable of delivering nutrients to
cells. This is also visible to the naked eye over time after printing. Right after the print is finished,
the hydrogel contains a significant amount of QY, making the print yellow as seen in Figure 5.7(a).
The water is clear because it has just been exchanged. The sample is 2 mm thick. After 30
minutes, a significant amount of QY has diffused out through the hydrogel polymer network into
the surrounding water, making the water yellow as seen in Figure 5.7(b). After having exchanged
the water a few times over a few days, the QY has effectively been washed out of the hydrogel
sample, as seen in Figure 5.7(c). Although not visible, the extra PEGDA monomers left inside
the print, for instance in a printed cavity, are expected to diffuse out in a similar manner. As
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(a) Hydrogel in clean water (b) Hydrogel in water after 30 min-
utes

(c) Hydrogel in clean water after a
few days

Figure 5.7: QY diffuses out through the hydrogel network over time. (a) shows how the yellow QY
is initially trapped in the hydrogel sample right after the print. The water is clear because it has just
been exchanged. (b) shows the same hydrogel 30 minutes later. A significant amount of QY has diffused
out of the hydrogel sample into the water. (c) shows the same hydrogel sample after the water has been
exchanged multiple times over a couple of days. Most of the QY is now gone.

a consequence of the folding nature of organic molecules into spherical structures, the radius of
a molecule can generally be assumed to scale with the cube root of the molecular weight of the
molecule, corresponding weight being proportional to volume which in turn scales with the radius
cubed [143]. The molecular weight of QY is between 352 g/mol and 432 g/mol, depending on
whether it has one or two sulfonate groups attached. So the size difference between the PEGDA
monomer and QY will not be large. In fact, the radius of the PEGDA molecule will only be a
factor of 1.26 or 1.17 larger than the QY molecules with one and two sulfonate groups respectively.

The printed structures need to be stored in water. If left in air, the water in the hydrogel will
start evaporating. Due to the bottom-up method of printing, the printed layers will gradually be
pulled out of the printer resin as more layers are added. For very tall prints, the samples will
eventually dry out during printing, as the printed layers which are exposed to air will dehydrate.
The consequence might be bending of the prints, resulting in misalignment of the subsequent layers.
This effectively sets a limit as to how tall prints can be made. The limit depends on the used layer
exposure time, since a larger exposure time will result in a longer total print time. The prints made
in this project are both significantly larger than the typical prints being made with the printer,
with some of the prints also having significantly larger doses. The majority of the prints during
this project were 11.66 mm tall with a three second layer exposure time utilizing the full print
area, and printed consistently without failure. Other lateral geometries printed just as tall with
small openings between print regions have been made with interlayer exposure times as high as 23
seconds. For the largest exposure, the prints would occasionally start failing.

5.3 Chapter summary

In this chapter, the stereolithography 3D printing technique has been presented, along with the
printer components, and the optimised resin formula. The printed structures are hydrogels with a
water content of ≈75 %, which is desirable for ultrasound imaging, since that water content matches
that of many different tissues in the human body. It was also demonstrated how the hydrogel
structures are diffusion open to water, and even remaining unpolymerised resin components, which
means that the unpolymerised remains left inside printed cavities, will be washed out by water
over time. It has been shown in this project that prints can systematically be printed 11.66 mm
tall. This is not the limit, but suitable for use in SRUS.

In the chapters to follow, the PEGDA based hydrogel is characterised specifically focusing
on properties relevant for ultrasound experimentation, before some examples of optimisation and
general uses of the hydrogel phantoms are presented. In addition, a number of other observed
features and issues with the hydrogel printing are presented in Appendix J.3.
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CHAPTER 6

Hydrogel material characterisation

This chapter describes the material properties of the printed PEGDA hydrogels. With the goal being
to mimic vascular structures in terms of scale and complexity to develop ultrasound techniques with
a supposed resolution of only a few micrometers, it would be critical to know and compensate for
any systematic geometrical deviations in the printed structures relative to the designed structures.
Furthermore, it is important to have an understanding of the acoustic properties when using the
phantoms for ultrasound experimentation. This chapter is in part based on Paper B, Paper G, and
Paper I.

6.1 Hydrogel structural properties

Whenever a new phantom type or fabrication method is introduced, it is important that it is
characterised in detail in terms of the relevant parameters. For SRUS where the purpose is to
mimic vascular structures much smaller than the resolution of conventional ultrasound techniques
the precision and accuracy are arguably some of the most important parameters. Given the
intended use for the SLA printer, the resin component and printer optimization had focused on the
bio-compatibility and network porosity of the hydrogel, as well as the the obtainable resolution of
features. Typical sizes of the cell culture models are close to 5 mm, which means that accuracy and
precision across the entire printer field of view had not previously been investigated. Conversely,
conventional ultrasound phantoms are typically several centimetres in all dimensions, so the printed
phantoms would in general employ the full printer field of view, obtaining lateral dimensions of
≈21 × 12 mm2.

In addition to the printer precision and accuracy, the acoustic parameters of the materials used
are always very important when working with ultrasound phantoms. The early experiments we
did showed us empirically that it is possible to manipulate the acoustic impedance of the printed
hydrogel material. Figure 6.1 shows a B-mode image of three scatterers of different sizes, printed
using different parameters. The two white arrows point to cavity markers, which simply consists
of a region of unexposed, unpolymerised voxels. The red arrow points to a solid marker. The solid
marker was created by providing additional layer exposure time to an already exposed hydrogel
region, in this case an additional 20 seconds. The left and right markers were designed to be
240 × 240 × 240 µm3, and the central marker was designed to be 400 × 400 × 400 µm3. As
presented in Section 5.2.2 the unpolymerised resin in the printed cavities will be washed out over
time and replaced by water since the hydrogel is diffusion open to water and PEGDA monomers
and QY. The phantom was imaged at 15 MHz using a BK Medical ”Hockey Stick” X18L5s probe
and a BK 5000 experimental scanner. The high frequency leads to high resolution of the B-mode
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Figure 6.1: B-mode image of scatterers created with different methods of different sizes. The two white
arrows point to cavity markers. The red arrow points to a solid marker.

image, which results in each scatterer being represented by two reflections, one at the top of the
scatterer, and one at the bottom. This will be discussed further in Chapter 7. The solid marker
is separable from the background, although with a 28 dB lower intensity compared to the hollow
markers.

For the majority of phantoms printed including the one imaged in Figure 6.1, the interlayer
exposure in the bulk of the phantom was set to the default optimised exposure of three seconds,
in the following referred to as the base exposure. Thus the material properties should be constant
across most of a phantom. While the three second exposure time is sufficient to facilitate cross-
linking of the pre-polymers in the resin to previously printed layers, the printed structures are not
completely saturated in terms of cross-linking at this exposure time, and a change in the dose will
modify the amount of cross-linking. The solid marker in Figure 6.1 shows that the additional dose
leads to a change in acoustic impedance. Therefore it would be interesting to test the effect of
changing the dose, if any, on the acoustic impedance. However, the effect on structural properties,
such as the printer precision and accuracy might also be affect by changing the dose.

6.2 Hydrogel swelling

The hydrogel material was known to swell post-printing, but the exact amount of swelling was
unknown and might depend on the exposure dose.

6.2.1 Swelling uniformity

First of all, it is important to know whether the swelling is isotropic, or whether it is different
along the different print-axes. This could potentially be an effect of the anisotropic voxel.

Experimental procedure

The phantom swelling was originally investigated during development of SRUS calibration phan-
toms. The use of these phantoms are presented in Chapter 7. The foundation for the work presented
there is a phantom containing eight randomly placed scatterers. The designed outer dimensions of
the phantom is 20.736 × 11.664 × 11.660 mm3 with each scatterer being 205 × 205 × 200 µm3.
The designed layout is shown in Figure 6.2, in which the blue points represents the randomly
placed scatterers. Separate droplines lead from the points out along the y-axis and along the
z-axis respectively, and are included to aid the 3D perception of the scatterer placements. The



6.2. HYDROGEL SWELLING 73

0

-10

10

x [mm]
5

0

-5

y [mm]

10

5

0

z
[m

m
]

Figure 6.2: The designed layout of the scatterers within the ∼ 20.7 × 11.7 × 11.7 mm3 phantom. The
blue points are the randomly placed scatterers. The droplines are included to aid the 3D perception of the
scatterer placement. The red points mark the scatterer positions collapsed into the x-y-plane near the top
surface, and the turquoise points mark the scatterer positions collapsed into the x-z-plane near the side
surface.

droplines end up 1 mm from the respective surfaces in the collapsed x-y-plane version (red) and
the collapsed x-z-plane version (turquoise) of the scatterers.

The accuracy of the phantom fabrication method should be verified by another characterisation
method before being used to calibrate ultrasound techniques. Although the printer specifications
have been presented, they only specify the lower limit of the attainable feature sizes and accuracies.
Furthermore, the phantom expansion due to post-printing swelling needs to be determined to
compensate the designed feature sizes before using the phantom as a calibration tool. Optical
characterisation using an optical microscope can be used to locate phantom features with high
precision. Unfortunately, the printed hydrogel scatters light, rendering it impossible to use the
phantom containing the eight randomly placed scatterers, since these are placed too far inside
the phantom. Instead, the same coordinates were used to make two new phantoms, in which the
coordinates were collapsed either into the x-y-plane and placed near the top of the phantom, as seen
as the red points in Figure 6.2 and in the overviews in Figure 6.3, or into the x-z-plane and placed
near the side of the phantom, as seen as the turquoise points in Figure 6.2 and in the overviews
in Figure 6.4. The scatterers were placed 1 mm from the surfaces in both cases. By placing them
near the surfaces, the light scattering is minimised and the scatterers become clearly visible in the
optical microscope. Each scatterer was physically moved into a defined centre point in the optical
field of view using an X-Y microscope stage with integrated linear encoders for accurate readout
of the actual position. This procedure circumvents possible measurement errors due to distortions
in the optical components. The measurements were performed using a Zeiss LSM 700 upright
microscope with a Zeiss 130x85 PIEZO stage having a positioning reproducibility of ±0.6 µm.
The positioning accuracy of the procedure was assessed by repeatedly locating the same scatterer.
The position was found with a standard deviation of 1.3 µm along both the x-axis and the y-axis
(n = 50).

To estimate the swelling, the design distances of the phantom model can be correlated to
the optically measured distances. The analysis procedure is sketched in Figure 6.5. The distance
between all scatterers can be determined from the individual scatterer positions, and the correlation
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Figure 6.3: Scatterer phantom 1 for validation in optical microscope. The scatterer positions in this
phantom is based on the the blue scatterers in Figure 6.2 being collapsed into the x-y-plane 1 mm from
the top surface of the phantom.
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Figure 6.4: Scatterer phantom 1 for validation in optical microscope. The scatterer positions in this
phantom is based on the the blue scatterers in Figure 6.2 being collapsed into the x-z-plane 1 mm from
the side surface of the phantom.
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Figure 6.5: Sketch of the procedure to determine the accuracy of the printed phantoms. The black
squares represent printed scatterers. The distances between scatterers are determined, and a correlation
between the measured distances and the designed distances is made. The slope of the correlation will be
the expansion factor post-printing.

Table 6.1: Summary of the variables and their data types used in the optical correlation analysis.

Predictors Sample values Variable type Description

Optical distance [mm] 4.041, 1.950,..., 8.189 Numerical values
The response variable,
measured by optical microscope

Design distance [mm] 3.973, 1.927,..., 8.087 Numerical values
The designed distance between
points Fixed factor

Plane XY, XZ Fixed factor The cross-plane investigated

Phantom 1, 2, 3, 4 Random factor The phantom group

should be linear. The slope of the correlation is the factor by which the printed structure has
expanded relative to the design. If the printed structures are a perfect replication of the design,
the correlation will be a linear relationship with a slope of 1.

Results

Two replicates of each of the two projected-scatterer phantoms for optical validation were made
using the base exposure. Each scatterer was located using the optical microscope and the trans-
lation stage coordinates of each scatterer was determined. Subsequently, the scatterer coordinates
were used to determine the distance between the scatterers. The correlation between the optically
measured distances and the designed distances can be seen in Figure 6.6. In addition to analysing
the direct correlation between measured distances and design distances, it was also investigated
whether there was any difference between the two sets of cross-planes (x-y and x-z), which could
potentially be explained by the anisotropic voxels. The different phantoms were also modelled as
a random factor, to test and compensate for print-to-print variability. The combination of fixed
and random factors makes the fitted model a linear mixed effects model. Such a model can be
analysed using the lmerTest package [144] in R [145]. A summary of the data types and the factors
included in the analysis can be seen in Table 6.1. The initial mixed effects model is given as

Yi = µ+ α(Planei) + (β1 + β2(Planei))xdesign,i

+ c(Phantomi) + εi, (6.1)

where Yi is the optically measured distances, µ is the overall intercept, α(Planei) is an intercept
addition due to the Plane factor, β1 is the average slope of the model, β2(Planei) is a plane
dependent correction to the slope, c(Phantomi) ∼ N(0, σ2

Phantom) is a random offset from phantom
to phantom, and εi ∼ N(0, σ2) is the residual error, with N(µ, σ2) being a normal distribution
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Figure 6.6: Correlation between the distance between the designed scatterer positions and the distances
measured using an optical microscope. The black line is the final reduced model seen in Eq. (6.2).

Table 6.2: Model parameter estimates of the final reduced model including confidence intervals of corre-
lation between optical measurements and design distances.

Predictors Estimate 2.5% 97.5% p-value

Fixed effects

Intercept [mm] 0.023 0.005 0.042 0.0136
β1 (slope) 1.026 1.022 1.030 <0.0001

Residual error

σ [µm] 36.6

with mean µ and standard deviation σ, all for the ith response. All c(Phantomi)’s and εi’s are
independent.

The model reduction was conducted by removing only a single term at a time, based on a 5%
level of significance. Neither the random effect of the individual phantoms (c(Phantomi)), nor the
Plane dependent intercept addition (α(Planei)), nor the Plane dependent slope (β2(Planei)) were
significant at 5%. Thereby the model reduction converged at the final model

Yi = µ+ β1 · xdesign,i + εi. (6.2)

The model coefficients and confidence intervals of the reduced model can be seen in Table 6.2.
The analysis shows that the phantom swelling is isotropic, since there was no effect of the Plane

factor. There was no significant difference between the four test phantoms, indicating good print
repeatability. The parameter estimate of β1 indicates that the phantom expands by approximately
2.6% along all dimensions. The residual standard error of the model is 36.6 µm. Model diagnostics
showed that the residuals appeared to be normally distributed. Thereby, the model is a good
describer for the phantom expansion. The overall good correlation of all points to the straight
line indicate that the expansion is uniform and isotropic in the investigated region of the print
area. The analysis showed a significant intercept of 23 µm, which was unexpected. Given that the
intercept lies outside of the data range of interest, it has not been analysed any further. It is worth
noting that the confidence interval for the intercept varies from less than a single voxel width, to
four voxel widths.
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Figure 6.7: Sketch of the test sample geometries. The geometry shown in (a) was used for testing the
hydrogel swelling, density, cross-linking density, and the speed of sound. The geometry in (b) was used
for testing the acoustic attenuation. The arrows indicate the intended direction of sound, relative to the
sample geometries.

6.2.2 Swelling at different printing doses

Experimental procedure

In the following, it is assumed that the swelling is isotropic regardless of the dose. To test whether
the expansion changed with dose, a number of samples were made with interlayer exposure times
from 2 seconds to 23 seconds, which spans the full range of exposure times that have been used
throughout this project. It should be noted that this range of exposure times far exceeds the
interlayer exposure times that had previously been used for cell culture chips, which was typically
only in the range of 2 seconds to 8 seconds. Initially, the sample geometry in Figure 6.7(a) was
used, primarily to increase the number of test samples per print. The arrow shows the intended
sound propagation direction. The samples were all designed to be 5 mm wide. With the 2.6%
expansion for a 3 second interlayer exposure, the sample width would be expected to become
5.13 mm. Each sample was then mounted in a custom 3D printed hydrogel holder allowing it to
be submerged in water during optical measurement. The 3D printed holder design can be seen in
Appendix H.3. The final dimensions of the print were then determined using the same Zeiss LSM
700 upright microscope with a Zeiss 130x85 PIEZO stage as for the optical characterisation of the
scatterer phantom. This time, each edge of the phantom was moved into a defined centre point in
the optical field of view using the X-Y stage, and the position was read out.

Results

A total of 25 hydrogel samples were 3D printed, using twelve different doses, spanning the layer
exposure time range of 2 seconds to 23 seconds. In addition to the exposure time range specified,
an interlayer exposure time of one second was also used, however, this was not sufficient to facilitate
interlayer cross-binding, rendering it impossible to make one-second-samples for testing. An image
of a 3 second layer exposure time sample can be seen in Figure 6.8(a). Two or three samples were
made using each dose. The resulting measured sample thicknesses and corresponding swelling
percentages are presented in Figure 6.9. The dashed lines in the figure represents the measured
swelling based on the data from Figure 6.6 in the previous section. The data shows that the
swelling is not constant with dose, and increases beyond 6% in the layer exposure time range from
9 seconds to 17 seconds, before decreasing again for higher exposure times. The data from the
previous section aligns well with these data points.



6.2. HYDROGEL SWELLING 79

(a) 3 second exposure time sample - 20% PEGDA (b) 3 second exposure time sample - 100% PEGDA

Figure 6.8: Images of test samples. (a) is a 20% PEGDA sample and (b) is a 100% PEGDA sample.
The difference in colour stems from different types of absorber used. Note that the surfaces on the sides
appear more rough than those on the top.
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Figure 6.9: Measured thickness and swelling percentage of hydrogel samples designed to be 5000 µm
against interlayer exposure time. The dashed lines represent the used dose and determined swelling from
Section 6.2.1.
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6.3 Hydrogel density

Experimental procedure

The amount of cross-linking might have an effect on the density of the material. The density was
determined using the Archimedes principle, which states that

ρsample =
wsample,dry

wsample,dry − wsample,submerged
ρfluid, (6.3)

where ρsample is the density of the sample, wsample,dry is the weight of the sample when measured
in air, wsample,submerged is the apparent weight of the sample when submerged in a liquid, and ρfluid

is the density of the fluid which the sample was submerged into. The same hydrogel samples which
were used to determine the swelling at different doses can be used to determine the density.

A Mettler Toledo XS105 DualRange scale (Mettler Toledo, Columbus, OH, USA) equipped
with a ML-DNY-43 density kit (Mettler Toledo, Columbus, OH, USA) was used to determine
wsample,dry and wsample,submerged. The scale has a built in function to determine the density of a
sample using the Archimedes principle. Unfortunately, when the hydrogel samples are exposed
to air, the water in the sample will slowly start to evaporate. The rate of evaporation was high
enough that the scale was not consistently able to stabilise due to the loss in weight, rendering it
impossible to use the built in program. Instead, it was simply used as a regular scale, since there
was a clear difference in the rate of evaporation, to the initial stabilisation of the scale when the
sample was placed on the scale. Thereby, it was possible to manually read of the weights, both for
the dry weights and the submerged apparent weights.

Aside from the 25 samples used previously, a different print solution was made, which would
allow for direct printing of a 100% PEGDA structure, to be able to determine the PEGDA content
in the hydrogels which were printed from the 20% printed PEGDA resin. The samples were printed
using the same design as the 25 samples, shown in Figure 6.7(a). Since neither the photo-initiator
LAP nor the photo-absorber QY are soluble directly in PEGDA, the photo-initiator Irgacure 819
at 4 mg/mL and the photo-absorber Avobenzone at 1 mg/mL were used instead. An image
of the printed structure can be seen in Figure 6.8(b). Due to the different absorber, the print
is completely clear. This combination of absorber and initiator is more reactive than the 20%
PEGDA resin, revealing some printer system artefacts, namely the “Ghost image”, which is an
additional systematic offset of the printed pattern with a very low dose. This is also seen to a
small degree for the sample in Figure 6.8(b), in which there is no longer any separation between
the two parts in the middle of the sample. A more severe case can be seen in Appendix J.3.2.
The effect is simply that more of the PEGDA was polymerised than the 3D model design had
dictated. If the density of the 100% samples vary with dose, the samples affected by the “ghost
image” effect might be poor representatives of a true printed 100% PEGDA density. Comparison
of the densities of severe “ghost image” samples and less severe “ghost image” samples will reveal
whether the densities are affected.

Results

The same 25 hydrogel samples were used to determine the density of the hydrogel with different
doses. The calculated densities can be seen in Figure 6.10. For low doses the density appears to
increase slightly before decreasing again for medium to high doses. The overall average density is
1.045 g/ml, marked as the dashed line.

Three 100% PEGDA samples were printed. The sample shown in Appendix J.3.2 was severely
affected by the “ghost image” effect, while the other two samples only were slightly affected. The
average density and standard deviation was (1.186 ± 0.001) g/ml. The small standard deviation
indicates that the density of the 100% samples was unaffected by the “ghost image” effect. The
right y-axis in Figure 6.10 shows the percentage of PEGDA in the printed hydrogel samples, from
comparison of the densities to that of the average 100% printed PEGDA sample. The results show
that the printed structures have a slightly larger PEGDA content than the liquid resin, which was a
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Figure 6.10: Calculated density against interlayer exposure time. The right axis shows the (w/v) percent-
age of PEGDA in the printed hydrogel samples, determined from comparison to a 100% printed PEGDA
sample. The dashed line marks the average density.

20% (w/v) PEGDA solution. Although observations indicate that the true starting solution might
actually be 21% PEGDA (see Appendix J.1), the results show a systematically higher concentration
of PEGDA. These higher concentrations of PEGDA likely means that the printing resin is slightly
depleted in PEGDA content during printing, potentially meaning that the PEGDA percentage in
a final print could differ from the bottom of the sample to the top. This will in particular be the
case for layer exposure times right around 5 seconds and 7 seconds. This indicates it might be
important to use fairly large resin volumes when printing to minimise this effect.

6.4 Acoustic characterisation

The acoustic parameters are critical when using the hydrogel samples for ultrasound imaging. In
this section the acoustic properties will be evaluated.

6.4.1 Speed of sound

Methods

To determine the acoustical properties at different doses, a custom 3D printed pulse-echo measure-
ment setup was created. The 3D model was made in Autodesk inventor and can be seen in figure
Figure 6.11.

At each end, the holes are exactly dimensioned to fit the round ultrasound transducers used.
When mounted, the transducers face towards each other. The alignment of the printed model
was tested by twisting the probes within the holes to make small adjustments away from the
model alignment. In all cases, the signal received decreased in amplitude, suggesting that the
printed model is aligned well. The structure in the middle allows for mounting of poly(methyl
methacrylate) (PMMA) sample holders, centring the samples along the ultrasound propagation
path. This design can be used both for transmission measurements, by using one transducer as a
transmitter and the other as a receiver, or for pulse-echo measurements, using a single transducer
as both transmitter and receiver. The setup was used to determine the speed of sound and the
attenuation of the samples. The PMMA holders were designed with holes in front of the hydrogel
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Figure 6.11: The acoustic setup. (a) shows an isometric view of the 3D model in Autodesk inventor with
dimensions. (b) shows a cross-sectional view of the setup. The holes at each end are exactly dimensioned
to fit the round ultrasound transducers used, marked T1 and T2. When mounted, the transducers face
towards each other. The structure seen at midway in the isometric view allows for mounting of PMMA
sample holders seen as the white rectangles. Hydrogel samples can be mounted in the middle of the
PMMA holders, centring the samples along the ultrasound propagation path. The PMMA samples are
kept together by a bolt and nut. This design can be used both for transmission measurements, by using
T1 as a transmitter and T2 as a receiver, or for pulse-echo measurements, using T1 as both transmitter
and receiver.

mounting position, to allow the ultrasound beam to propagate through the hydrogel sample without
the beam being transmitted through the PMMA holder. The size of the holes were confirmed to
be large enough to not influence the measurements, by inserting the PMMA holders in the test
setup without any samples present, and comparing the signal to that when no holder is present
in between. No change in the received signal was detected, which confirmed that the part of the
ultrasound signal which is received by the transducer is unaffected by the PMMA holder.

For the investigation of the speed of sound, the pulse-echo configuration of the measurement
setup was employed, utilizing only one of the transducers. Some of the ultrasound intensity will
be reflected at each edge of the hydrogel sample. The time delay between these two reflections can
be determined by cross-correlation of the received signal with itself and subsequent interpolation.
The time delay between the reflections can thereby be determined and the speed of sound can be
calculated as

c =
2 d

t
(6.4)

where c is the speed of sound, d is the thickness of the sample, t is the time delay, and the factor
of 2 enters since the sound from the second reflection travelled back and forth.

Results

The same 25 hydrogel samples which were used to determine the swelling were used for determining
the speeds of sound against interlayer exposure time. Thereby, the sample thickness d was known
accurately for each sample. Two examples of pulse-echo signals from two different samples, each
signal having been averaged over 32 measurements, can be seen in Figure 6.12. One is from a
2 second interlayer exposure time sample and one from a 5 second interlayer exposure time sample.
The x-axis shows time from the signal was transmitted, until it was received. The main elements
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Figure 6.12: Pulse-echo measurements showing the reflections at the front and the back interface of the
samples. (a) shows the expected behaviour of a larger reflection at the front surface and a smaller at the
back surface, consistent with losses due to the front reflection and attenuation through the sample. (b)
shows an example of how some samples showed the opposite behaviour, with a larger reflection at the back
interface. The x-axis shows time from the signal was transmitted, until it was received.

of the received signals stems from the two reflecting interfaces seen as two isolated oscillations in
both graphs. In Figure 6.12(a), the reflection to the left, stemming from the front interface, is
larger than the reflection to the right from the back interface. Due to sound attenuation in the
hydrogel material, this is the expected behaviour. The opposite is seen in Figure 6.12(b), where
the reflection from the back interface is larger than that from the front. This indicates that the
surfaces are not identical. Since the time delay between the reflections is determined through
cross-correlation of the signal with itself, and the waveforms are largely unaffected, the time delay
estimates are not affected by the difference in amplitudes. The calculated speeds of sound for the
samples can be seen in Figure 6.13. The dotted line marks the mean speed of sound of all samples,
1561 m/s. The dashed line marks the mean speed of sound excluding the 13 second, 21 second,
and 23 second samples, 1577 m/s. Apart from the 13 second samples which appear as outliers, the
speed of sound of the samples with exposure times from 2 seconds to 19 seconds seem unaffected
by the interlayer exposure time. For the highest interlayer exposure times of 21 seconds and 23
seconds, the speed of sound appears to decrease to between ≈ 1515 m/s to ≈ 1545 m/s. Overall,
these speeds of sound correspond very well to the typical speeds of sound found in tissue shown in
the introductory Chapter 2 Table 2.1.

During experimentation it was noticed that the highest interlayer exposure time samples were
quite brittle, with some 21 second and 23 second samples de-laminating along the printed layers
during handling.

6.4.2 Sound attenuation

Method

By close examination of the images of the samples in Figure 6.8, the sample surfaces on the
sides appear more rough than the top surfaces. Analysis of the acoustic data, some of which was
presented in Figure 6.12, showed that the roughness on the sides is not necessarily consistent from
print to print as the amplitude of the reflections varied between prints. This was also the case for
samples printed at the same dose. The data also showed that the surfaces might not be identical,
since the reflection from the back surface of the samples was sometimes larger than that at the
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Figure 6.13: Calculated speed of sound against interlayer exposure time. All values are compensated for
the measured thickness from Section 6.2.2.

front. While this was not a problem with the applied method to determine the speed of sound, the
estimation of attenuation is based on the assumption that the surfaces of the samples are perfectly
identical across all different thickness samples. Therefore, due to the roughness of the side sample
surfaces, these samples would not be usable for attenuation measurements. Instead, the sample
geometry seen in Figure 6.7(b) was used, in which the sound propagation direction is intended to
be vertical. The benefit is that the top and bottom surfaces of the printed structures are physically
defined in the printing process, with one being defined by the bottom of the vat, and the other
defined by the cover glass surface. Therefore, these surfaces are expected to be more uniform, and
suitable for measurements of attenuation.

To determine the attenuation, the acoustic measurement setup was used in the transmission
configuration, with one transducer transmitting and one transducer receiving. If a pure hydrogel
sample should be mounted, it would need to be removed from the glass slide it was printed on,
which is impossible to do without modifying the bottom surface of the sample. Any deviation
from a perfect flat sample would influence the attenuation measurements similarly to the native
roughness on the side surfaces and would therefore be a problem. Instead, four samples of different
thicknesses at each of the investigated doses were printed. The used thicknesses were 3 mm,
4 mm, 5 mm, and 6 mm. The print interlayer exposure times do not match exactly with the
previous samples, since this print geometry was more time consuming from a manufacturing point
of view, resulting in prioritising of the exposure time selection. However, the chosen interlayer
exposure times span roughly the same range, namely from 3 seconds to 20 seconds. Higher doses
were tested, but the different geometry utilizing the full print area unfortunately only allowed for
interlayer exposure times up to 20 seconds to be printed, with higher exposure times resulting
in insufficient interlayer cross-binding, resulting in systematic print failure, similarly to the high
exposure time samples of the narrow sample geometry used for speed of sound testing.

The successful samples were mounted such that the ultrasound is transmitted through the
hydrogel and the glass slide before it is received by the second transducer. By keeping the samples
on the glass slide, the interfaces are kept equal between samples. Since the samples are of different
thicknesses, the amplitude of the transmitted signal can be fitted across the four samples for each
frequency, which eliminates the effect of the glass slide and surface reflections, with the fitted effect
being the sound attenuation. This is done in the frequency domain. The attenuation spectra can
subsequently be fitted as a power-law model as µ = a · f b, where f is the ultrasound frequency in
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Figure 6.14: Received signal after ultrasound transmission through the hydrogel samples for four different
samples printed with an interlayer exposure time of 3 seconds. (a) shows the time domain signal. The
x-axis shows time from the signal was transmitted, until it was received. The small inset shows how the
amplitude decays, and a time shift is introduced for increasing sample thicknesses. (b) shows the frequency
domain of the same data. The attenuation fitted across the four thicknesses in the frequency domain.

megahertz, a is the attenuation coefficient at 1 MHz and b describes the degree of non-linearity of
the dependence on frequency [146].

The probing signal was unipolar wideband ultrasound pulse, transmitted and received by two
identical ultrasound transducers.

Results

The transmission signals for the four different thickness samples of the 3 second interlayer exposure
time can be seen in Figure 6.14. The twofold effect of samples of different thicknesses can be seen
in the time domain in Figure 6.14(a). First of all, thicker samples attenuate more of the signal,
which can be seen from the decreasing oscillation amplitude. Second of all, since the speed of
sound in the hydrogels is larger than that of water, the signals from the thicker samples also reach
the receiving transducer faster, seen as the offset of the curves. The frequency spectrum of each of
the transmission signals is seen in Figure 6.14(b). All spectra are very similar, essentially showing
the frequency response of the system. For frequencies above ≈ 9 MHz, the signal is reduced to
the transducer noise floor, and the irregular pattern at low frequencies are likely system artefacts.
Therefore only the region between the dashed lines are used for analysis. Careful examination of
the frequency response shows that very small differences are seen for the different thickess samples.
The best example is that the slight oscillations of the red curve, which is the thinnest sample,
are only seen on the top of the group of curves, whereas the purple curve, which is the thickest
sample, is trending below for all frequencies. The magnitude for the different samples are fitted
at each frequency against the sample thickness to obtain the attenuation spectrum normalised to
material thickness. This can be seen in Figure 6.15, to which the power-law model was fitted, seen
as the red curve. The black dots show the estimates of the attenuation across the four samples
for each frequency, with the error bars showing the standard error of the attenuation estimate.
The power-law model was weighed by the standard errors squared. Figure 6.15(a) shows the full
obtained spectrum. The values at low and high suffer from large variation, and as a consequence
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Figure 6.15: Spectra of the fitted attenuation for the different thickness samples printed with an interlayer
exposure time of 7 seconds. The error bars are the standard error of the fitted values. The red curve is
the power-law fit to the data between 2 MHz and 9 MHz. (a) shows the full frequency range of the data.
The standard error and variation in the data are both large outside of 2 MHz to 9 MHz. (b) shows only
the fitted range.

also large standard errors of the attenuation estimates. This is the reason for only fitting the
power-law model between 2 MHz and 9 MHz. Figure 6.15(b) shows the same data and fit, in the
fitted range, in which the overall increasing tendency can be seen.

The similar attenuation spectra for all interlayer exposure times fitted across the different
sample thicknesses can be seen in Figure 6.16. Unfortunately, as is particularly evident for the
zoom-in in Figure 6.16(b), the power-law behaviour is not seen for all samples in general. The
reason for this is unclear, but a possible reason could be that the top surfaces of the prints are
not sufficiently uniform from sample to sample as expected. Despite this, the attenuation, when
normalised by frequency is similar to the values in the tissue types presented in Section 2.1,
spanning 0.6 dB/(MHz cm) to 2.0 dB/(MHz cm). Regardless, the result to not invoke confidence
in the experimental method, and therefore the power-law fit parameters are not included. The
small differences seen in the magnitudes in Figure 6.14(b) suggest that overall larger samples,
and larger differences in thicknesses would be ideal. Alternatively, the small differences might be
averaged out by using multiple groups of samples at each dose. These solutions can be tested in
the future.

6.4.3 Acoustic impedance

The acoustic impedance can be calculated according to Equation (2.5) as the product between the
density and the speed of sound. Figure 6.17 shows the acoustic impedance based on the measured
density and speed of sound for all 25 samples. Given that both the speed of sound and the density
were fairly constant with interlayer exposure time, the acoustic impedance is as well. The dotted
line marks the average acoustic impedance for all samples, 1.634× 106 kg/(m2 s). The dashed line
marks the mean acoustic impedance excluding the 13 second, 21 second and 23 second samples,
1.649 × 106 kg/(m2 s). Those samples do not seem to follow the tendency, with the 13 second
samples appearing as outliers.

Based on the calculated acoustic impedance, the intensity reflection coefficient when the phan-
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Figure 6.16: Spectra of the fitted attenuation for the different thickness samples for all the doses applied.
The error bars are the standard error of the fitted values. (a) shows the full frequency range of the data.
The standard error and variation in the data are both large outside of 2 MHz to 9 MHz. (b) shows only
the range between 2 MHz and 9 MHz.

1.56

1.59

1.62

1.65

1.68

5 10 15 20

Interlayer exposure time [s]

A
co
u
st
ic

im
p
ed
an

ce
[1
06
×

k
g/
(m

2
s)
]

Figure 6.17: Calculated acoustic impedance against interlayer exposure time. The dotted line shows
the mean acoustic impedance across all samples. The dashed line shows the mean acoustic impedance
excluding the 13 second, 21 second and 23 second samples.
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tom is submerged in distilled water becomes

R =

(
Zhydrogel − ZWater

Zhydrogel + ZWater

)2

=

(
1.649× 106 − 1.48× 106

1.649× 106 + 1.48× 106

)2

= 0.00291. (6.5)

Since the reflection coefficient is so small, the amplitude of the transmitted sound waves will be
virtually unaffected, only decreasing by 0.3%.

6.5 Discussion

For the initial optical characterisation of the eight scatterer phantoms, a 36.6 µm residual error
was found for the correlation between the designed distances and those measured using an optical
microscope. This is significantly larger than the position repeatability claimed by the microscope
stage manufacturer and the experimentally validated position repeatability which was tested. A
possible explanation might be that the experiment to determine the position repeatability was made
by locating the same scatterer multiple times. On the other hand, the correlation in Figure 6.6
was made localising many different scatterers. Local distortion of the printed structures might
make the scatterer shapes slightly unequal, resulting in localisation of comparative features (for
instance a specific corner) more difficult between scatterers, than when locating the same feature
on the same scatterer. It should be noted that the model diagnostics showed that the residuals
appeared to be normally distributed, indicating that the model is a good describer for the phantom
expansion.

It is remarkable that although a significant difference in swelling is observed, it seemingly
has no effect on the speed of sound in the material or on the acoustic impedance. None of the
results presented within this chapter explain where the change in acoustic impedance, that was
demonstrated by the scatterer reflections in the phantom in the beginning of the chapter, comes
from. There is one big difference between the samples tested in this chapter and the printed
scatterers. The samples in this section are large prints with uniform properties, which for instance
means that the entire print can expand similarly. If instead it is only a small local region which
receives a higher dose within a phantom, it will not be able to expand freely if the two doses do not
result in equal swelling. The empirically observed difference might thus be a consequence of local
stress around the high dose region. This hypothesis is unfortunately seemingly impossible to test.
The large uniform sample design was chosen as the precision of the estimates of swelling, density,
and speed of sound, all increase with size. Furthermore, in order to cross-correlate ultrasound
reflections for speed of sound measurements, received signals from the two reflections need to be
separated. Thus, the sample will need to be larger than the probing pulse length, which was a
problem for samples smaller than 3 mm. As will be presented in Section 7, local dose changes are
in some cases visible in optical microscopes. However, they are not as clear as cavities, and will
therefore be impossible to see within the hydrogel samples due to light scattering in the hydrogel.
If the high dose areas were moved close to the surfaces as was done with the scatterers when testing
the swelling, the stress effects would likely change drastically as it would be released to the surface,
making the investigation meaningless. Ultrasound probing of uniform samples while they were
being exposed to an external strain would show whether this actually has an effect. However, it is
unclear how one could do that in practice.

The sound attenuation study showed that a different approach will need to be taken. It is likely
that it is not possible to obtain perfectly similar reflections from each sample. In that case, the
only way to mitigate that challenge will be to make multiple prints and average out the variation
through statistical analysis. It would also be beneficial to print larger samples. However, even when
a proper understanding of the material attenuation has been obtained, the variation in reflection
at the surfaces will still be the same, making predictions of the acoustic behaviour difficult.
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6.6 Chapter summary

To use a printed structure as a phantom will require confidence in knowledge of the exact location
of the printed features. The hydrogel post-printing swelling was investigated, and it was found
that it is isotropic, expanding by ≈2.6% in all directions when printed with an interlayer exposure
of 3 seconds. The swelling changes with the dose to more than 6% for exposure times between
9 and 17 seconds. The hydrogel density increases slightly with dose. Although the printer resin
contains 20% PEGDA, the printed structures contain between 21% and 27%, which means the
printer resin will be slightly depleted during printing. The speed of sound appears unaffected
by the dose, with an average speed of sound of 1577 m/s for interlayer exposure times between
2 seconds and 19 seconds. For higher exposure times it decreases to ≈1530 m/s. Experiments to
determine the sound attenuation was conducted, however, the print surfaces appear to vary too
much in roughness, resulting in a lack of confidence in the data.
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CHAPTER 7

Calibration phantoms for SRUS

This chapter describes the work towards an alternative from the conventional flow channel phantoms
for SRUS validation - fixation of sub-wavelength scatterers. The fixated scatterers started simply as
fiducial markers for flow phantoms, in order to be able to align the phantom to the ultrasound probe
with micrometer precision. However, it quickly became apparent that they could be utilised directly
for a new type of phantom. The content of this chapter is in part based on Paper B, Paper D,
Paper G and Paper I.

7.1 A new type of phantom for SRUS validation

Conventional phantoms used for SRUS, as those described in Section 2.4.1, consists of tubes which
are supposed to mimic the micro-vasculature of tissue. The methods work as intended, providing
outer boundaries for micro-bubbles. However, most phantom types do not provide a true three-
dimensional structure, and none of them provide any control of positioning of the micro-bubbles
with the precision that the SRUS techniques are supposed to provide.

When we made our first 3D printed flow phantoms, which was shown right at the start of
this thesis in Section 2.4.2 and which will be discussed further in Chapter 8, we realised the
importance of being able to align the ultrasound probe to the micro-channels. That motivated
the experimentation with fiducial markers, and inclusion of them in subsequent phantoms, which
was mentioned in Section 6.1, and some of which was shown in Figure 6.1. Aligning a 2D image
plane in 3D requires recognizable and visible structures. The structures should able to be fixated
in the phantom, be able to be imaged repeatedly to align the probe to the phantoms with high
precision. It was realised that these same properties would in themselves be ideal for a phantom
for characterisation of SRUS pipelines. That lead to the development of a phantom containing
what had previously been considered fiducial markers, but now without any accompanying micro-
channel. These scatterers would be fixated in the phantom and stable over time, in direct contrast
to conventional flow phantoms. It would be possible to conduct multiple experiment separated in
time with the same phantom, and end up with the exact same results, which would be impossible
if one was using micro-bubbles.

The basis for the phantom was the cavity scatterer, since the reflection from a solid scatterer
was much smaller, as shown in Section 6.1. The cavity scatterer concept is illustrated again in
Figure 7.1 for convenience. In Figure 7.1(a) the yellow region is the illuminated region, ending
up as hydrogel, and the black region is the region which receives no dose, with no cross-linked
polymers. The small yellow squares represent the individual voxels. The sketch is scaled similarly

91



92 CHAPTER 7. CALIBRATION PHANTOMS FOR SRUS

(a) Sketch of a cavity scatterer (b) Image of a cavity scatterer

Figure 7.1: The cavity scatterer concept. (a) is a sketch of the cavity, with black indicting an unexposed
region, and yellow indicating printed hydrogel. The small squares frame the voxels, and are matched in size
to (b), a microscope image of a an actual printed scatterer placed at the top of a print. Both scatterers are
designed to be 12 voxels wide. The white arrows mark depths where the acoustic impedance is expected
to change significantly.

to the image in Figure 7.1(b), where the voxel grid is also visible. The scatterers are in both cases
designed to be 12 voxels wide.

Since ultrasound is reflected at interfaces between media of different acoustical impedances,
such a scatterer will actually reflect the ultrasound twice as indicated by the white arrows in the
figure: first at the top interface between the hydrogel material and the cavity, and then at the
bottom interface when the sound propagates from the cavity into the hydrogel again. This is
why two reflections were observed for each cavity in Figure 6.1. In that experiment, the imaging
frequency was 15 MHz, corresponding to a wavelength of ≈100 µm. If using an imaging frequency
of 3 MHz instead, the wavelength becomes ≈500 µm, and the scatterer will end up appearing as a
single point target.

Comparing Figure 7.1(a) and Figure 7.1(b) it can be seen that the actual printed structure is
not necessarily a perfect replica of the design. In this case, the printed cavity is actually slightly
larger than the design. A good understanding of what to expect when printing is crucial, making
it important to determine the correlation between the designed dimensions of scatterers, and the
actual printed ones.

7.2 Micro-engineering of the 3D printed scatterers

7.2.1 Concept description

The printer system uses a DMD with a micro-mirror size of 10.8 µm by 10.8 µm. That means that
the ultimate resolution of the system is 10.8 µm. However, it is not possible to optain 10.8 µm
features in practice. The optical components have been implemented such that the light is parallel
and illuminates a 1:1 replication of the DMD in the vat. However, once it reaches the vat, the
light is transmitted through the glass bottom of the vat, and through the liquid resin itself. Once
the resin starts polymerising, it will scatter the light slightly, resulting in feature broadening. This
means that the printed features sizes do not necessarily match perfectly with the design feature
sizes. And the extend of this discrepancy will likely change based on the implemented dose. The
intuitive effect will be that a cavity printed with a high dose will become smaller than it was
designed to be, as illustrated in Figure 7.2, and conversely, a cavity printed with a low dose might
not have sufficient cross-linking at the edges, resulting in the cavity becoming larger than it was



7.2. MICRO-ENGINEERING OF THE 3D PRINTED SCATTERERS 93

Figure 7.2: Sketch of feature broadening. The grey region is the desired pattern for illumination, and the
squares represent the 10.8 µm by 10.8 µm DMD micro-mirrors. The yellow is the unintented exposure due
to light scattering. This illustrates how a designed cavity will end up becoming smaller than intended due
to light scattering in the transparent vat bottom and the liquid resin, and that a local region of illumination
will result in widening of the printed feature.

designed to be.

As the side length of the scatterers are decreased, this will eventually result in designed cavities
being illuminated and closed in the actual print due to feature broadening. To have a better
understanding of the capabilities of the 3D printer system, it is important to investigate how the
printed features deviate from the design. A correlation between the design and printed features
sizes can then be made, revealing the practical resolution limit of the printer system, and allowing
for compensation of design features to realise the desired feature sizes. Results from our other work
in Paper D [47], based on 2D ultrasound imaging have demonstrated reflecting scatterers designed
to be 75 µm by 75 µm. In this work, we are looking for the lower limit of scatterer sizes, both
directly in terms of actual printed sizes, but also in terms of the reflected intensity, by investigating
designed side lengths in the range from 32.4 µm to 129.6 µm.

As was shown empirically in Section 6.1, overexposing a region of hydrogel will also modify
its acoustic impedance. However, the analyses of the acoustic properties presented in Section 6.4
provided no clear indication of what that change in acoustic impedance stems from. The empirical
evidence suggests that there might be other effects involved when it is only a local region which
experiences the dose change, perhaps local stress effects due to local differences in swelling. Building
on this it was considered whether it would be possible to utilize the overexposure in combination
with the cavity scatterers.

Figure 7.3 illustrates the implemented dosing schemes. Figure 7.3(a) shows the regular scat-
terer, which is simply a non-illuminated region surrounded by hydrogel printed using only the base
dose. Figure 7.3(b) implements a single voxel wide overexposure at the edge of the scatterer. Fig-
ure 7.3(c) implements a dose gradient to increase the cross-binding of the hydrogel to a maximum
at the edge of the hollow cavity. The Gradient dose scheme is based on the “Black Silicon” concept
from the silicon micro-fabrication industry [147, 148, 149]. By gradually increasing the dose, the
acoustic impedance could be expected to gradually change similarly, which with a perfect gradient
would result in no reflection from the gradient region.

These three dosing schemes are implemented in all the tested phantoms. The base dose corre-
sponds to a 3 second interlayer exposure time, and the maximum interlayer exposure time is 23
seconds. For the gradient, the interlayer exposure time is decreased from 23 seconds at the edge of
the cavity by one second for each voxel, reaching the base interlayer exposure time after 20 voxels.

Signal interference for sub-wavelength features

The potential interfaces of the scatterers with changing acoustic impedance which would reflect
sound are marked by arrows in Figure 7.3. Given that the scatterers in general are designed to be
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No dose High dose

(a) Base

No dose High doseNo dose High dose

(b) Single Pixel

No dose High dose

(c) Gradient

Figure 7.3: Sketch of the different dosing schemes applied in this work. In (a), only the base dose is
used around the cavity. In (b), only a single voxel wide increased dose is used. In (c), a dose gradient
gradually increases the dose from the base dose, up to a maximum at the edge of the cavity. The arrows
mark depths were the acoustic impedance is expected to change significantly.

of sub-wavelength sizes, the two interfaces should not be separable due to the diffraction limit of
the scanner system. The sub-wavelength separation does however mean that the reflected signal
from the two interfaces might interfere with each other, and depending on the separation, the phase
shift between the two waves will vary. Figure 7.4 illustrates the case of two reflecting interfaces,
separated by 1 voxel, 4 voxels or 12 voxels. The interface dictates whether interference might
be almost completely constructive, as for small separations, illustrated by a separation of 1 voxel
and 4 voxels, or almost completely destructive, as for 12 voxels. The illustrations are based on a
3 MHz single period sine pulse, propagating in a hydrogel with c = 1577 m/s. The top x-axis is
spatial separation referring to the interface separation, and the bottom x-axis is a temporal axis
referring to the waveforms. The two x-axes correlate 1:2 due to the compensation factor of 2 when
converting temporal reflection signals to spatial positions in ultrasound, but are aligned to show
the correlation of the scattering source and the reflected waveform.

Losses are not considered in these illustrations. The reflection coefficient at an interface between
water an hydrogel was shown to be only ≈0.3%, which therefore does not change the transmitted
amplitude significantly. The distances between the interfaces are only of a few micrometer, whereas
the expected magnitude of attenuation is only a few dB per millimeter, and will therefore also only
have a minor influence on the amplitude of the transmitted signal. Thus, the waveform transmitted
at the first interface will have an almost unaltered amplitude, therefore also resulting a similar
amplitude reflection at the second interface, making the illustration reasonably representative. The
waveforms are simplified to ideal sinusoidal oscillations to illustrate the interference. In reality,
the transmitted waveforms have also been modified by the transducer impulse response, which in
general makes it less symmetric, therefore also less likely to have any part of the resulting waveform
be completely removed by destructive interference.

For all the dosing schemes, the transitions from hydrogel to the water containing cavity and
back again will result in reflections. In the case of a 12 voxel wide scatterer, the 12 voxel example
is a reasonable representation. For both the dose gradient and the single pixel overexposure, the
largest cross-linking density will be attained at the edges of the cavity. However, for the single
pixel overexposure, there will also be a sharp difference in the amount of cross-linking between the
base dose region and the increased dose, across only a single voxel in the design. This is illustrated
by the 1 voxel example, showing that the signals from the two interfaces will add up to a larger
amplitude than either of the individual reflections. Of course, due to feature widening, the actual
separation between the interfaces might be closer to that shown for four voxels. However, even
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Figure 7.4: Illustration of interference between reflected waveforms at two interfaces of a scatterer. The
interface dictates whether interference might be almost completely constructive, as for small separations,
illustrated by a separation of 1 voxel and 4 voxels, or almost completely destructive, as for 12 voxels. The
illustrations are based on a 3 MHz single period sine pulse, propagating in a hydrogel with c = 1577 m/s.
The top x-axis is spatial separation referring to the interface separation, and the bottom x-axis is a
temporal axis referring to the waveforms. The two x-axes correlate 1:2 due to the compensation factor of
2 when converting temporal reflection signals to spatial positions in ultrasound, but are aligned to show
the correlation of the scattering source and the reflected waveform.

then, the waveforms constructively interfere for a resulting reflected waveform of larger amplitude
than the individual reflections.

Of course, the two reflections due to the single voxel overexposure is present at both sides of
the cavity, which means the resulting waveform interference might look as in Figure 7.5. The
same parameters were used for the ultrasound waveform. The interference essentially becomes a
mixture of the cases presented in figure 7.4. “1 voxel/12 voxels” illustrates interference according
to the design structure with only a single voxel of overexposure for a 12 voxel wide scatterer. “4
voxels/10 voxels” is an example more representative of the actual printed scatterer, as will be
presented in the following. The analysis shows that a 12 voxel Single Pixel scatterer on average
will be printed approximately 10 voxels wide due to feature widening, and the overexposure region
optically appears to be widened to approximately 4 voxels.

Test phantom design

In order to test the effect of the dosing schemes on the printed cavity size, and the resulting reflected
intensity, the phantom layout seen in Figure 7.6 was designed. Each black spot is a cavity, and the
black region in the top left corner is used for orientation purposes. The phantom is split laterally
into three regions, one for each of the dosing schemes. Each of the three regions are separated into
four groups of ten scatterers, with each group containing ten different sized scatterers. The shape
of the scatterers is changed between being square and circular. The sidelength or diameter was
changed from three voxels to twelve voxels within each group of ten scatterers. In order to avoid
pairing the shapes with specific scatterer sizes, the scatterer positions were permuted by one column
from one group of ten scatterers to the next. Six phantom configurations were made in total, one
for each of the six different permutations of the three dosing scheme positions, for a total of 720
scatterers. For the ultrasound intensity experiments, the scatterers were positioned in the middle
of the phantom, and each scatterer was printed 3 mm long to take advantage of integration of signal
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Figure 7.5: Illustration of interference between reflected waveforms at four interfaces of a Single Pixel
scatterer. The interference pattern becomes a combination of the cases presented in Figure 7.4. “1 voxel/12
voxel” illustrates the design separation of only a single pixel of overexposure at each side of a 12 voxel
wide scatterer. In the following sections, it is shown that the overexposure region appears to widen to
approximately 4 voxels, and the cavity narrows to approximately 10 voxels, illustrated by the “4 voxels/10
voxels” curves. The illustrations are based on a 3 MHz single period sine pulse, propagating in a hydrogel
with c = 1577 m/s. The top x-axis is spatial separation referring to the interface separation, and the
bottom x-axis is a temporal axis referring to the waveforms. The two x-axes correlate 1:2 due to the
compensation factor of 2 when converting temporal reflection signals to spatial positions in ultrasound,
but are aligned to show the correlation of the scattering source and the reflected waveform.
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Figure 7.6: The designed phantom layout. The three groups which are separated laterally, are the three
different dosing schemes. The zoom-in shows how each subsection of two rows contains ten different sizes,
with the shape changing between square and circular.
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across the elevation direction. However, as noted in [150], the hydrogel scatters light, rendering it
impossible to image printed features in the middle of a phantom. Instead, six phantoms with the
same scatterer configurations were printed, with the scatterers being placed near the surface of the
phantom. This allows for investigating the dimensions of the scatterers using optical microscopes.

These phantom designs allow for analysing the effect of many different factors on the actual
printed scatterer size and the resulting reflected intensity.

For the optical microscope investigation of the printed scatterer size, it is first of all possible
to test how the printed size changes with the design size, the shape, and the dosing schemes, and
any interactions between these factors. Permutation of both the dosing scheme and the scatterer
position ensures that they are not confounded with the lateral (column) position of the scatterers
in the phantom. By replicating and permuting the scatterer sizes in the four groups within each
dosing scheme, the same is true for the vertical (row) position of the scatterers in the phantom.
Thereby, it becomes possible to test whether the printer itself contributes with an effect on the
scatterer size, depending on the position in the phantom (row, column, both linear and second
order interactions), and remove this effect from the analysis of the dependence on design size,
shape and dosing scheme. Finally, since each dose scheme is printed in the same position in two
separate phantoms, it is possible to test whether there is any random variation between the printed
phantoms, which would represent the printer variability, once again, with the purpose of removing
this effect from the analysis of the dependence on design size, shape and dosing scheme.

For the ultrasound intensity experiment, the same layout is used, and all of the same effects
can be tested. In addition, by measuring each phantom twice, with the phantom being flipped
180 degrees in one of the measurement, it is possible to investigate whether the imaging system
provides a uniform ultrasound field, or whether this has a linear dependence of the lateral position
in the field of view of the ultrasound probe. It is also possible to test for a quadratic effect on the
lateral position. However, this will be confounded with the printed position. Thus, in principle it
will not be possible to know whether any quadratic effect seen is due to the printer system or the
ultrasound system. However, in combination with the optical analysis of the sizes, it might still be
possible to get an indication of an effect.

The number of factors to include and test results in an large model with a lot of factors. It
is important to note that it is primarily the main factors: the correlation to the design size, the
shape, and the dosing scheme, and their respective interactions. Inclusion of all of the other factors
in the analysis allows us to remove the effects of these factors, to determine the true underlying
effects of the main factors, as well as get some insights into the printing and measurement systems.

The scatterer size range is set to suit 2D imaging, in which the scatterers can be elongated in
the elevation direction, for summation of signal. A similar experiment could be carried out for 3D
imaging characterisation. This would likely require that the scatterer size range is increased, since
it would no longer be possible to benefit for the poor elevation focus in 2D imaging.

7.2.2 Experimental setup

Optical characterisation setup

A Zeiss Axioskop 40 optical microscope equipped with a 10x magnifying lens was used for optical
characterisation of the side lengths and diameters of the phantoms. The phantoms were submerged
in MQ water to avoid water evaporation from the hydrogel phantoms during inspection. An IDS
UI-3280CP-C-HQ camera on the microscope was used to acquire the images of the individual
scatterers. The size of the images were 2456 x 2054 pixels, with a sensor resolution of 0.3423
µm/pixel at the used magnification, corresponding to a total field of view of 840 µm x 703 µm.
The images were captured using µManager [151] and subsequently analysed in Fiji [152].

Ultrasound experiment setup

A new experimental setup was built for all the following SRUS experimentation. When aiming to
measure position changes on the order of a few micrometers, vibrations of the measurement setup
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Figure 7.7: 3D models of the (a) 3D printed phantom holder fitted for the ≈ 21 × 12 mm2 hydrogel
samples, and (b) water tank of the newly developed SRUS experimental setup, which the phantom holder
fits into.

Figure 7.8: 3D models of the experimental setup. (a) is the 3D printed phantom holder, which has been
fitted to hold the the ≈ 21× 12 mm2 hydrogel samples in the central position. (b) is the water tank of the
newly developed SRUS experimental setup, which the phantom holder fits into.

or inadequate fixation of the phantom to the measurement stage will be detrimental. Therefore, a
holder system consisting of phantom holder designed for high precision mounting in a water tank
was designed. The 3D printed holder 3D model can be seen in Figure 7.7(a). It was fitted to
the phantom dimensions enabling mounting of the phantoms on top of an absorbing polyurethane
rubber sheet (Sorbothane, Inc., Kent, Ohio, USA). It only holds the phantom by each corner.
This serves two purposes: It allows for design freedom since the needle from the flow controller
can be inserted almost anywhere on the phantom and the cut-outs minimise ultrasound signals
from the holder itself. The arrows allows for systematic mounting of the phantom in the holder,
as well as the holder on the remaining system. The water tank was milled in aluminium, and the
3D model can be seen in Figure 7.7(b). Small recesses designed for mounting tubes from the flow
controller were milled out at the top of the water tank walls. Thereby, if too much translation
or rotation of the water is accidentally carried out, the pulling of the tubes will not pull at the
phantoms, which could destroy them, but will only pull at the aluminium water tank. The water
tank was mounted on a 8MR190-2-28 rotation stage (0.01◦ resolution) combined with a 8MTF-
75LS05 x-y translation stage (0.31 µm resolution) (Standa, Vilnius, Lithuania). To minimize the
effect of vibrations, everything was mounted on a Newport PG Series floating optical table (Irvine,
California). A sketch of the combined setup can be seen in Figure 7.9. For this experiment, a BK
Medical ”Hockey Stick” X18L5s probe was used with a BK 5000 experimental scanner to acquire
the 2D ultrasound images. All images were obtained with an imaging frequency of 15 MHz, and the
field of view was set to rectilinear imaging, imaging only that which is directly below the transducer
footprint. The B-mode images used for analysis were averaged over 50 acquired ultrasound B-mode
frames.

7.2.3 Printed scatterer size

Figure 7.10 shows three microscope images of square scatterers designed to have a side length of
12 voxels, or 129.6 µm, one of each of the three dosing schemes: a) Base, b) Gradient, and c)
Single Pixel. More microscope images are included in Appendix J.2. The yellow regions are the
hydrogel, and the black are the scatterer cavities. The images are scaled equally. The square
pattern seen in the hydrogel regions are the individual voxels. The regions of different dose are
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Figure 7.9: Sketch of the experimental ultrasound setup.

visibly distinguishable, with the 20 voxel wide dose gradient in Figure 7.10(c) particularly clear,
seen as a large square surrounding the actual scatterer. It should be noticed that the bright
yellow regions are not in general correlated to the amount of cross-linking since Figure 7.10(a)
shows a bright yellow frame around the cavity, without there being any additional dose, which
looks similar to the bright yellow frame of the Single Pixel cavity. Furthermore, there is a wide
apparently uniform frame for the Gradient cavity, which could be falsely interpreted as the dose
only changing right at the cavity, and 20 voxels away from it, whereas the dose has actually been
changed gradually from the outer edge to the cavity. The optical effects might be a stress related
artefact.

The side lengths and diameters were measured for all scatterers across the six phantoms. The
measured side lengths and diameters of all scatterers are presented in Figure 7.11, plotted against
the designed size in terms of voxels. The discrete grouping of the data along the x-axis is due
to the designed size not being completely free, but limited to an integer number of voxels. The
colours group the data into the different dose schemes, and the shapes group the data into the two
different cross-sectional shapes. The solid and dashed lines are the statistical models of the square
and the circular cross sectional scatterers respectively, for the different dosing schemes. With all of
the factors of the phantom design in mind, a lot of information in compounded into the plot. Even
the distribution of the different groups of data points are difficult to discern, due to the number of
data points. The following figures offer alternative perspectives on the same data of the isolated
effect of the main factors.

Figure 7.12(a) shows a box-plot of the measured side length against the two different scatterer
shapes. The centre line in each box is the median value, and the lower and upper edge of the boxes
correspond to the 25th and 75th percentile of the data respectively. Each box contains the data
points across all sizes for the two shapes, resulting in the wide extend of the boxes. Even so, the
median offset between the two shapes indicates that the square scatterers are generally larger than
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(a) Base (b) Single Pixel (c) Gradient

Figure 7.10: Optical microscope images of individual scatterers. The yellow regions are printed hydrogel.
The scatterers were designed to be 129.6 µm wide. (a) is Base dosing scheme, (b) is Single pixel, and (c)
is Gradient. The scale bar is common for all images. Additional images, with examples of all sizes, shapes
and dose schemes can be seen in Appendix J.2.
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Figure 7.11: Measured side length or diameter against the designed scatterer size. The colours group the
data into the different dose schemes, and the symbols group the data into the two different cross sectional
shapes. The solid and dashed lines are linear fits to the square and the circular cross sectional scatterers
respectively.
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Table 7.1: Summary of the variables and their data types used in the following analyses. The variables
in the top block are tested both in the scatterer size and scatterer intensity analysis, while the factor in
the bottom block is only applicable in the scatterer intensity analysis. The parenthesis under variable
type indicates whether the factor provides insight about the general scatterer size correlation, the printer
uniformity, or the ultrasound uniformity.

Sample values Variable type Description

Measured size [mm] 28.8, 39.7,..., 153.4 Numerical values
The response variable, optically
measured

Design size [voxels] 3, 4,..., 12
Numerical values
(Phantom)

The designed size of the
scatterer

Shape Square, Circular
Fixed factor
(Phantom)

The three different dosing
schemes

Dosing Scheme
Base, Single Pixel,
Gradient

Fixed factor
(Phantom)

The three different dosing
schemes

Row 1, 2,..., 8
Fixed factor
(Printer)

Row position in the scatterer
grid

PrintColumn -8, -7,..., 8
Fixed factor
(Printer)

Column position in grid
relative to the printer DMD

Phantom 1, 2,..., 6
Random factor
(Printer)

The six different printed
phantoms

Phantom:Flip 1:0, 1:180,..., 6:180
Random factor
(Ultrasound)

Factor checking for random
variation between the B-mode
images

ImageColumn -8, -7,..., 8
Fixed factor
(Ultrasound)

Column position in grid
relative to the ultrasound probe

the circular scatterer.
Figure 7.12(b) shows a box-plot of the measured side length against the three different scatterer

dose schemes. Again, the content of each box is compounded across other factors, such as the
scatterer size, and scatterer shapes. The range of the Base dose scheme is larger than the others,
with a noticeable offset of the median value to that of the other dosing schemes.

Figure 7.13 shows box-plots of the measured side length or diameter against the designed
scatterer size, separated into the different dose schemes and shapes. Dots mark outlier values,
with outliers being defined as measurements further than 1.5 times the ICR away from the nearest
box edge, with ICR being the distance between the 25th and the 75th percentile. All plots are
scaled equally to allow for easy comparison. The box plots provide a good overview of the point
distributions within each group. It can be seen that there is a different slope of correlation between
the data groups for different dose schemes, and slight apparent offsets depending on the shapes.

The plots show that the actual printed size of the scatterers printed using only the Base dose
are generally larger than those printed with a Single Pixel overexposure, or with the Gradient
overexposure.

Scatterer size statistical analysis

In Section 7.2.1, the factors which could be analysed due to the chosen phantom layout were listed.
A summary of the data types and the factors included in the analysis can be seen in the top
block in Table 7.1. Under variable type is also written whether the factor provides insight about
the general scatterer size correlation or the printer uniformity. Interactions between factors, and
quadratic effect of position in the scatterer grid were also investigated.

The full model of all the factors and interactions investigated can be seen in Appendix E.1,
along with model diagnostics and more summarizing plots. The combination of fixed and random
factors makes the fitted model a linear mixed effects model. Such a model can be analysed using the
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Figure 7.12: Measured side length against (a) against the scatterer shape and (b) against the dose
scheme.
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Figure 7.13: Measured side length or diameter against the designed scatterer size. The data is separated
into the dose schemes and shapes for a better overview of the data distributions. Dots mark outliers.
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Table 7.2: Model coefficients for the reduced model of the printed scatterer size, with confidence intervals
and p-values.

Predictors Estimate 2.5% 97.5% p-value

Fixed effects

µ [µm] -16.8 -20.4 -13.1 <0.0001
α1(Square) [µm] 7.6 6.2 9.1 <0.0001
α2(Gradient) [µm] 6.9 3.6 10.2 <0.0001
α2(Single Pixel) [µm] -3.0 -6.4 0.3 0.0804
α3(Square:Gradient) [µm] -3.8 -5.8 -1.7 0.0004
α3(Square:Single Pixel) [µm] -2.5 -4.6 -0.4 0.0189
β1 12.2 12.0 12.5 <0.0001
β3(Gradient) -3.3 -3.7 -2.9 <0.0001
β3(Single Pixel) -2.2 -2.6 -1.9 <0.0001
γ1(Rowi) -1.1 -1.3 -0.9 <0.0001
γ2(PrintColumni) 0.60 0.51 0.68 <0.0001
γ4(PrintColumn2

i ) 0.04 0.02 0.06 <0.0001

Random effects

σPhantom [µm] 3.5 1.9 6.5
σ [µm] 5.6 5.3 5.9

lmerTest package [144] in R [145]. The factors of the model were reduced according to minimization
of the bayesian information criterion (BIC).

The final reduced model takes the form

Yi = µ+ α1(Shapei) + α2(DoseSchemei)

+ α3(Shape:DoseSchemei)

+ (β1 + β3(DoseSchemei))xdesign,i

+ γ1(Rowi) + γ2(PrintColumni)

+ γ4(PrintColumn2
i )

+ d(Phantomi) + εi, (7.1)

where Yi is the measured printed side length or diameter, µ is the overall intercept, α1(Shapei)
is an intercept addition due to the Shape factor, α2(DoseSchemei) is an intercept addition due
to the DoseScheme factor, α3(Shape:DoseSchemei) is an intercept addition due to the interaction
between the Shape and the DoseScheme factor, β1 is the overall slope of the model for correlation
with the design number of voxels, β3(DoseSchemei) is a correction to the slope depending on
the DoseScheme factor, γ1(Rowi) is a slope addition due to the Row factor, γ2(PrintColumni) is a
slope addition due to the PrintColumn factor, γ4(PrintColumn2

i ) is a quadratic addition due to the
PrintColumn factor, d(Phantomi) ∼ N(0, σ2

Phantom) is a random offset from phantom to phantom,
and εi ∼ N(0, σ2) is the residual error, with N(µ, σ2) being a normal distribution with mean µ
and standard deviation σ, all for the ith response. All d(Phantomi)’s and εi’s are independent.
No significant effect was found of slope dependence on the shape (β2), interaction between shape
and dose scheme (β4), quadratic effects on the row position (γ3), or interaction between the row
and column position (γ5). The model coefficient estimates of the reduced model along with their
confidence interval and p-value can be seen in Table 7.2.

The model coefficients are discussed in the following, separated into two sections depending on
whether the coefficient relates to the general scatterer size correlation or the printer uniformity.
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Scatterer predictors

The negative value of µ is an indication of the feature broadening discussed in Section 7.2.1, showing
that the actual printed size goes to zero even before the designed size does. This was also directly
evident in the microscope images of the smallest scatterers, in particular for the Gradient and Single
pixel dosing schemes, for which it was in some cases not possible to measure the scatterer size for
the three voxel and four voxel wide scatterers due to apparent closure of the printed structure. α1

indicates that square scatterers on average become 7.6 µm larger than the circular scatterers. For
the Gradient and Single pixel dosing schemes, the differences is only about half of that though, due
to smaller negative corrections given by the α3 values. The α2 values indicate that the Gradient
scatterers are 6.9 µm larger, and Single pixel scatterers are 3 µm smaller. However, it should be
noted that these offsets refer to the intercept at a voxel count of 0, and is in part countered by
the differences in the slope corrections. β1 indicates that for each additional voxel of 10.8 µm in
the design, the actual printed scatterer increases by 12.2 µm. β3 indicates that the slopes are
reduced by 3.3 µm and 2.2 µm respectively for the Gradient and the Single Pixel dose schemes
compared to the Base dose. It should be noted that the β coefficients directly show that the model
is not generally valid, but only valid in the investigated region, potentially able to be extrapolated
slightly. For small scatterers it makes sense that the correlation is not 1:1. However, it would be
expected that the scatterers eventually becomes large enough that β1 should correspond to the
pixel pitch plus the hydrogel swelling, i.e. ≈ 10.8× 1.03 = 11.1 µm/voxel.

The scatterer coefficients presented have been modelled together with the printer related pre-
dictors, and have therefore been compensated for these.

Printer related predictors

γ1 indicates there is a -1.1 µm linear difference from row to row, corresponding to an 8.8 µm
difference from one side of the phantom to the other. Similarly, γ2 indicates there is a 0.60 linear
difference from column to column, corresponding to a 10.2 µm difference from one side of the
phantom to the other of the phantom. Finally, on top of that γ4 indicates there is a 0.04 quadratic
difference between the columns, corresponding to a 2.56 µm difference from the centre to the edge
of the phantom. Based on the α3 values, showing that a larger dose will make scatterers smaller, a
smaller dose might increase the scatterer size. Thus, this outwards increasing scatterer size might
indicate that the dose illumination system dose compensation map is not perfect, but still decaying
outwards. σPhantom shows that the random variation in resulting sizes from phantom to phantom
has a standard deviation of 3.5 µm. The residual error of the model was 5.6 µm.

Model summary

The model explains the average trend of printed scatterer sizes after compensation for the printer
inhomogeneities. The analysis revealed that scatterer shape, dose scheme as well as interaction
between the two had an effect on the resulting scatterer size. The slope of the correlation between
the designed scatterer size and the actual resulting scatterer size also depends on the dose scheme.
Furthermore, variation based on the position within the printer FOV was documented, with sys-
tematic changes based on the row position, the column position, a quadratic dependence on the
column position having been determined.

The Base dose scheme in general provides larger scatterers than Single pixel or Gradient scat-
terers. This is a consequence of less feature widening. For the three square scatterers in the optical
images in Figure 7.10 which were all designed to be 12 voxels, or 129.6 µm, the model shows that
the average similarly sized Base dose scatterer will be 137.8 µm, a Single Pixel dose scatterer will
be 105.4 µm, and a Gradient dose scatterer will be 101.2 µm.

The residual error σ was 5.6 µm, slightly more than half of a voxel. This might be a combination
of actual print variability and operator error when determining the side lengths. The scatterer size
varied from phantom to phantom with a random variation of 3.5 µm, about a third of a voxel.

It is worth noting that the model curves in Figure 7.11 seems to roughly meet at the same
value for low voxel counts. Due to the discrete square voxel grid, the actual shape of the circular
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Figure 7.14: B-mode image of one of the six hydrogel phantoms containing scatterers. The image is
averaged across 50 frames. The dosing scheme is “Base” in the left region, “Single pixel” in the middle,
and “Gradient” to the right. The dynamic range is 60 dB. The intensities have been normalised to the
background scattering signal in the phantom.

scatterers are of course only approximations, and for low voxel counts they become increasingly
more similar to the square scatterer shapes, with the three voxel “circular” scatterer actually being
a 3 by 3 square scatterer. Thus, it makes sense that the starting point for low voxel counts is the
same.

7.2.4 Dose manipulation for increased scattering intensity

The six scatterer phantoms were imaged using the BK Medical ”Hockey Stick” X18L5s probe with
a BK 5000 experimental scanner. A B-mode image of one of the six hydrogel phantoms can be
seen in Figure 7.14. A sketch of the layout is placed above the B-mode image, in which the three
dose schemes in the used phantom are shown. The dose scheme positions have been perturbed in
the other five phantoms. The dynamic range of the image has been set to 60 dB. Each phantom
was also imaged rotated by 180° for a total of 12 B-mode images, all of which were averaged over
50 frames.
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(a) B-mode image with approximate locations of scatterers.
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(b) Automatic and manual detection

Figure 7.15: Automatic peak detection validation. The scatterer intensities were determined through
automatic peak value detection, by feeding the expected centre coordinates of the scatterers, marked by
red crosses in (a) the the peak-finding function. The blue dashed rectangles outline scatterer free regions
which were used to determine the background intensity level for normalisation of the data. (b) shows the
correlation between the automatic detection, and manual detected values for each scatterer. Only few
outliers are present, all for low intensities.

The intensity of each scatterer was found using a ultrasound peak-finding function. A region of
interest (ROI) is provided as input to the function, in which it searches for the highest scattering
intensity. It then extracts the maximum intensity, centre-coordinates, FWHM along the two axes,
along with a number of additional parameters. The procedure was automated by feeding the peak-
finding function the coordinates of the scatterers, and the size of the ROI. The centre coordinates
can be seen marked in Figure 7.15(a). To check the procedure, all scatterers on a single phantom
was measured manually, and the correlation between the manual and automatic detections were
tested. This is seen in Figure 7.15(b) where the automatic detected values are plotted against the
manual detected values. Ideally, the same exact values would be found, and all points would fall
on a straight line. Only a few outliers are present, all of them being for low intensities, which is
not likely to influence the analysis significantly due to the total number of observations.

The data has been normalised to the background intensity in the phantoms. The background
intensity was estimated by searching for peaks in the two regions marked by blue dashed rectangles
in Figure 7.15(a). This was done in all 12 B-mode images, with the average value used for nor-
malisation. In the presented B-mode image, the two regions avoid the high intensity background
on the left. However, the same regions have been used for all images, so the high intensity region
is also included when analysing the background level of the same phantom when flipped by 180°.
Thus, in all images of the scatterer phantom and the following analysis, an intensity value of 0 dB
corresponds to the average background peak intensity. The analysis of the scattering intensity will
thus describe the scattering intensity above the phantom noise level.

Figure 7.16 shows an overview of all detected scatterer intensities across all six phantoms in
the two configurations, plotted against the designed size in terms of voxels. The discrete grouping
of the data along the x-axis is again due to the designed size not being completely free, but limited
to an integer number of voxels. The colours group the data into the different dose schemes, and
the shapes group the data into the two different cross-sectional shapes. The solid and dashed lines
are the statistical models of the square and the circular cross sectional scatterers respectively, for
the different dosing schemes. It appears that the highest intensity scatterers are predominantly
square, and the smallest intensities are predominantly circular for each scatterer size.
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Figure 7.16: Measured scatterer intensity against the designed scatterer size. The colours group the
data into the different dose schemes, and the symbols group the data into the two different cross sectional
shapes. The solid and dashed lines are linear fits to the square and the circular cross sectional scatterers
respectively.

Figure 7.17(a) shows a box-plot of the measured scatterer intensities against the two different
scatterer shapes, while compounding all other effects. The median offset between the two shapes
indicates that the square scatterers generally reflect more sound than the circular scatterer.

Figure 7.17(b) shows a box-plot of the measured scatterer intensities against the three different
scatterer dose schemes. Again, the content of each box is compounded across other factors, such as
the scatterer size, and scatterer shapes. The median offset indicates slight differences, with Single
pixel scatterers providing the most intensity, Base scatterers a little bit less intensity, and Gradient
scatterers the least.

Figure 7.18 shows box-plots of the measured side length or diameter against the designed
scatterer size, separated into the different dose schemes and shapes. All plots are scaled equally
to allow for easy comparison. However, while the intensity distributions become more clear, the
overall tendencies are difficult to isolate. It is noticeable that the Gradient and Single pixel box-
plots seem to bend around 6 voxels, with different slopes on both sides. The quickly decaying
intensities for low voxel counts might be due to feature broadening and closing of the scatterers
due to the additional doses of these dose schemes, as was observed in the optical microscope images.
That will explain why the same trend is not seen for the Base dose scheme.

Scatterer intensity statistical analysis

In addition to the factors which were tested in the scatterer size experiment, imaging of the same
phantom rotated by 180° allows for testing the ultrasound field homogeneity as well. The summary
of the data types and the factors are similar to those of the scatterer size analysis, and are included
in Table 7.1. For this experiment, the Imaging column and the random interaction between the
phantom and the mounting orientation in the bottom of the table are included as well. Interactions
between factors, and quadratic effect of position in the scatterer grid relative to the printer or the
ultrasound probes were also investigated.
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(b) Measured scatterer intensity against dose scheme

Figure 7.17: Measured scatterer intensity (a) against the scatterer shape and (b) against the dose scheme.
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Figure 7.18: Measured scattering intensity against the designed scatterer size. The data is separated
into the dose schemes and shapes for a better overview of the data distributions. Dots mark outliers.
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The full model of all the factors and interactions investigated can be seen in Appendix E.2,
along with model diagnostics and more summarizing plots. The combination of fixed and random
factors makes the fitted model a linear mixed effects model. Such a model can be analysed using the
lmerTest package [144] in R [145]. The factors of the model were reduced according to minimization
of the BIC.

The final reduced model takes the form

Yi = µ+ α2(DoseSchemei)

+ [β1 + β2(Shapei)

+ +β3(DoseSchemei)] xdesign,i

+ γ1(Rowi) + γ2(PrintColumni)

+ γ3(Row2
i ) + γ4(Column2

i )

+ d(Phantomi) + εi, (7.2)

where Yi is the measured printed side length or diameter, µ is the overall intercept, α2(DoseSchemei)
is an intercept addition due to the DoseScheme factor, β1 is the overall slope of the model for cor-
relation with the design number of voxels, β2(Shapei) is a correction to the slope depending on the
DoseScheme factor, β3(DoseSchemei) is a correction to the slope depending on the DoseScheme
factor, γ1(Rowi) is a slope addition due to the Row factor, γ2(PrintColumni) is a slope addition
due to the PrintColumn factor, γ3(Row2

i ) is a quadratic addition due to the due to the Row factor,
γ4(Column2

i ) is a quadratic addition due to the Column factor, d(Phantomi) ∼ N(0, σ2
Phantom) is

a random offset from phantom to phantom, and εi ∼ N(0, σ2) is the residual error, with N(µ, σ2)
being a normal distribution with mean µ and standard deviation σ, all for the ith response. All
d(Phantomi)’s and εi’s are independent. The model was plotted in Figure 7.16 as the solid and
dashed lines.

No significant random effect was found between the B-mode images, showing that the data
range in the images were similar. There was also no intercept dependence on the shape (α1), or
the interaction between shape and dose scheme (α3). The scatterer column position within the
ultrasound field was not significant either, showing good uniformity across the probe FOV. There
was no effect of slope dependence on the interaction between the Shape and the dose scheme (β4),
nor any interaction between the print column and the row (γ5). The model coefficient estimates
of the reduced model along with their confidence interval and p-value can be seen in Table 7.3.

Scatterer predictors

The small positive value of µ is an indication that even the smallest scatterers are more intense than
the average background, with an overall average 5.79 dB above. The µ intercept corresponds to
the overall intercept, of the Base dose scatterers. The alpha coefficients are are in general difficult
to conclude on, since most effects are offset by the slopes of the individual curves. α2 indicates
that the intercepts are 6.21 dB and -3.10 dB lower for the Gradient and Single Pixel dose schemes
respectively, compared to the base dose. For Single pixel, this is not the tendency observable in the
box-plot of the intensity split into the three dose schemes in Figure 7.17(b). However, observing
Figure 7.18 instead, this is clearly due to the sharp drop-off in intensity for scatterers smaller than
6 voxels. This is likely in turn correlated to the Gradient and Single pixel scatterers being smaller
as a consequence of feature widening due to the large additional doses. β1 shows that the reflected
intensity increases by 1.05 dB for each additional voxel as the voxel size is increased. This slope
corresponds to a Base dose circular scatterer. β2 increases the intensity by 0.38 dB per additional
voxel. Similarly, β3 shows that if the dose scheme is changed to either Gradient or Single pixel,
the intensity increases by 0.38 dB and 0.64 dB respectively. For larger scatterers, this undoes
the negative intercept additions from the α2 coefficients, rendering a complete overview of the
correlations quite convoluted.

The scatterer coefficients presented have been modelled together with the printer and ultra-
sound related predictors, and have therefore been compensated for these.
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Table 7.3: Model coefficients for the reduced model of the scatterer intensity, with confidence intervals
and p-values.

Predictors Estimate 2.5% 97.5% p-value

Fixed effects

µ [dB] 5.79 4.83 6.74 <0.0001
α2(Gradient) [dB] -6.21 -7.19 -5.23 <0.0001
α2(Single Pixel) [dB] -3.10 -4.08 -2.12 <0.0001
β1 1.05 0.96 1.13 <0.0001
β2(Square) 0.38 0.34 0.41 <0.0001
β3(Gradient) 0.45 0.33 0.57 <0.0001
β3(Single Pixel) 0.64 0.52 0.77 <0.0001
γ1(Rowi) -0.35 -0.41 -0.28 <0.0001
γ2(PrintColumni) 0.09 0.07 0.12 <0.0001
γ3(Row2

i ) -0.16 -0.19 -0.13 <0.0001
γ4(Column2

i ) -0.02 -0.03 -0.01 <0.0001

Random effects

σPhantom [dB] 0.76 0.41 1.43
σ [dB] 2.78 2.67 2.87

Printer and scanner related predictors

γ1 indicates that the intensity increases by 0.35 dB per row down into the phantom. The sign of
the coefficient is the same as that in the scatterer analysis, meaning it might simply be a matter
of the scatterers being printed smaller, therefore reflecting less sound. However, the total size
change from top to bottom should be less than a voxel according to the scatterer size model, which
would therefore result in approximately 1 dB according to β1. However, a coefficient of 0.35 dB
should result in a difference in almost 2.5 dB across 8 rows. The decreasing tendency is also
opposite to regular attenuation of signal with depth, and might also indicate a too high TGC in
this experiment. A likely explanation would be a combination of the two. γ2 shows that there is a
difference of 0.09 dB per column correlated with printed orientation, i.e. the slope changes when
the phantom is flipped 180°. The change from one side of the phantom to the other is 1.44 dB.
Referring to the scatterer size experiment, the scatterer size changed by approximately 1 voxel
from one side to the other, thus the change in intensity is in good agreement with the change in
scatterer size. γ3 indicates a negative quadratic effect in depth. No similar effect was found for the
scatterer sizes, and there is no obvious physical argument as for why that is. γ4 indicates a negative
quadratic effect of the scattering intensity with column position of -0.02, corresponding to -1.28 dB
from centre to the edge of the phantom. The tendency is opposite to that of the scatterer size
analysis, and would therefore not be expected to be a consequence of the scatterer size. However,
the quadratic column factor represented both the printer column and the ultrasound column, since
these would be indistinguishable. Therefore, the quadratic effect of the column position likely an
effect of ultrasound energy loss the further out laterally in the FOV the scatterer is placed.

Model summary

The model explains the average trend of scatterer intensity after compensation for the printer
inhomogeneities. The analysis showed that the dose scheme had a direct effect on the intensity.
The correlation slope between the designed scatterer size and the intensity also depends on both
the shape of the scatterer and the dose scheme. Variation based on the scatterer position within
the printer FOV was also documented, with systematic changes based on the row, printed column,
and quadratic effect of the column position.

Overall, the Single pixel dose scheme combined with the square shape provides the largest
reflected intensity.
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The residual error σ was 2.78 dB. The intensity varied systematically from phantom to phantom
with a random variation of 0.76 dB.

7.2.5 Scatterer separation distance

New machine learning and neural network schemes are being developed for SRUS to be able to
detect individual micro-bubbles with partially overlapping PSFs. This is the topic worked toward
in Paper D and Paper J. For those techniques, the scatterer size will be even more important.
To demonstrate the neural network approach, a phantom containing a scatterer array of 10 by 10
scatterers placed with a lateral separation of 518 µm and an axial separation of 342 µm was created.
Each scatterer was designed to be 7 by 7 voxels in cross-section, exposed with the Single pixel dose
scheme. Based on the scatterer size statistical model, this results in 55.3 µm by 55.3 µm printed
scatterer. The design can be seen in Appendix I.1. The neural network detected the two reflections
of each scatterer, needing additional training to combine them to a single scatterer localisation.

In addition to decreasing the scatterer size for these techniques, it will be important to be
able to place scatterers close to each other. Once the distance becomes to short, the separating
hydrogel pattern might become fragile and break. To test the minimum separation between scat-
terers, the phantom design seen in Figure 7.19 was developed. Figure 7.19(a) shows the phantom
design, Figure 7.19(b) shows the base exposure cross-sectional pattern and Figure 7.19(c) shows
the Single pixel overexposure cross-sectional pattern. The scatterers were placed at the top surface
of the phantom to allow for simple optical characterisation. The scatterers were designed to be
7 by 7 voxels, placed in small arrays of 4 by 4 scatterers. The separation within each group was
varied from 1 voxel to 10 voxels.

The Zeiss Axioskop 40 optical microscope equipped with a 5x magnifying lens was used for
optical characterisation. Figure 7.20 shows two groups of scatterers, one designed to be separated
by 10 voxels, and one designed to be separated by 1 voxel. The scatterer groups were printed
without failure for all separation distances. Thus, phantoms can be created with scatterers only
separated by a single voxel.

It should be noticed that although the group of scatterers in Figure 7.20(b) were designed to
be separated by only a single voxel, the actual printed separation is approximately 3 voxels wide,
due to the feature widening from the Single pixel overexposure. The shapes of the scatterers in
the different groups were not consistent. Another group of scatterers separated by 1 voxel can be
seen in Appendix J.3.3.

In conventional B-mode imaging with sub-wavelength sized scatterers, the detected scatterer
position will be in the centre of the scatterer, between the reflections at the front of the scatterer
and at the back. For two 7 voxels wide scatterers separated by a single voxel, the centre separation
will be 8 voxels, or 86.4 µm. The only way to place scatterers closer than that will be to decrease
the scatterer size further.

7.3 Cavity scatterer micro-phantoms for validation of SRUS
in 3D

Most publications on SRUS have been based on 2D imaging. The reason for that is primarily lack
of availability of 3D imaging probes and scanning equipment capable of handling the increased
amount of data. But the issue with using 2D imaging equipment is, that the vessel structures to
be imaged in the end are inherently three-dimensional. 2D SRUS is just that: SRUS along two
directions, with the caveat that the received signals have been summed across the elevations plane,
which at its focus is 2−5λ, and therefore by no means super-resolved in the elevation direction. As
mentioned previously, the only way to fix that problem is to do 3D imaging, with which it would
be possible to focus along the elevation plane, thereby enabling SRUS in 3D. For this experiment
a 3D RCA probe was used.
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(a) Phantom layout
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Figure 7.19: Cross-sections of the phantom design for testing the minimum separation between scatterers.
The scatterers were designed to be 7 by 7 voxels, placed in small arrays of 4 by 4 scatterers. The separation
within each group was varied from 1 voxel to 10 voxels. (a) shows the phantom design, (b) shows the base
exposure cross-sectional pattern, and (c) shows the Single pixel overexposure cross-sectional pattern. White
pixels are illuminated.
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(a) 10 voxels separation

300 µm

(b) 1 voxel separation

Figure 7.20: Images of scatterer separation phantom groups. (a) shows a group of scatterers separated
by 10 voxels. (b) shows a group of scatterers separated by 1 voxel. Each group of scatterers were printed
systematically without failure. Images are scaled equally.

7.3.1 Methods

Experimental procedure

The foundation for the experiment was the eight scatterer phantom presented in Chapter 6 Sec-
tion 6.2 in Figure 6.2, where it was used to create collapsed scatterer versions for optical charac-
terisation. The actual phantom used for ultrasound experimentation is shown in Figure 7.21. The
outer dimensions of the phantom were 21.1 × 11.9 × 11.9 mm3, after correction for the expansion
for a three second base dose, with each scatterer having been designed to be 205 × 200 × 205 µm3.
While the printing setup allows for printing significantly smaller scatterers as demonstrated in the
previous sections, it was necessary with an increased size to obtain reflections with intensities larger
than background scattering due to unavoidable small random print artefacts in the phantom. The
scatterers will function as point targets in regular B-mode volumes, when the imaging wavelength
is larger than the scatterer size, in this case for any frequency below 6 MHz. They were placed with
a minimum separation distance of 3 mm, which will eliminate overlapping signals for any frequency
above 0.5 MHz. Since this experiment was conducted prior to the investigation of the effect of the
dosing schemes, the scatterers were printed using the Gradient scheme, due to the belief that this
would be better. Extrapolating the model of the scatterer size presented in the previous section,
the average actual size of a 19 voxel wide square scatterer printed with the Gradient scheme would
be expected to be 163 × 200 × 163 µm3, with the second dimension being unaffected, since the
gradient is not applied in this direction.

With the print swelling factor determined, the true distances between the scatterers in the
3D version of the scatterer phantom will be known, and can be used to compare against those
found by ultrasound. The phantom was translated relative to the ultrasound probe using the
translation stage along a single axis; in the first experiment along the x-axis, and in the second
experiment along the y-axis. The inter-volume stage movement in both experiments was 12.5 µm,
corresponding to a 2 mm/s velocity acquired at a volume rate of 160 Hz. This speed corresponds to
common flow velocities in small vessels. By moving the phantom in between volume acquisitions,
any differences depending on the phantom placement within the field of view of the transducer will
be included in the analysis, instead of simply testing the SRUS pipeline parameters locally within
the transducer field of view.

The experimental setup shown in Figure 7.9 was also used for this experiment. The imaging
probe was a prototype 62 + 62 elements 3 MHz PZT, RCA array [61]. The probe was connected to
the experimental synthetic aperture real-time ultrasound system (SARUS) [153], which is capable
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Figure 7.21: Scatterer phantom for ultrasound experimentation.
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of storing channel data for offline processing. A single frame is a summation of 32 defocused
emissions using a synthetic aperture (SA) imaging approach [154]. Rows were transmitting and
columns were receiving, thereby resulting in 62 channels in receive per emission. The phantom
was stationary while a frame was being measured to avoid intra-frame motion artefacts. In total
2 × 640 volumetric frames were acquired over the 2 × 640 positions. The volumetric frames were
then passed to the SRUS pipeline.

Super-resolution pipeline

The SRUS pipeline which was used has been described in detail in [154]. It is briefly summarised
in the following. The super resolution pipeline consists of three steps. The first is SA beam-
forming. Each imaged volume spans a volume of 14.86 × 14.86 × 7.43 mm3, corresponding to
61 × 61 × 243 voxels. Each high resolution volume was a summation of 32 volumes beamformed
from 32 emissions, using a specialised beamformer [155] implemented on a GPU [156]. The volume
was dynamically focused in receive (F-number of 1.5) and synthetically in transmit (F-number
of 1), with an optimized sequence for SA B-mode. This was done for all 2 × 640 frames. In
the next step, a stationary echo filter was applied to remove stationary tissue. In a micro-bubble
experiment, this would remove the signal stemming from the tissue as it is stationary, leaving only
the micro-bubble signal. However, since the entire phantom was translated between each frame in
this experiment, the stationary echo filter would have no effect on the results. The final step is to
determine the points scatterer positions based on local maxima. Sub-pixel positioning is obtained
by interpolating the peak location using a second order polynomial in all three dimensions. The
3D coordinates {xp, yp, zp} of the detected points is then provided as the output from the third
stage. Tracks of the individual scatterers can then be formed by collecting spatially similar coor-
dinates across all imaged frames. The pipeline was implemented in MATLAB, and was processed
offline [154].

7.3.2 Results

Scatterer localisation

Figure 7.22 shows three selected cross planes of a B-mode volume. The coloured dots mark the
localised positions of the scatterers detected in one of the 640 volumes. The example cross planes
have been chosen such that they all contain the scatterer marked by a blue dot. The x − z cross
plane, Figure 7.22(c), also contains an additional scatterer, marked in red. The selected volume
contains a total of five scatterers, with the remaining scatterers not visible within the selected
cross-planes. The large reflection at x ≈ 3.5 mm and z ≈ 4 mm does not correlate with any of
the designed scatterer positions, and likely stems from a print artefact.

The localised positions of the 3D printed scatterers, accumulated over the 640 volumes, can be
seen in Figure 7.23. The colours group the tracked points of the individual scatterers, while the
black tracks illustrate the expected tracks based on the design coordinates. The latter are included
for visual confirmation that the localisations are indeed the designed scatterers. It is recommended
to always include such a comparison to confirm that the localisations indeed correspond to the
features of the designed phantom. Drop lines are included to aid the 3D perception. The horizontal
field of view in the figures have been limited to the measured data tracks, removing parts of the
black tracks. The actual cross-sectional field of view of the probe is 14.86× 14.86 mm2.

Although eight scatterers were printed, not all were found in the two experiments: seven
scatterers were correctly localised for the movement along the x-axis (Figure 7.23 a)) and five
scatterers were correctly localised for the movement along the y-axis (Figure 7.23 b)). In addition,
the track length varies from 81 localisations to 633 localisations, across the 640 volumes. Two
additional tracks, which did not align with the design coordinates, have been omitted from the
images and the analyses. It is expected that these tracks stem from print artefacts, resulting
in unintended cavities in the phantom, which therefore reflect the ultrasound similarly as the
designed scatterers. They aligned well with the reflection seen in Figure 7.22(c) at x ≈ 3.5 mm
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Figure 7.22: (a) B-mode volume containing scatterers. Three cross planes of the B-mode volume are
shown, (b) x-y, (c) x-z, and (d) y-z. The super-localised positions of the scatterers are marked by coloured
dots.
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Table 7.4: Summary of the variables and their data types used in the ultrasound correlation analysis.

Predictors Sample values Variable type Description

Ultrasound distance
[mm]

8.717, 3.730,..., 6.279
Numerical
values

Distance between points calculated
though SRUS pipeline

Compensated design
distance [mm]

8.719, 3.811,..., 6.384
Numerical
values

Compensated designed distance
between points

Motion X, Y Fixed factor The axis of translation

and z ≈ 4. While these print artefacts would also be fixed in position, and be moved along the
same trajectory as the designed scatterers, the print artefact geometry is not known. If a print
artefact is significantly larger than the imaging wavelength, localisation of the centroid might be
ambiguous, and therefore, these tracks were omitted from the analysis.

Super-resolution accuracy

The SRUS pipeline accuracy was investigated in a similar manner to the optical validation, by
comparing the known distances between the designed points to the measured distances between
points from the ultrasound experiments. There are two main differences to the optical experiment:
The scatterers are now positioned not in collapsed planes but in 3D, visualised as the blue points
in Figure 6.2, and the design distances are compensated for the expansions according to the results
in Table 6.2 before analysing the correlation between the designed distances and those calculated
from the ultrasound data. After the compensation, the correlation should be a straight line with
a slope of 1, in the case of perfect correlation. Since there are two sets of experiments, one for
each direction of motion of the translation stage, the variables of the analysis are the compensated
design distances, the measured ultrasound distances, and a factor separating the data into the x-
and y-motion, all summarised in Table 7.4. In this experiment, the entire beamformed volume has
been assumed to have a speed of sound equal to that in pure water, 1480 m/s.

As was mentioned in Section 7.3.2 and shown in Figure 7.23, an unequal number of scatterers
were localised by the SRUS pipeline in the two experiments, and the tracks were of unequal length.
This means there will be more data for the x-direction of motion, resulting in an unbalanced dataset
from a statistical point of view. In addition, our analysis of the variation in the data showed that
the data was heteroscedastic. Modelling the correlation of the raw distances between points might
be heavily biased toward certain parts of the data simply due to the large number of samples.
Instead, a weighted least squares analysis of the distance distributions was conducted. This was
performed by modelling the mean distance between each point across all measurements, with each
mean value being weighted by the variance of the measurements contributing to that mean. The
correlation between the compensated design distances and the mean of the distances calculated by
the SRUS pipeline is shown in Figure 7.24.

The initial linear model is given as

Yi = µ+ α(Motioni)

+ (β1 + β2(Motioni))xdesign,i + εi, (7.3)

where Yi is the mean of the distance between points calculated from the SRUS pipeline output,
µ is the overall intercept, α(Motioni) is an intercept addition due to the Motion factor, β1 is
the average slope of the model, β2(Motioni) is a Motion dependent correction to the slope, and
εi ∼ N(0, σ2) is the residual error, with N(µ, σ2) being a normal distribution with mean µ and
standard deviation σ, all for the ith response. All εi’s are independent.

The model reduction was conducted by removing only a single term at a time, based on a 5%
level of significance. Neither the overall intercept (µ), nor the direction of motion dependent addi-
tion to the intercept (α(Motioni)), nor the direction of motion dependent correction to the slope
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Figure 7.23: Cumulated localized scatterers acquired over 640 volumes. The phantom was translated in
two separate experiments, along the transducer x-axis (a), and along the transducer y-axis (b). The black
tracks illustrate the expected tracks based on the design coordinates. Drop-lines end on the z=10 mm
plane, and are included to aid the 3D perception.
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Figure 7.24: Correlation between the compensated design distances and the mean of the distances
calculated by the SRUS pipeline. The line represent the final reduced model seen in Eq. (7.4).

Table 7.5: Model parameter estimates of the final reduced model including confidence intervals of corre-
lation between ultrasound distances and compensated design distances.

Estimate 2.5% 97.5% p-value

β1 (slope) 0.989 0.982 0.996 <0.0001

(β2(Motioni)) were significant at 5%, and were therefore removed. Thereby the model reduction
converged at the final model

Yi = β1 · xdesign,i + εi. (7.4)

The model coefficient and confidence interval of the reduced model are presented in Table 7.5. The
analysis showed no dependence of the direction of motion, nor any intercept of the correlation.
The modelled average behaviour of the fitted line has a slope of 0.989, close, yet not equal, to a
perfect correlation with a slope of 1. Based on the heteroscedastic assumption of the data, a direct
estimate of the residual standard error is not meaningful.

Super-resolution precision

The same ultrasound data was used to estimate the SRUS pipeline precision. The precision was
estimated by investigating the variation of the individual localisations relative to the trajectories of
the translated scatterers. The tracks with motion along the x-direction were used to estimate the
precision in y. The tracks with motion along the y-direction were used to estimate the precision
in x. Both datasets were used to estimate the precision in z. To visualise the variation, the mean
x-, y- and z-coordinate were subtracted from each individual track, to centre the tracks around
the transducer coordinate-system origin. This is illustrated in Figure 7.25, where two cross-planes
(x-y and x-z) are shown for the tracks with motion along the x-axis, which corresponds to the
tracks in Figure 7.23(a).

The colour of the points represent the tracks of the different design points, and are matched
to those of the tracks in Figure 7.23(a). The movement was uni-axial along the translation stage
x-axis. However, slight misalignment between the ultrasound transducer and the translation stage
have resulted in the localisation tracks not being perfectly aligned to the transducer axes. This
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Figure 7.25: Cross-planes of the tracks with motion along the x-axis, offset to be centred around the
coordinate system origin. The black lines show the average trajectory, while the coloured lines are linear
fits to the individual trajectories of the different scatterers. The scaling is equal across (a) and (b), but
the main plots do not have equally scaled axes. The narrow graphs on top in both figures show the same
linear fits, with equally scaled axes.
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Table 7.6: Estimated precision for the super-resolution algorithm.

Average
trajectory

Individual
trajectories

σ̃x [µm] 17.7 17.3
σ̃y [µm] 27.6 19.3
σ̃z [µm] 9.5 8.7

can be observed in Figure 7.25, in which the black line is the average trajectory of all tracks in
the dataset. It should be noted however, that the axes are not equally scaled in the main plots,
but only in the inserts of the same data shown on top of each plot. The misalignment angle is
0.49° in the x-y plane, and 0.79° in the x-z plane. This misalignment should be compensated for
when determining the variation of the tracks. The scatterers are fixed in the phantom and have
been moved collectively by the translation stage. Then all tracks should have moved in the same
direction, and the average trajectory of the tracks would be a good estimate of that. An estimate of
the precision could be determined as the variation relative to the average trajectory. The precision
along all three dimensions based on the variability relative to the average trajectory is displayed
in Table 7.6 (“Average trajectory”).

However, the coloured lines indicate that the tracks are in fact not parallel, but at small angles
to each other. It is fairly small angles relative to the average trajectory, with the largest angle
in any plane being 3.1°. This indicates that there is an error somewhere in the SRUS pipeline,
and that determining the precision relative to the average trajectory might be misleading. As an
alternative, the estimate of the precision could be determined relative to the individual trajectories
of the tracks. The precision along all three dimensions based on the variability relative to the
individual trajectories is displayed in Table 7.6 (“Individual trajectories”). However, given that
the tracks should have been parallel, this latter estimate of the precision might also be misleading.
It is expected that the two presented estimates of the precision are limiting cases, and that the
true precision of the SRUS pipeline will lie somewhere in between.

7.4 Discussion

The scatterer size analysis provided insight into the actual printed sizes for the different dosing
schemes and shapes. The overall trend is that dose schemes involving longer exposure times
results in smaller scatterers, perfectly in line with the feature widening concept. The residual error
of the model was 5.6 µm, about half the size of a voxel. This difference might in part be due to
measurement uncertainty. The model provides a clearer overview of what to expect when printing
features of a certain size. The smallest designed scatterers were not consistently visible for the dose
schemes involving increased exposure times. In many cases, the scatterers designed to be three
voxels appeared completely closed.

The scatterer intensity analysis showed that on average all scatterer sizes reflect sound larger
than the average background intensity. The largest reflections are obtained from the square Single
pixel scatterers. The background intensity of the phantoms is so far not controllable, and varies a
lot even across a single phantom. It is difficult to provide an exact minimum scatterer size which
will provide a sufficient signal guaranteed. This is to a lesser extend due to the residual error of
the model of slightly less than 3 dB. However, depending on the intended application, the required
intensity will vary. If only a single scatterer is needed, it will need to reflect more strongly to
stand out against the background, than a pattern of scatterers would. Methods for decreasing the
background noise from the bulk of the phantom should be investigated. Some of the unintended
structures observed in ultrasound might originate from issues in the printer system, one of which
is illustrated in Appendix J.3.4. Incidentally, this section also shows how precisely the printer vat
can be positioned from print to print.

It should be noted that the scatterer intensity analysis was conducted specifically for 2D imag-
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ing, utilizing the integration of signal across the elevation focus. A similar analysis conducted for
3D imaging would be equally relevant. In this case the size range of scatterers will be different since
it will no longer be possible to integrate the signal across the elevation focus. The 3D scatterer
phantom presented was made with 200 µm scatterers, which provided sufficient signal. However,
the size had not been optimized, and was not based on the Single pixel dose scheme. The actual
limit for 3D scatterer phantoms is still unknown.

The new phantom concept introduced has successfully been used for SRUS pipeline character-
isation. The presented results illustrate that it is possible to obtain estimates for precision and
accuracy, using these specialised phantoms. The obtained precision is an improvement of at least a
factor of 18 compared to the ultrasound wavelength. It is particularly worth noting that although
there are some questions regarding how to interpret the estimates of precision, even the worst ob-
tained estimates for precision are comparable to the size of the smallest vessels in tissue. Thereby
it is clear that the used method is suitable for resolving features at the size of the smallest vessels
in tissue in three dimensions, and the stability of the phantom features allows for documentation
of this.

The high positioning control has allowed for the detection of distortion in the SRUS pipeline,
through the non-parallel tracks, which would not have been possible using conventional phantoms.
The tracks should have been parallel given that the scatterers are fixated in the phantom, and
that they have only been moved collectively using the translation stage. The distortion is the
reason for the discrepancy between the precision estimates. However, it was quite small with an
angular distortion of at most 3.1°. A possible explanation could be that the experiment has been
conducted assuming a speed of sound of 1480 m/s in the entire beamformed volume. This was
chosen, since the phantom was submerged in water, and the phantom itself consists of ≈75% water.
However, the speed of sound of the phantom has been measured to be ≈1580 m/s, which will lead
to distortion. One way to match the speed of sound of the water to the speed of sound in the
phantom could be to add salt to the water. Figure 7.26 is recreated from [26]. The data shows how
increasing the salinity of the water will increase the speed of sound. At 19 °C, an 8.95% salinity
will result in a speed of sound of ≈ 1581 m/s, which practically matches the measured speed of
sound for the base layer exposure time of three seconds shown in Section 6.4.1 exactly. It should
be noted that since the hydrogel is diffusion open to water, the salt water would also be absorbed
in the phantom, likely changing its speed of sound as well. The exact concentration needed would
need to be tested.

An alternative or additional explanation could be that the ultrasound system has both a spa-
tially dependent sensitivity and a spatially dependent point spread function, which changes in
shape and intensity. This would not only explain the non-parallel tracks, but could also explain
the difference in the number of tracks detected in the two ultrasound experiments, and that the
eighth scatterer was not localised in either experiment. A consequence of a spatially dependent
point spread function could be that full calibration of a SRUS pipeline should perhaps be performed
with local parameter estimates throughout the field of view of the probe instead of globally, as
presented here. Thus the properties of a SRUS pipeline would then be given by accuracy and
precision estimates, both as functions of the x, y, and z coordinates. This might even be necessary,
illustrated by the results in this paper, as proper thresholding can become difficult to implement
globally in the field of view.

The presented phantom concept could be expanded to investigate other aspects of super-
resolution algorithms and systems, such as resolvability and separability. The separation of 3 mm
in the scatterer phantom experiment was chosen to ensure no overlap between the reflected signals
from the individual scatterers, thereby mimicking how many SRUS pipelines work today. The reso-
lution that can be expected from an SRUS pipeline will be given by the variability of the positions,
presented here as the σ values in Table 7.6. This is an indirect measure of resolution as it does not
directly show feature separability. However, only slight modifications to the experiment would need
to be made to show resolution directly. After having tracked the scatterers in the phantom when
is was translated along a single direction, the phantom could be offset a sub-wavelength distance
along a perpendicular direction, before the being translated back again, parallel to the original
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Figure 7.26: Speed of sound against temperature for different salinities. Graph is recreated from [26].

track. This would exactly mimic the functioning of current diffraction limited SRUS algorithms
schemes. By changing the offset distance, the exact distance when the tracks become separable
could be determined, demonstrating the pipeline resolution.

The 3 mm separation of scatterers in the phantom is not the limit, and phantoms could be
developed with scatterers placed much closer as demonstrated in Section 7.2.5. This could be
done to tune algorithms to be able to separate signals from partially overlapping reflections. This
has been the objective of the work in Paper D and Paper J. In these papers, neural network
scatterer localisation was presented, in part through experiments using phantoms with arrays of
scatterers. To demonstrate the neural network detector, the separation was not sub-wavelength,
but was created larger for initial demonstration. The lateral separation was 518 µm and the axial
separation was 342 µm. The scatterers in this experiment were according to the scatterer size
model 55.3 µm by 55.3 µm. As demonstrated, the scatterers can be separated by only 8 voxels,
or ≈86.4 µm. This opens up for a whole new set of experiments to optimize the neural network
scatterer detection. An alternative method for decreasing the scatterer separation would be to use
the two reflections from the front and the back of each scatterer as individual targets instead of
training the neural network to recognize it as a single scatterer. However, initial testing has shown
that signals from the two reflections are different, with one going from hydrogel to water, and one
from water to hydrogel, which will therefore require another approach for training of the neural
network.

The precision, accuracy and repeatability of the 3D printed phantoms would be incredibly
difficult to achieve, if not impossible, using the traditional types of tube phantoms or chicken
embryos. Yet, it still provides the opportunity of creating complex three-dimensional phantom
features, providing the opportunity for full volumetric characterisation of an ultrasound system,
which is not offered by any other phantom fabrication method available today.

The presented phantoms illustrates an alternative solution for SRUS pipeline calibration to
regular tube phantoms. However, this does not mean that it is irrelevant to create phantoms,
which allow flow of micro-bubbles to be tracked. These will be discussed in the next chapter.
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7.5 Chapter summary

A new phantom concept for SRUS was presented, utilizing fixated scatterers in the phantom
instead of micro-channels and micro-bubbles for a temporally stable reference structure. Three
different scatterer concepts and two different shapes were analysed to determine how the printed
size differed, and what the influence on the final reflected intensity was. It was found that square
scatterers reflect higher intensity than circular scatterers, and that overexposing a 1 voxel wide
frame at the edge of the the scatterers increase the reflected intensity the most. This is likely
explained by multiple sub-wavelength reflections constructively interfering for increased reflected
intensity. Scatterers can be placed as close as a single voxel from each other, providing a good
test foundation for imaging methods capable of sub-wavelength scatterer separation. A scatterer
phantom containing eight scatterers was created for evaluating the precision and accuracy of a
3D SRUS pipeline using a RCA array. Analysis of the data showed a good correlation between
designed distances between the scatterers and the distances calculated based on the SRUS results,
with a slope of correlation being 0.989, close to a perfect correlation slope of 1. Based on the same
data, the precision of the SRUS pipeline was found to be between the two limiting estimates of
(σ̃x, σ̃y, σ̃z) = (17.7 µm, 27.6 µm, 9.5 µm) and (σ̃x, σ̃y, σ̃z) = (17.3 µm, 19.3 µm, 8.7 µm), with the
worst precision estimates being about 1/18th of the wavelength of 500 µm used in the experiment.
The two sets of precision estimates stems from distortion in the beamforming, on a micrometre
scale. This would not have been possible to discover using conventional tube phantom setups.
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CHAPTER 8

Flow phantoms for SRUS

This chapter describes the work on flow phantoms for SRUS. The chapter provides insight into
the practical experience that has been obtained from each phantom iteration. First, some general
considerations for making flow phantom structures are presented, before three different phantoms
and the experiments conducted with them are presented. Finally, a number of phantom designs
which have been created but not yet used are discussed. These designs are meant to further the
controlled testing of SRUS. The content is in part based on Paper B, Paper F and Paper H.

8.1 General flow phantom considerations

The 3D printing method presented in this thesis is a solution which provides unparalleled control
of feature placement in three dimensions across the entire phantom. It does however not allow for
completely free control of feature dimensions or placement, as the structures need to be placed
on the voxel grid. This means that by default, the features to be printed, whether being cavities,
channels, or solid objects, will end up being built by 10.8 × 10.8 × 20 µm3 building blocks. This has
a few consequences. First of all, the channel size cannot by default be controlled on a continuous
scale. It is only possible to vary the size in steps of 10.8 µm or 20 µm. Furthermore, whether it is
possible to create a completely symmetric channel will depend on the orientation of that channel
within the phantom. Since the voxel dimensions are equal along x and y, vertical channels can be
printed completely symmetrical. However, horizontal channels will be subject to a print resolution
of 10.8 µm in one direction and 20 µm in another direction. Channels at angles different than
the main axes will also inevitably end up with dimensions differing from the main axes. This
is illustrated in Figure 8.1, where channels designed to be 30 µm in diameter are placed along
different directions of the phantom, and the actual dimensions are rounded off to fit the voxel grid.
It should also be noted that while the printer and the print solution can theoretically be optimised
to print the exact design dimensions in x and y, this will by definition of the printing method not
be possible in z since a sufficient overlap between layers is needed. Thereby, dimensions in z will
always be smaller than the design. Where all previous phantom sketches have shown the structures
from the top on a 2D isotropic voxel grid, Figure 8.1 illustrates the channels from the side of the
phantom, on the 2D anisotropic voxel grid. The side walls of channels which are not along the
main axes will also inherently be “stair-like” as illustrated. As seen, although the channels were
designed to be 30 µm in diameter, they end up being 32.4 µm if printed along the z-axis, and
40 µm if printed along the x-axis. If the channels are large, these difference might all be negligible,
but for smaller channels this can be a problem as illustrated. At the very least, it is something to
be aware of if the exact dimensions of the channel system is important.
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32.4 µm

40 µm

29.4 µm

Figure 8.1: Channels designed to be 30 µm in diameter along different axes in the phantom. The
anisotropic voxel grid means the channel dimensions will be rounded to fit the grid, and are in this case
changing between the different axes.
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The channel dimensions will be important if one wants to validate the algorithm velocity es-
timates. For such experiments, the flow is typically controlled by a flow controller, which can
provide a stable volume flow rate through the system. For a volume flow rate of Q, the average
flow velocity v̄ will be

v̄ =
Q

A
=

Q

πa2
, (8.1)

in a channel with cross-sectional area A and radius a. Thus, a change to the radius of the channel
will also result in a change in the average flow velocity. Thereby, if the goal is to verify that the
algorithm is capable of estimating the correct flow velocity, it is important to know the geometry
of the channel.

To demonstrate the superior resolution of a SRUS algorithm with flow phantoms, it will be
necessary to have two channels placed closer together than the diffraction limit of the imaging
system. This has also previously been done in the literature [40, 157]. In order to obtain flow in
two channels simultaneously, the volume flow from the flow controller can be split into multiple
channels, which can then be imaged. However, unless the channels which the flow is split into
are geometrically exactly the same, the volume flow rate will not be divided evenly between the
two channels, due to different hydraulic resistance in the channels [50]. The Hagen-Poiseuille law,
repeated here for convenience, expresses that

∆p = RhydQ, (8.2)

where ∆p is the pressure drop across the channel system, Rhyd is the hydraulic resistance and Q
once again is the volume flow rate. For a circular straight channel with radius a, the hydraulic
resistance is

Rhyd =
8

π
ηL

1

a4
, (8.3)

where η is the dynamic viscosity, and L is the channel length. When a channel is split into
multiple channels, the resulting channels are effectively placed in parallel, with the same pressure
drop applied across all channels. Thereby, if one channel is smaller than the others, the volume flow
will not be distributed evenly between the channels, which will influence the flow velocities. This
property can be used as a benefit. If multiple different sized channels are placed simultaneously
within the field of view, the performance of the velocity estimator can be evaluated across a range
of velocities simultaneously. However, if the difference in geometry is unintended, for instance
due to variability in tube dimensions or due to a local narrowing of one channel, one would likely
conclude that the velocity estimator performs differently in different parts of the imaged volume,
and it might be difficult to verify the accuracy of the estimator.

One way to mitigate this problem would be to only use a single channel, looping it around to
return close to itself. In this way, the volume flow rate is necessarily the same everywhere in the
channel segments. Even if there is a local narrowing of the channel, the flow velocity will only
be affected directly at the narrowing, but will obtain the expected value everywhere else. Thus,
the velocity magnitude at any point in the flow channel should be the same and can be compared
throughout the phantom.

With the purpose of the phantoms being to provide the most predictable outcome, all flow
phantoms have been designed with only a single channel, which is then bent in different ways
to obtain the desired outcomes. Changing the flow trajectory like this is very simple when the
phantoms are 3D printed.

8.2 Flow phantom for 2D SRUS

The first 3D printed flow phantom was an ambitious attempt at creating a unique flow phan-
tom capable of demonstrating 2D SRUS with a geometry unattainable by conventional phantom
fabrication methods.
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8.2.1 Phantom description

The first flow phantom created was designed for 2D SRUS. It consisted of two 7 mm long square
channel segments with side lengths designed to be 200 µm before mapping to the voxel grid,
with the channels being separated by 100 µm. The phantom was modelled in Autodesk Inventor.
Figure 8.2(a) shows an isometric view of the 3D model, and Figure 8.2(b) shows the x-z plane
of the model. The channel is highlighted in blue to emphasise it. A larger inlet can be seen on
the left of the model, to mount a tube needle from the flow controller. The diameter in this and
all needle sections in the following is 700 µm to make a tight seal with a 800 µm outer diameter
hypodermic needle. The flow should enter the bottom channel first, before exiting through the top
channel. The printed phantom can be seen in Figure 8.2(c). Water containing blue fruit dye has
been pumped through the channel to create optical contrast between the hydrogel and the channel.
The phantom was printed with an exposure time of three seconds for each layer.

8.2.2 2D SRUS results

The phantom was used for some of the first controlled SRUS experimentation and provided a
lot of valuable experience. SonoVue micro-bubbles were used, in a 1:50 dilution of the standard
solution, infused into the system at 2 µL/s. The data was subsequently analysed using the SRUS
pipeline developed by collaborators at CFU at DTU. The resulting data can be seen in Figure 8.3,
in which Figure 8.3(a) shows the accumulated density of the detected micro-bubbles across the
imaged frames, Figure 8.3(b) shows the direction of flow, indicated by the inserted colour wheel,
and Figure 8.3(c) shows the velocity magnitude.

The obtained B-mode video of the data combined with the three images, provide some in-
teresting insights. First of all, Figure 8.3(b) shows that the bubbles enter from the right in the
bottom channel, connects vertically upwards to the top channel, and exits to the right of the image
again, as would be expected. Figure 8.3(a) show the density of micro-bubbles in the image. With
a constant flow, and a lot of bubbles being detected, it would be expected that one might see a
density corresponding to the parabolic flow profile across the channel due to the velocity profile
itself, but otherwise constant through the length of the channel. However, that is not the case.
Furthermore, there is a high number of localisations in the top left corner of the channel. The video
showed a lot of micro-bubbles flowing through the channel at a very high velocity. This is mirrored
in Figure 8.3(c), with some micro-bubbles having a flow velocity faster than 60 mm/s, and the
majority having a flow velocity around 20 mm/s. As previously stated, typical flow velocities in
the smallest vessels are around 2 mm/s, meaning the applied flow velocities are not particularly
representative. Furthermore, considering that the length of the two horizontal channel segments is
7 mm, a micro-bubble travelling at 20 mm/s or 60 mm/s would only be present in the field of view
for 0.75 second or 0.25 second, respectively. This will decrease the number of frames in which the
same micro-bubble can be located and tracked. This might also explain the apparent errors in the
flow velocity figures, with some micro-bubbles being illustrated as travelling across the boundary
between the channels. This shows how important flow control is, and that it will be a good idea
to decrease the flow velocities, not only to match values which are biologically relevant, but also
for more reliable performance.

The B-mode video showed many micro-bubbles being very close together in many frames. This
likely means that many of the micro-bubbles would not have contributed to the SRUS images,
but would have been discarding due to partial overlap of their PSFs. With a more suitable
concentration of micro-bubbles, the resulting SRUS might have contained even more tracks.

The results also indicated the need for fiducial markers. It appears in Figure 8.3(a) that there
is an overall tendency of higher density of micro-bubbles to the left in the image compared to the
right. This might be due to misalignment between the phantom channels and the ultrasound probe.
Thereby, it became apparent that an alignment system would be required for future experiments,
which resulted in development of fiducial markers to be included in the phantoms.

Another practical issue with all phantoms is that the printed features are in general so small that
they are difficult to see with the naked eye. This makes mounting of the phantoms in the correct
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(a) Isometric view of 3D model of phantom in Au-
todesk Inventor

(b) x-z cross-sectional view of 3D model of phantom
in Autodesk Inventor

(c) Image of the printed phantom

Figure 8.2: The 2D SRUS flow phantom. (a) Isometric view of the 3D model of the flow phantom for 2D
SRUS created in Autodesk Inventor. (b) Cross-sectional view of the phantom. The channel surfaces have
been highlighted in blue. (c) Image of the printed phantom. Water containing blue fruit dye was pumped
through the channel to increase contrast between the hydrogel and the channel.
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(c) Flow velocity magnitude

Figure 8.3: SRUS results using the 2D flow phantom. (a) shows the accumulated density of the detected
micro-bubbles across the imaged frames. (b) shows the direction of flow, indicated by the inserted colour
wheel. Flow enters from the right in the bottom channel, connects vertically upwards to the top channel,
and exits to the right of the image again. (c) shows the velocity magnitude.
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orientation a difficult task. Therefore, mounting marks have been included in all subsequently
printed phantoms. The mark is seen as a quarter sphere placed in the middle of one of the top
edges of the phantom, for instance in Figure 8.6(b). This placement allows for unambiguous
mounting of the phantoms.

This phantom design was the last one created in Autodesk Inventor. The lack of control when
doing automatic slicing of a 3D model and therefore uncertainty in the actual printed phantoms,
meant that the requirements for precision of placement of fiducial markers and dimensioning of
flow channels, would be unattainable. All other phantom models, including those presented in
previous chapters, were created directly in MATLAB.

8.3 MATLAB phantom generation

Each phantom model was created as a matrix with each matrix element representing a voxel in
the printed phantom. Using the full printing area, and matching the height of the phantom to
the width of the phantom, the matrix dimensions become 1920× 1080× 583. Thereby, any design
created would by default be matched to the voxel grid, with each layer in the matrix representing
a single slice.

Inclusion of fiducial markers is quite simple, as only a list of the marker coordinates matched
to the voxel grid is needed. A number of surrounding voxels is then just marked, to obtain the
desired size of the marker. As the markers are typically smaller than the imaging wavelength,
the fiducial marker coordinates should be placed in the centre of each scatterer. In practice, the
matrix elements corresponding to the fiducial markers are marked by first finding the centre voxel
corresponding to the fiducial coordinate, and subsequently marking the number of voxels to both
sides of the centre voxel, which adds up to the total number of voxels. However, mathematically,
it is not just a matter of dividing the total number of voxels in two, rounding off, and highlighting
that number of voxels on both sides, as one will end up with the scatterers becoming larger than
intended. A small correction needs to be made regarding the method of rounding off the number
of voxels. The issue is illustrated in Figure 8.4(a). The centre voxels are marked by white crosses.
White arrows mark the distance corresponding to half the number of voxels of the marker size to
each side of the centre voxel, in this example case 2.5 and 3 to each side. Using the regular “round”
function will highlight more voxels than intended. The exact number will vary, but is always larger
than intended. The solution consists of two steps: Making a slight offset of 0.1 to the location of
the centre voxel, illustrated by the location of the small vertical white lines. The rounding is then
always done towards the centre voxel on both sides, using “ceil” for the lower value and “floor” for
the higher value in MATLAB. The combination of the two steps will result in the correct number
of voxels being highlighted regardless of whether the desired number of voxels n in the fiducial
marker is an odd number, illustrated with 5 voxels, or an even number, illustrated with 6 voxels.
It is of course not possible to have a true centre voxel in a fiducial marker consisting of an even
number of voxels. In this case, a correction to the centre coordinate of half a voxel will need to be
made. Note that the rounding is done towards the centre of the voxels. The described rounding
correction has been applied in all of the phantom designs presented.

Special functions (included in Appendix G.1.1) were created for defining the flow channels. The
scripts requires the phantom matrix, channel diameter, start- and end coordinate of the phantom,
and the radius of curvature if the phantom is to bend. The scripts were designed to align the
main sections of the channels along the printer x-axis, y-axis, and z-axis, which so far has suited
our needs. Furthermore, in the case that the start- and end coordinates along all three axes, the
channel section order will always be first x then y then z. This might seem limiting. However,
if the channel is split into segments only containing bends along two axes at a time, any channel
system can be made. This is illustrated in Figure 8.4(b) for a channel with two segments, one along
x and one along y. There are two possible configurations as shown in green and blue. Changing
which end of the channel is considered the “start coordinate” and which is considered the “end
coordinate” will result in the two different configurations. Based on the coordinates and the radius
of curvature, the centre line of the channel will be defined and mapped to the voxel grid. Then
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Figure 8.4: MATLAB phantom design concept sketches. (a) illustrates how a small offset and special
rounding needs to be implemented when the fiducial marker sizes are defined. (b) shows how the channel
function, which is limited to orient the channel segments first along x then y then z can create any channel
configuration. For a channel with two sections, one along x and one along y, there are two possible
configurations as shown in blue and green. Changing which end of the channel is considered the “start
coordinate” and which is considered the “end coordinate” will result in the two different configurations.
(c) illustrates how channel segments should be connected at straight segments to round all corners. The
arrows in (b) and (c) also mark the start and end coordinates.
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(b) B-mode image parallel to print layers

Figure 8.5: (a) B-mode image of a channel phantom. The horizontal lines are reflections at interfaces
between layers in the phantom. To avoid this effect, all phantoms were printed on the side. Thereby,
the axial orientation in images becomes the printer y-axis, between which the uniformity is significantly
higher, therefore not resulting in systematic lines in the images. The difference can be seen in (b) for the
previously shown scatterer phantom.

a sphere with a diameter matching the desired channel diameter is slid along this path, marking
all of the voxels which form the channel. By splitting the channel into multiple segments, the
diameter can be changed locally, for instance to accommodate a larger inlet for the needle from the
flow controller. In all subsequent descriptions of flow phantoms, the used centreline is also shown.

Although not presented in the thesis, the same approach has been applied to create square
channel systems. The only necessary change was that a cylinder is slid along the channel path
instead of a sphere. When the cylinder is dragged along the path, the proper channel width will
be obtained at the bends as well. It is important to consider in which orientation the bend is, as
the cylinder will need to be rotated on the side if the channel bends from either x or y into z, or
vice versa. This script can be seen in Appendix G.1.2.

Given that the channel function only takes a single start- and end coordinate, it will have
no knowledge of the orientation of previous channel segments. This means that if the start- and
end coordinates actually refer to corners in the channel system, it will not be possible to apply a
radius of curvature to these corners. This can be seen in Figure 8.4(b), where the start and end
coordinates are marked by grey disks. If instead, the start- and end coordinates mark positions
along straight segments of the channels, all corners can be rounded, as illustrated in Figure 8.4(c).

Fairly simple adjustments to the script could be implemented which would allow for any channel
orientations to be made. It would only require that the bending radii of curvature were directly
included in the channel path, by which a cylindrical channel system of arbitrary orientations could
be made very easily by sliding the sphere along this new arbitrary path.

Figure 8.5(a) shows a B-mode image of a printed phantom, in which the phantom is mounted
in the same orientation as it was printed. The horizontal lines are reflections at interfaces between
layers in the phantom. To avoid this effect, all phantoms were printed on the side. By flipping
the phantoms, the axial orientation in images becomes the printer y-axis, between which the
uniformity is significantly higher, therefore not resulting in systematic lines in the images. The
scatterer phantom was printed on the side, and is included in Figure 8.5(b) for comparison. It
can be seen that the background structure is significantly different. The background pattern is
constant in the images, and it will therefore always be desirable for it to be of as small intensity as
possible. For flow phantoms, in which the flow is constantly moving, it can quite easily be removed
through stationary echo cancellation, leaving only the moving elements in the images. This will
be demonstrated in Section 8.5.2. However, it is critical to minimise the effect of the pattern for
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Figure 8.6: Design of the single channel phantom for 2D and 3D imaging.

the scatterer phantoms.

Through the presented design methods and functions, accurate documentation of the location
of fiducial markers as well as the centre line in the flow channels can be provided.

8.4 Single channel phantom for 2D and 3D super-localisation

To get a better basis for doing SRUS experiments, optimise alignment and demonstrate SRUS in
3D, an even simpler phantom was created, consisting of a single central straight channel. The
phantom had multiple purposes: Characterisation and optimization of the acoustic micro-bubble
response, which will not be presented in this thesis; Simple channel foundation for 3D SRUS using
a RCA probe.

8.4.1 Phantom description

The phantom design can be seen in Figure 8.6. It consists of a 200 µm cylindrical channel only
in a single plane, with a 5.8 mm long inlet with a wide section for needle insertion. The channel
then bends 90° with a 200 µm radius of curvature, continuing in a 7 mm straight segment, before
bending 90° with a 200 µm radius of curvature into the 5.8 mm long outlet channel. For 2D
imaging, the 7 mm channel segment would be used, whereas practically the entire channel system
can be included in the FOV of an RCA array for 3D imaging.

The printed phantom can be seen in Figure 8.7. Water containing blue fruit dye has been
pumped through the channel to create optical contrast between the hydrogel and the channel. The
phantom including fiducial markers was printed with a layer exposure time of three seconds.
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Figure 8.7: Image of the single channel phantom. Water containing blue fruit dye was pumped through
the channel to increase contrast between the hydrogel and the channel.

8.4.2 Fiducial marker layout

Fiducial markers are conceptually meant as smaller structures which can be imaged and aligned
to. For the experimental setups used, the alignment can be done along the x-axis, the y-axis, and
rotation about the z-axis. If the phantom consists of a single straight channel, a simple design
could be to place one scatterer in extension of the channel at both ends. For best rotational
alignment, the markers should be placed as far from each other as possible, within the probe FOV.
However, in practice it is not that simple, and the fiducial marker layouts have been iteratively
improved throughout our experimentation. Looking at the B-mode images presented so far in
the thesis, for instance Figure 8.5(b), it can be seen that there are a lot of background phantom
inhomogeneities observable as dots of varying intensity. Finding a single scatterer at the end of a
channel, on a background of dots of varying intensities is like looking for a needle in a haystack.
However, the human brain is excellent at identifying patterns. This is also well demonstrated in
Figure 8.5(b), in which finding the regular pattern of scatterers on top of the noisy background
is quite easy. Therefore, it was decided that the fiducial markers should be arranged in specified
patterns. Ideally, these patterns would make it very easy to identify left and right in the phantom,
allow for alignment to a specified plane, and provide visual assistance on how to correct the
misalignments.

The developed fiducial marker design is illustrated in Figure 8.8. Figure 8.8(a) shows the x-
z-plane of the design. Figure 8.8(b) shows the y-z-plane of the design. The patterns are not
symmetric from left to right. The dashed lines in Figure 8.8(b) represent the elevation focus of a
2D imaging probe. The green fiducial marker columns should be aligned to the flow channel of
interest. The separation between columns in the elevation direction should be large enough that
only the centre column of markers in the y-z-plane are within the elevation focus, as illustrated
in the figure. Thereby, misalignment in any direction will allow an extra column of scatterers to
be within the elevation focus, and additional markers will therefore appear either at the top of
the bottom of the design. If both sides of the phantom show only extra markers at the top, or
at the bottom, the misalignment is purely translational, and can be corrected using the design
both in terms of the direction of the corrections as well as the amount of correction, based on
the knowledge of how far the marker columns are separated. If one side shows markers at the
bottom, and the other side shows markers at the top, the misalignment is also rotational. In the
implemented design, marker columns are separated by 2 mm in the x-z-plane, by 1 mm in the
y-z-plane, and by 1 mm vertically.
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Left Right

(a) x-z-plane - azimuth/axial

Left Right

(b) y-z-plane - elevation/axial

Figure 8.8: Fiducial marker layout concept. (a) shows the x-z-plane of the design. The patters are not
symmetric from left to right. (b) shows the y-z-plane of the design. The dashed lines in represent the
elevation focus of a 2D imaging probe. The green fiducial marker columns should be aligned to the flow
channel of interest. The separation between columns in the elevation direction should be large enough that
only the centre, green, markers are within the elevation focus.

8.4.3 3D super-localisation results

Ultrasound data was acquired over 28 seconds using a prototype 62+62 elements 3 MHz PZT RCA
array [61]. The probe was connected to the experimental synthetic aperture real-time ultrasound
system (SARUS) [153]. The maximum volume rate of the imaging sequence was 156 Hz at a pulse
repetition frequency of 10 kHz. For the experiment, the volume rate was lowered to ≈ 14 Hz for a
total of 400 volumes. The sequence is described in detail in Paper H. SonoVue micro-bubbles were
used, in a 1:10 dilution of the standard solution, infused into the channel system at 1.61 µL/s,
which resulted in a peak velocity of 102.4 mm/s. The data was subsequently analysed using the
SRUS algorithm developed by my collaborators at DTU.

The super-localised positions of the micro-bubbles in the phantom can be seen as the blue dots
in Figure 8.9. The used experimental parameters reflect that the results from the initial 2D double
channel phantom had not been analysed in depth at the time of the experiment. The results in
this experiment thus suffer from some of the same problems. A micro-bubble with a velocity of
102.4 mm/s will only be present inside the phantom for ≈0.18 seconds. With the utilized volume
rate, a single micro-bubble will only be captured in three consecutive volumes before exiting the
phantom again. Clearly, an attempt at tracking the individual micro-bubbles and imaging the flow
velocities based on that would once again result in images where micro-bubbles would apparently
travel through the hydrogel, and not only follow the flow channel, similarly to Figure 8.3(c).
However, the actual super-localised micro-bubble positions presented in Figure 8.9 show that the
micro-bubbles are in fact only ever localised in positions which correlate with the phantom design.

At each of the bends in the flow channel, the inferred diameter of the channel based on the
micro-bubble localisations appear wider than in the straight segments. There has been no evidence
suggesting that this is a true effect in the printed phantom; it could be an artefact in the SRUS
pipeline. This should investigated further.

Given that the phantom only has a single straight channel and no other channel segments placed
closer than the diffraction limit set by the scanning system, it is not possible to demonstrate the
resolution capabilities of a SRUS pipeline using this phantom. However, as noted the introductory
Section 2.2.1, the localisation precision and the resolution of the system are closely linked, and thus,
the localisation precision will hint at the resolution. By isolating the straight segments of the inlet,
central channel, and outlet, individually, as demonstrated by the blue crosses in Figure 8.10(a),
it is possible to make an indirect estimate of the localisation precision. The localisation precision
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Figure 8.9: Super-localised micro-bubble positions in the single channel phantom.
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(b) Radial distribution of micro-bubbles

Figure 8.10: Procedure for estimating the localisation precision from flow channel data. (a) highlights a
subset of the micro-bubble localisations located along a single straight segment. (b) shows the distribution
of the localisations radially from the centreline of the used subset. The blue curve illustrates the radial
distribution with uniform micro-bubble distribution in the channel. The red curve shows the expected
distribution when measurement uncertainty is accounted for, showing how some micro-bubbles might
appear to be located outside of the channel boundary. The yellow curve shows the actual radial distribution
from the selected subset.
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stems from the noise in the scanning system. Due to that noise, a micro-bubble right at the edge
of the channel might erroneously be localised outside of the channel, with the localisation precision
determining how far the position estimate can be offset. A straight line is fitted to the data in each
segment, which therefore represents the centreline of the channel. The distance from each localised
micro-bubble to the centre is calculated. The procedure effectively takes the data from 3D, to a 2D
cross-sectional projection, into a 1D radial distribution. The phantom was mounted roughly along
the transducer axes, but calculating distances relative to the fitted line instead of the transducer
axes will remove a potential effect from misalignment of the phantom to the ultrasound probe. If
one assumes that the micro-bubble localisation are uniformly distributed across the cross-sectional
area of the channel, the radial distribution of micro-bubbles will be a straight line from zero, out to
the radius of the channel, as illustrated by the blue curve in Figure 8.10(b). This is because each
infinitesimal area increment scales as the circumference, 2πr, and is therefore linear in r. Assuming
the localisation precision is normal distributed with the same variance in each dimension, the radial
distribution of all micro-bubbles in the segment will follow the distribution

f(r) = 2πr

∫

|~rt|<R

1

πR2

1

2πσ2
exp

(−|~r − ~rt|2
2σ2

)
d2rt, (8.4)

where r is radial position, R is the radius of the tube, and σ is the standard deviation. The
integral is a convolution of a constant density (1/(πR2)) with a two-dimensional Gaussian. The
non-analytical integral (8.4) is estimated in a Monte-Carlo calculation and is a Rayleigh distribution
convolved with a uniform disk distribution of radius R = 100 µm. The factor 2πr is the Jacobian
needed to convert from Cartesian to cylindrical coordinates. The convolved theoretical micro-
bubble distribution is shown as the red curve in Figure 8.10(b). After convolution, a certain
fraction of the micro-bubble positions will be outside of the channel boundary, illustrated as the
vertical blue line, where the uniformly distributed micro-bubble curve goes to zero. This fraction
will be given by the localisation precision of the actual measured data, or the standard deviation
σ of the theoretical distribution. Thus, when the data has been collected, the fraction of micro-
bubbles localised outside the boundary of the tube can be calculated, and the localisation precision
can be reverse engineered by simulation, by finding the standard deviation of a 2D Gaussian
distribution which results in the same fraction of localisations outside of the channel boundary.
The radial distribution of the measured micro-bubble localisation is shown as the yellow curve
in Figure 8.10(b). For the channel with radial distributions in the y − z plane, the fraction of
localisations outside of the channel boundary was found to be 13%, corresponding to a localisation
precision of 16.5 µm. For the channel with radial distributions in the x − z plane, the fraction of
localisations outsize of the channel boundary was found to be 18%, corresponding to a localisation
precision of 23 µm.

This model is based on a number of assumptions, of which some are known not to be met. First,
it can be problematic to use a model as a predictor when there are so large differences in the bin
sizes between the simulated data and the measured data. The reason for this is simply due to the
availability of data, with a total micro-bubble count of 415. Of course more data would always be
beneficial when basing calculations on data distributions. Second, reducing this to a radial problem
is problematic, since the ultrasound imaging system is not expected to have equal precision along
the different axes: Ultrasound systems provide higher precision in the axial direction compared
to the lateral direction, and the distributions in both channel segments are mixtures of the axial
direction with one of the lateral directions, which consequently means the localisation precision
estimates are as well. Thus it is reasonable to expect that the radial estimates will overestimate
the true axial precision and underestimate the true lateral precision. Third, the foundation is
a uniform distribution of micro-bubbles in the channel cross-sectional area. Due to the no-slip
boundary condition of the fluid in the micro-channel, the flow velocity at the edge of the channel
is zero, and consequently, there will not be any micro-bubbles there. The velocity profile increases
towards the centre of the micro-channel, and the micro-bubble distribution would be expected to
gradually increase from zero. When the distribution is then normalised with circumference for a
radial distribution, the result would be a curve somewhat similar to the red curve in Figure 8.10(b),
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but with the tail reaching zero at the channel boundary. Finally, the model does not really seem
to fit the data that well. The data is skewed significantly towards the centre. This is actually quite
well in line with the previous point of the wrong foundational distribution. None of these issues
are present for the scatterer calibration phantom presented in the previous chapter.

Considering all of these erroneous assumptions, it is surprising that the localisation precision
estimates based on this model are quite well in line with those determined using the scatterer
phantom. In fact, both estimates obtained from the flow phantom split the lateral precision
estimate of 17.3− 27.6 µm and axial precision estimate of 8.7− 9.5 µm found using the scatterer
phantom, which would be expected. Thus, the method functions well as a first order estimate of
the localisation precision.

8.5 Looping flow phantom for 3D SRUS

The previous phantom demonstrated how localisation precision in 3D can be estimated directly
from the micro-bubble localisations, which will hint at the system resolution. However, instead of
inferring the resolving power of the SRUS pipeline, direct demonstration of it would be preferable.
That is the purpose of the next design.

8.5.1 Phantom description

The phantom design can be seen in Figure 8.11. It consists of a 200 µm cylindrical channel which
loops around and passes 108 µm above itself at a 90° angle. The radius of curvature at the corners
of the loop is 2.7 mm to ensure that the bend itself will be visible in B-mode, while the separated
crossing will not. The phantom has been designed to allow for inclusion of the crossing channels,
the entire channel loop, as well as the fiducial markers within the FOV of the RCA probe used
in previous experiments. The vertical bend only has a radius of curvature of 200 µm. This was
the simple implementation based on how the channel generation works, but the ideal displacement
would be done gradually, for a smooth transition with a small disturbance of the flow. However,
the important feature of the phantom is the crossing of the channels, and the vertical bend was
therefore placed at the back of the loop to allow the flow to re-stabilize before the channel crossing.

The printed phantom can be seen in Figure 8.12. Water containing blue fruit dye has been
pumped through the channel to create optical contrast between the hydrogel and the channel. The
phantom was printed with a layer exposure time of three seconds, while the Single pixel dosing
scheme was applied to the fiducial markers.

A new fiducial marker layout was made for this phantom. The overall layout of the fiducial
markers are the same as for the single channel phantom. However, as seen in Figure 8.11(e) the
two pairs of markers are not placed along a channel, or even in the same plane. This was done
to avoid any signal interference between that from the markers and micro-bubbles in the channel.
Instead, the groups are placed on each side of the channel crossing along the x-axis, offset along
the y-axis. It has been designed strictly for 3D imaging, with the placement of the fiducial markers
not allowing to align a 2D imaging probe to a plane. Thus, if 2D cross-sectional images are desired,
alignment will have to be done directly to the channel, which is not ideal. This should be changed
in the future.

8.5.2 Looping flow phantom results

The phantom has been used for illustrating a number of different features, and has illuminated
some of the issues which have been stated previously. As mentioned it was designed to demonstrate
the 3D resolution capabilities of the 3D SRUS pipeline. Building on the previous experience the
volume flow velocity was decreased to 0.06 µL/s and the micro-bubble concentration decreased to
a 1:100 dilution compared to the standard solution. The prototype 62 + 62 elements 3 MHz PZT,
RCA array was used again, connected to the experimental SARUS. Figure 8.13 shows a 3D B-mode
volume of the channel crossing and the full loop. The image illustrates that the two channels are not
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Figure 8.11: Design of the looping flow phantom for 3D SRUS.

Figure 8.12: Image of the looping channel phantom. Water containing blue fruit dye was pumped through
the channel to increase the contrast between the hydrogel and the channel.
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Figure 8.13: B-mode volume of the looping phantom acquired with a 3 MHz RCA array. The iso-surfaces
mark intensities at 0 dB, -10 dB, -20 dB and -30 dB.

distinguishable in regular B-mode images, separated by only 108 µm. Although the micro-bubble
concentration was decreased, no micro-bubbles were detected in the images, despite the fact that
they had been visualised in the phantom in control 2D B-mode images using 2D imaging probes.
The hypothesis is that the pressure from the RCA array is two high, bursting the bubbles, therefore
resulting in no micro-bubble detections. The micro-bubble debris is expected to be providing the
wide signal seen in the B-mode volume. It should be noted that the image is not a summation
of volumes across the acquisition time, but a single volume. Micro-bubbles bursting might also
explain why it was possible to detect micro-bubbles in the single straight channel phantom in the
previous section, even though a high concentration of micro-bubbles was used. If most of the
bubbles in the solution are bursting but a few remain, the resulting concentration might end up
being sufficiently low, and suitable for SRUS. The experiment has not yet been repeated with a
higher micro-bubble concentration.

In an ongoing series of experiments, the phantom is used to illustrate the benefits obtained when
doing super-resolution in 3D in terms of the elevation resolvability. By placing the channel loop
vertically, and aligning a 2D transducer to the channel segments, the entire channel system can be
captured within the width of the elevation focus. This is illustrated in Figure 8.14. Figure 8.14(a)
shows the B-mode image of the phantom. The vertical configuration places the phantom perpen-
dicular to the layer orientation seen as the horizontal lines again. Figure 8.14(b) shows a contrast
enhanced image taken interleaved with the B-mode image, illustrating the isolation potential when
imaging non-linear objects. In this case, the micro-bubble signal within the channel is clearly
visible.

Another method for isolating the flow signal would be to apply a stationary echo filter. Such fil-
ters can be applied in various forms, but the simplest method will be to consider only the difference
between consecutive B-mode images. In this way, only features which have moved between frames
will be visible. Figure 8.15(a) shows an example of the difference between two consecutive images.
Even though each B-mode image appears similar to Figure 8.14(a), the difference between two
consecutive frames reveals significant movement due to the flow, beneath the static background.
These difference images can then be quadrated to obtain the energy in each image, and integrated
over time to reveal the areas of significant movement in the images, as seen in Figure 8.15(b).
The channel shape is clearly identifiable with two hot regions shown in the vertical segments of
channels. The exact reason for this is unknown, but is clearly observable when watching the video
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Figure 8.14: 2D ultrasound images of the looping flow phantom, with the channel system placed vertically.
(a) shows a B-mode image of the phantom. The phantom orientation results in only the horizontal print
layers being the only visible features. (b) shows a contrast enhanced image taken interleaved with the
B-mode image.
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Figure 8.15: Resulting images after application of a stationary echo filter on the B-mode images in the
series presented in Figure 8.14(a). (a) Subtraction of consecutive frames will result in only the features
which have moved between frames being visible, in this case, the micro-bubbles in the flow channel. (b)
shows the integrated energy over time of the filtered B-mode images. A tear near the outlet can be seen
in which the channel branches into two segments.
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of the subtracted frames. The effect might stem from the opposing forces acting on the micro-
bubbles such as the fluid velocity, buoyancy, and the ultrasound pressure field pushing down the
micro-bubbles. It is also notable that the vertical parts of the channels are printed in the x-y-plane,
on an isotropic voxel grid, whereas the horizontal channel segments are printed on a anisotropic
voxel grid. Thus, there might be an actual difference in channel dimensions, disturbing the flow.

8.6 Flow phantom optimisation

8.6.1 New fiducial marker layout

A practical issue with using 3D imaging probes, is that the data rate is so large, that there is
typically no ultrasound live view, and therefore no easy feedback on alignment of the probe to the
phantom. Instead, one will have to set everything up, make rough alignments, record a volume
and beamform the data. Then the alignment can be checked, and altered if needed. To ease with
alignment, the experimental setup includes 3D printed probe holders, which are all designed to
mount the centreline of the ultrasound probe in the same position. In that way, if one probe is
aligned all other probes will be aligned as well. Thus, if the fiducial markers are aligned along a
plane, a 2D transducer can be used for live feedback on alignment to that plane. Any other probe
exchanged with the used one will then be aligned similarly. This greatly simplifies alignment of
3D imaging probes. Inclusion of another set of fiducial markers rotated 90° around the centre
vertical axis allows for aligning the probe along x and y. Figure 8.16 shows an updated version
of the straight channel phantom, with offset fiducial markers, of the same overall pattern used in
the original straight channel phantom, only now placed in the centre of the phantom and with two
sets of orthogonal alignment marks. The new design was implemented to have the needle inlet
further away from the central channel to be imaged, in this case the orthogonal channel section,
potentially to move it completely out of the probe FOV. The needle itself is made of metal, which
in general have high acoustic impedances, and will therefore provide large reflections in ultrasound
imaging. These reflections could potentially influence the image of structures surrounding it.

Practical use of the original fiducial marker layout has shown that even at 1 mm of lateral
separation of the fiducial marker columns, the elevation focus of the used 2D probes is still too
wide for good unambiguous alignment to the fiducial marker structure. Updated versions will be
separated by 1.5 mm.

8.6.2 Decreasing the flow channel size

The presented phantoms have been made with varying channel feature complexity, mainly to high-
light different features of SRUS. However, they have all been fabricated with safe dimensions for
the channel which were known to work without problems based on previous experiments. The fab-
rication method had not been characterised regarding the channel dimensions. It could be argued
that this follows directly from the analysis of the scatterer sizes presented in Section 7.2.3, which
was also one of the reasons why the circular cross-section was included in the design. However,
observing a cavity appearing to be open does not mean that a channel of the same size will be per-
fusable. It might depend on the localisation of the channel, which was also illustrated by the small
systematic variations seen in the printed scatterer size depending on the position of the scatterer
within the print area. Furthermore, even a small print error at a single point along the channel
might result in blocking of the channel. The chance of actually locating such a print error when
investigating a channel by slicing the hydrogel for cross-sectional optical imaging is slim at best.
Additionally there is significant risk of actually contaminating the channel directly when slicing it.
The only way to test for perfusability is to perfuse the printed samples.

A preliminary investigation was made using the phantom design seen in Figure 8.17. Each
channel starts with a 702 µm (65 voxels) diameter needle inlet, which narrows to 205 µm (19
voxels), before entering the main segment which is designed to be from 32.4 µm to 108 µm (3 to
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Figure 8.16: Updated version of the single channel phantom. In this case, the needle inlet is moved to
the end of the phantom to remove it from the probe FOV. The fiducial markers are located near the centre
of the phantom. Knowing the offset to the flow channels, proper alignment can easily be done.
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Figure 8.17: Perfusion test phantom. The channels are all cylindrical, and are designed to be from 3 to
10 voxels in diameter.

10 voxels), before going out into another 205 µm (19 voxels) segment. The phantoms were printed
using a layer exposure time of 3 seconds.

An image of a phantom submerged in water during perfusion of the middle channel can be
seen in Figure 8.18. The channels were perfused with water containing blue fruit dye for visual
confirmation of perfusability. Due to the yellow colour of the phantom, and likely QY mixing with
the perfusion solution, the dye appears green instead of blue. The wider 205 µm segments were
included since the water with blue fruit dye was not visible to the naked eye in the smallest of the
channels. By making a wider inlet before and after the narrow channel, the dye would be visible in
these sections. Alternatively, perfusability could have been confirmed simply by observing the blue
dye at the outlet of the channels. The channel perfused in the image was designed to be 86.4 µm
in diameter. The blue dye can be seen in the water at the outlet of the perfused channel.

As the design was printed on the side, it was possible to fabricate two samples per print. Four
samples were made in total in two prints. The results were inconclusive. In both of the two prints,
one phantom was perfusable down to a design diameter of 86.4 µm, which according to the model
presented in the scatterer size analysis will actually be printed as 80.8 µm. The other phantoms
were only perfusable at the largest or next largest channels, 129.6 µm and 118.8 µm. Whether this
difference stems from which side of the print area the phantom was printed on is unknown since
the print side was not logged, but it could indeed be a consequence of imperfect printer uniformity.
However, the optical investigation of the scatterer size in Section 7.2.3 did not suggest variations
this large.

A more systematic study could be conducted in the future, taking into account multiple factors
as in the scatterer size analysis, including the print position. Dosing schemes around the channels
could also be applied, either through more controlled narrowing of channels by local increase of the
dose, or by decreasing the risk of closing down the channels through lowering of the dose locally
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Figure 8.18: Image of perfusion test sample. The channels were perfused with water containing blue
fruit dye for visual confirmation of perfusability. Due to the yellow colour of the phantom, and likely QY
mixing with the perfusion solution, the dye appears green instead of blue. The channel perfused in the
image was designed to be 86.4 µm in diameter.

around the channels. Thereby, the channel diameters might actually be controlled on a continuous
scale, instead of being limited by the voxel dimensions.

8.7 Phantom concepts for future exploration

A number of additional phantom concepts have already been designed, but have not yet been
utilized fully. These are designed both to determine the limit of the phantom fabrication method,
but also to demonstrate resolution capabilities of SRUS algorithms in three dimensions.

8.7.1 Optimisation of channel separation

The minimum channel separation distance will set the limit for the SRUS resolution testing. The
currently demonstrated 108 µm of separation is already well below the diffraction limit of most
ultrasound systems, but at the same time not near the limit of SRUS algorithms. The following
designs have been considered to test the printer capabilities, but have not yet been tested. It
should be noted that in both cases the failure points likely will vary with channel diameter and
volume flow rate.

Channels running in parallel

Figure 8.19 shows a design concept for testing how close flow channels can be printed when placed
parallel to each other. A single channel bends multiple times passing parallel close by itself. Initial
separation is set to 108 µm, and decreased by 1 voxel for each bend. Note that only the separations
between channels are scaled to the voxel grid in the illustration. The channel would need to be
larger. Supposedly, when the separation between channel segments becomes too small at a certain
pressure, the separation will fail. By using blue fruit dye again, it will be possible to determine the
point of failure optically. The channel diameter should be kept large enough that the dyed water is
visible to the naked eye. Unless debris at the failure ends up blocking the flow channel, the liquid
can bypass the remaining loops to escape to the outlet. Thereby, the exact point of failure can be
determined for parallel channels.
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Figure 8.19: Parallel channels phantom concept. A single channel bends multiple times passing parallel
close by itself. Initial separation is set to 108 µm, and decreased by 1 voxel for each bend. Note that only
the separations between channels are scaled to the voxel grid. The channel would need to be larger.

Channels crossing perpendicularly

Figure 8.20 shows a design concept for testing how close flow channels can be printed when placed
perpendicular to each other. A single channel is looped around and displaced vertically by initially
only a single voxel of separation before passing over itself. The channel passes itself multiple times,
each time increasing the separation by one voxel. The crossings are seen in (a), and the vertical
channel separation is seen in (b). Given that the region in which the channels are close to each
other is small compared to the parallel channel design concept, it is expected that the channel
separation will fail at a smaller separation. The order of vertical separation is critical in this
design. By placing the smallest separation furthest away from the inlet, the flow will only bypass
smaller separations than that at the failure point. With the order reversed, the first crossing from
the inlet would be the one with smallest separation. If that fails, flow would bypass all larger bends
on the way to the outlet, making it impossible to observe the actual minimum separation distance.
Once again, this assumes that debris at the point of failure does not end up blocking the channel.

8.7.2 Different flow velocities along different axes in a single phantom

Changes to the channel diameter will modify the hydraulic resistance and thereby the volume
flow rate, and as a consequence the flow velocity. If only a single channel is used, the volume
flow rate will necessarily be the same all the way through the channel system. By intentionally
modifying the diameter of selected segments of the channel, the flow velocities in the different
segments would be known, which could be used for velocity estimator validation. By having the
channel bend in different directions, a single phantom with a single channel could be bent to be
oriented in all directions at different positions in the phantom, with locally different well controlled
flow velocities.

8.7.3 Branching channel systems to quantify local print variability

Once the flow estimator has been properly validated, phantom fabrication can start getting even
more creative, utilizing the three-dimensional freedom of the printing method to the fullest. Flow
phantoms can be designed with features mimicking actual vasculature. Designs could contain all
of the elements previously avoided, for instance branching of channels oriented in many different
directions. With the SRUS pipeline validated at this level, it could be utilised to illuminate the
print variability of the channel phantoms.
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(a) x− y plane (b) x− z cross-plane

Figure 8.20: Channels crossing perpendicularly phantom concept. A single channel is looped around
and elevated by initially only a single voxel of separation before passing over itself. The channel passes
itself multiple times, each time increasing the separation by one voxel. The crossing is seen in (a), and the
channel separation is seen in (b). Note that only the vertical separations between channels are scaled to
the voxel grid. The channel would need to be larger.

8.8 Chapter summary

A series of flow phantom designs with 200 µm diameter channels have been presented, providing
insight into the progressive development of the phantom and fiducial marker designs utilized. The
design methods in MATLAB was described, demonstrating how to obtain most control possible
over phantom dimensions and feature placement. A phantom containing two channels with a
separation of 108 µm was presented to demonstrate SRUS in 2D. This sparked the development of
fiducial marker patterns for precise alignment of ultrasound probes to the flow channels. A fiducial
marker pattern was presented, which provides visual feedback on which corrections to alignment
are needed. A single channel flow phantom was designed for demonstration of super-localisation
of micro-bubbles using a 3D RCA probe. The micro-bubble localisations were used to determine
SRUS precision estimates of 16.5 µm in the y − z plane and 23 µm in the x − z plane, both
in line with the precision estimates determined using the scatterer phantom in Section 7.3.2. A
looping flow phantom was designed to demonstrate 3D SRUS pipeline resolution capabilities. Initial
experimentation utilizing this phantom design was presented, however, 3D SRUS experimentation
has not yet been conducted. Initial experiments have shown that it is possible to 3D print perfusable
channels as small as 80.8 µm.
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Overall conclusion and outlook
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CHAPTER 9

Conclusion

The underlying goal of this Ph.D. project has been to develop tools to expand and improve the
super-resolution ultrasound imaging (SRUS) techniques in the ultrasound research field, in part
by transferring them from 2D to 3D imaging. The foundation has been that the improvements
will be found both in software and hardware development, which in turn needs validation. This
has lead to the solutions presented in the two main parts of this thesis: capacitive micro-machined
ultrasonic transducer (CMUT) process development, and 3D printed phantom fabrication.

CMUT process development
A critical processing step for fusion bonded CMUTs is the bonding step, which is highly vul-

nerable to particle contamination. The results presented in the thesis show that it is possible
to obtain fusion bonds of comparable quality when conducting the pre-bonding process directly
in hand, referred to as handbonding, instead of in a dedicated wafer bonder. A CMUT device
structure using silicon nitride (Si3N4) plates were used to indirectly determine the resulting cavity
pressure by measuring the resulting plate deflection under ambient conditions, as this is propor-
tional to the cross-plate pressure difference. Handbonded devices were compared to devices bonded
in a wafer bonder in vacuum, argon and air. No difference in plate deflection was found between
the devices bonded in different atmospheres, indicating gases trapped in cavities formed through
fusion bonding will diffuse out through the bonding interface during the 1100°C bond anneal step.
Thereby, the gas content inside the cavity devices will depend on the annealing atmosphere: If
the anneal is conducted in an N2 atmosphere, the cavities will end up containing N2, regardless of
what the initial gaseous content was. The only way to obtain a vacuum cavity is to anneal inside
a vacuum.

The study has changed the bonding procedures of the research group, not only for fusion bond-
ing, but also other types of wafer bonding. Due to the particle sensitivity of the bonding processes,
a wafer cleaning process is always conducted as a final step prior to wafer bonding. A by-product
of handbonding is that it is not necessary to transfer the wafers from the wafer cleaning station
to the wafer bonder before bonding, with inevitable additional particle exposure. The handbond
can be conducted right after wafer cleaning, minimising the risk of particle contamination. If con-
trolled bonding parameters are necessary, the wafer stack can then subsequently be transferred to
the wafer bonder, but now without the risk of additional particle contamination.

3D printed phantoms
In this thesis, ultrasound phantoms have been created using a stereolithography (SLA) 3D

printing method. The method is a layer-by-layer printing process in which a liquid resin is poly-
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merised into a water-containing polymer network called hydrogels, with acoustic parameters similar
to those found in tissue. The printer system provides a voxel size of 10.8 µm × 10.8 µm × 20 µm.

The properties of the phantoms have been characterised. Empirical results showed that changes
in the acoustic properties could be attained by varying the interlayer exposure time of the printed
structures locally within a phantom. However, characterisation of the hydrogel samples revealed a
practically constant speed of sound of 1577 m/s for exposure times from 2 seconds to 19 seconds
with a slight decrease to ≈1530 m/s for exposure times up to 23 seconds. The density was also
found to be practically constant for most exposure times, with an average density of 1.045 g/ml.
As a consequence, there should be no change in acoustic impedance, meaning there is no clear
explanation for the empirical observation that the phantom properties do change. The phantom
swells post printing, and the amount of swelling changes with the exposure time, from a little less
than 2.6% for the most utilized exposure time of 3 seconds, to more than 6% for doses in the range
of 9 seconds to 17 seconds. The swelling was shown to be isotropic. By using local exposures, this
difference in swelling will result in stress effects locally in the phantom which might explain the
change in acoustic impedance. However, this is not easily testable.

A new type of phantom was also developed for SRUS. One of the shortcomings of tube phantoms
and micro-bubbles is that it is not possible to control the position of the micro-bubbles within the
tubes. It is only possible to create an outer boundary. Thereby, the source of the detected signals
are not completely known. It was shown that fixated scatterers could be printed by printing hollow
cavities. By making them smaller than the imaging wavelength, they can be used as point targets.
Statistical models were made to correlate the designed sizes of scatterers, ranging from 3 to 12
voxels, to the resulting printed scatterer size, also modelling the effect of using square or circular
scatterer cross-sections, and printing them with different dose schemes with local overexposure
around the scatterers. The statistical models provide not only an overview of these scatterer
related factors, but also models inhomogeneities in the printer field of view (FOV) which can
then be compensated. The model showed a significant size dependence on the dose schemes, with
scatterers employing local overexposure around the cavity becoming smaller than those printed
using only the base exposure time. A similar study was conducted on the reflected intensity,
modelling all of the same factors, including compensation for inhomogeneities in the ultrasound
imaging field. It was shown that the scatterers printed with overexposure in a single voxel wide
frame around the cavity provided the largest intensities, and should thus be used for scatterer
phantoms and fiducial markers.

A scatterer phantom containing eight randomly placed scatterers was used for determining
the accuracy and the localisation precision of a 3D SRUS pipeline using a row-column addressed
(RCA) array. With the scatterer coordinates compensated for the swelling, the SRUS pipeline
could be validated. Good correlation between the distances between the scatterers based on
the super-localised positions of the scatterers, and the corresponding design distances compen-
sated for swelling was found. The slope of correlation was 0.989, close to a perfect correla-
tion slope of 1. The true precision is expected to be between the two limiting estimates of
(σ̃x, σ̃y, σ̃z) = (17.7 µm, 27.6 µm, 9.5 µm) and (σ̃x, σ̃y, σ̃z) = (17.3 µm, 19.3 µm, 8.7 µm),
with the worst precision estimates being about 1/18th of the wavelength of 500 µm used in the
experiment. The two sets of precision estimates stems from distortion in the beamforming, on a
micrometre scale. This would not have been possible to discover using conventional tube phantom
setups.

A series of flow phantoms were created to perform well controlled SRUS with micro-bubbles.
The initial flow phantom results illustrated the fundamental need for fiducial markers to align
the ultrasound probe to the phantom features. A fiducial marker layout was presented, which
allow for easy alignment. The layout is based on a grid of scatterers for simpler identification of
orientation. Furthermore, additional fiducial markers were included to provide visual feedback on
how to correct alignment.

Another flow phantom was created to demonstrate super-localisation of micro-bubbles in 3D
using a RCA array. An alternative method for estimation of the localisation precision was demon-
strated, through consideration of the distributions of micro-bubbles. The localisation precision
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estimates were 16.5 µm in the y − z plane and 23 µm in the x − z plane, both in line with the
precision estimates determined using the scatterer phantom.

A looping flow phantom was designed to demonstrate 3D SRUS pipeline resolution capabilities.
The design concept and intended use was described, including initial experiments utilizing the
phantom, however, 3D SRUS experimentation has not yet been conducted.

The results illustrate the great obtainable achievements with a high resolution 3D printing
phantom fabrication method, but only scratches the surface of the potential for future solutions
which the phantom printing method provides. The printing method allows for three-dimensional
freedom when designing phantoms, and an unparalleled control of phantom feature placement and
feature size control.

9.1 Outlook

Many conclusive results and elements of transducer and phantom development were presented,
showing off some of the of the capabilities of the technologies. While these results are directly
usable, each of them opens up a series of new possibilities and areas to explore.

CMUT process development

The handbonding method has already been implemented as a standardised intermediate bond-
ing step, conducted right after wafer cleaning. Although pressure is still applied to the pre-bonded
structures for a more controlled pre-bond condition, this could potentially be exchanged with a
weight placed on the wafer stack. This would allow for the transfer of the CMUT processing to
a 6“ wafer process, likely increasing the device throughput, which would provide the potential for
increased characterisation of performance of the finished fusion bonded devices. A number of other
processing steps still need transferring to a 6” wafer process.

3D printed phantoms

The 3D printing method has also proven a lot of use cases already. The implemented scatterer
phantoms illustrate the intended concepts of SRUS pipeline characterisation using static and re-
peatable scatterer targets. However, a lot of modifications can be made to illuminate other SRUS
features. Direct investigations into exactly how much separation between scatterers is needed for
a properly functioning SRUS pipeline could be implemented. Sub-wavelength placement of scat-
terers might also open up for alternative SRUS techniques capable of separating the scatterers.
In relation to the neural network sub-wavelength scatterer detection system, phantoms with scat-
terers placed much closer will be needed. These might be fixated in grids as used so far or in
random patterns with a varying number of scatterers to better mimic the in vivo micro-bubble
situation. The neural network scatterer detection has a high enough resolution that each scatterer
is recognised with two scattering interfaces, one at the front, and one at the back of the scatterer.
These might also be utilized as individual scattering targets, for increased flexibility in scatterer
placement.

The scatterer sizes and signal intensities have only been characterised for 2D imaging, but
should also be optimised for 3D imaging. To improve the signal to noise level (SNR) in the scatterer
phantoms further, lowering of the background scattering intensity should also be investigated.

The scatterer phantoms illustrated high sensitivity to small distortions in the beamforming. It
is likely a consequence of not perfectly matched speeds of sound between the phantom hydrogel
and the water. Addition of salt to the water will increase the speed of sound towards that of the
hydrogel. However, given that the hydrogel is a diffusion open polymer network, the salt water
would also enter the hydrogel material, which is likely to change the hydrogel speed of sound as
well. This, and alternative methods of matching of the speeds of sound should be tested.

A number of flow phantoms have been presented in the thesis, mainly using channel dimension
known to provide perfusable channels. An initial study of decreasing the channel diameter was
presented showing that it is possible to perfuse 80.8 µm channels. The study should be done more
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systematically, as the results showed high variability, potentially due to the channel placement
within the printer FOV. Furthermore, modifications to the exposure schemes could result in even
smaller channels being perfusable.

In addition to optimization of the channel diameter, the possible channel separation should also
be tested, as this would be directly usable to demonstrate the resolution of the SRUS pipelines.
However, at some point the channel separation might become so small that the flow channel
separation fails due to the flow pressure. Two designs of phantoms were presented to investigate
this, one for parallel flow channels and one for perpendicular flow channels.

The presented phantoms primarily investigated super-localisation of scatterers, as inexperience
with using micro-bubbles resulted in practical flow velocities not suitable for velocity estimation.
Optimisation of the flow velocities and micro-bubble concentrations could be combined with flow
phantoms tailored for illustrating SRUS flow velocities. Phantoms with different diameter channel
segments, oriented in many different directions could demonstrate simultaneous velocity estimation
in full imaged volumes, which would not be possible utilizing any other phantom methods.

Finally, the 3D printing method fundamentally provides complete freedom in structure design.
This should eventually be utilized for creating phantoms with channel systems mimicking real
vasculature in terms of approximate scale and complexity.
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Abstract—This paper presents an inexpensive, low temperature
and rapid fabrication method for capacitive micromachined
ultrasonic transducers (CMUT). The fabrication utilizes the
bonding and dielectric properties of the photosensitive polymer
Benzocyclobutene (BCB). A BCB based row-column addressed
CMUT with integrated apodization has been fabricated and
characterized with initial impedance measurement. Furthermore,
two linear BCB CMUT arrays have been fabricated with different
bottom electrode designs and characterized acoustically. All the
fabricated arrays have a center frequency of 2.5 MHz when
immersed into water and a pull-in voltage of 75 V. Stability tests
have showed a stable coupling coefficient of approximately 0.1
during 10 hours of biased operation. Acoustic measurements,
with a hydrophone positioned 1 cm from the CMUTs, have
showed a peak-to-peak pressure of 14 kPa.

I. INTRODUCTION

Ultrasound transducers have for decades been based on
piezoelectric technology, which today is a highly optimized
technology. A promising alternative technology is the Capac-
itive Micromachined Ultrasonic Transducer (CMUT), which
has the advantages of a wider bandwidth, and less acoustic
impedance mismatch between transducer and tissue compared
to a piezo transducer among others. The CMUT technology
has furthermore higher design flexibility and allows for more
closely packed active elements, thus, enabling the possibility
for high frequency transducers. CMUTs are made by conven-
tional MEMS (microelectromechanical systems) fabrication
techniques. A CMUT transducer relies on having thousands
of tightly sealed cavities, which can be obtained by either
bonding or sacrificial release [1], [2]. If a bonding method is
used the bonding process becomes one of the more critical
steps in the fabrication process. Several methods have been
demonstrated in the literature with different wafer-bonding
techniques, where fusion/direct bonding and anodic bonding
are among the more common methods [1], [3].
A third option is to use Benzocyclobutene (BCB) as a spacer
and adhesive bonding material. CMUTs fabricated by adhesive
wafer bonding using BCB have been demonstrated by [4]–[7].
BCB, from the Dow Chemical Company’s Cyclotene 4000
series, is a spin and spray coatable photosensitive polymer
and at the same time being an excellent bonding material,
with a reported mean bonding strength up to 35 Jm−2 [8].
Furthermore, BCB exhibits a high chemical resistance when
fully cured, which becomes an apparent advantage in the
presented fabrication process. A BCB based CMUT fabri-
cation has the advantage of being less sensitive to parti-

cles during the bonding process compared to fusion bond-
ing. Hence, transducer arrays with large footprints such as
a Row-Column Addressed (RCA) CMUT arrays can benefit
from this fabrication technique. A RCA array is a 2-D trans-
ducer configuration for 3D ultrasound imaging [9]. Compared
with conventional 2-D arrays RCA significantly reduces the
required number of connections from N2 to 2N , with N being
the number of channels.
In the presented CMUT design, BCB is used as a spacer
defining the gab in the CMUT. However, BCB is inferior to the
typical CMUT spacers SiO2 and Si3N4 in terms of breakdown
voltage, Young’s modulus, and thickness uniformity. High
quality SiO2 and Si3N4 thin films have a breakdown field
of approximately 1V nm−1 [10] whereas the breakdown field
of BCB is 0.53V nm−1 according to the data sheet. Hence,
to make the breakdown voltage of BCB competitive towards
SiO2 new designs must be incorporated.
This paper addresses an inexpensive and fast BCB fabri-
cation, which is a suitable rapid prototyping platform for
different CMUT designs, and in the long term potentially a
candidate for ultrasound imaging. This prototyping platform
has, however, some challenges with hermetically sealing the
cavities, less thin film uniformity, and softer clamping condi-
tions. These effects lead to increased squeeze flow damping,
variations in pull-in voltage across the wafer, and presumably
more mechanical cross talk between CMUT cells.

II. FABRICATION AND ARRAY DESIGN

The BCB CMUT fabrication is entirely based on MEMS
fabrication techniques. The fabrication is a three mask process
schematically shown in Fig 1. A quartz wafer substrate is
chosen in order to reduce the number of required masks by
enabling backside alignment after the bonding process. In
addition, the dielectric properties of the quartz substrate have
the benefit of lowering substrate coupling [11].

Step 1 is a lithography step with a negative tone resist (AZ
nLOF 2020) followed by 400 nm aluminum deposition and
lift-off in MicropositTM remover 1165. CYCLOTENE resin
4022-25 BCB from Dow Chemical Company is, in step 2,
spin coated on top of the structured bottom electrode followed
by a 60 ◦C bake for 90 s. The BCB is afterwards exposed
(@ 365 nm) for 3.2 s with an intensity of 13mW cm−1 result-
ing in a dose of 41.6mJcm−2. A post exposure bake at 60 ◦C
for 90 s is done subsequently. Development is carried out in
two beakers using DS3000 from Dow Chemical Company.
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Fig. 1. BCB CMUT fabrication process. Step 1: Lithography, metallization
and lift-off. Step 2: BCB lithography on top of patterned metal. Step 3: A
double side polished wafer with silicon nitride is bonded to the BCB. Step 4:
Top nitride layer and the silicon are etched away in a dry etch and potassium
hydroxide (KOH) respectively. Step 5: Metal deposition. Step 6: Lithography
followed by an etch through metal and Silicon. Figure is not to scale.

The development time and temperature in the first beaker are
approximately 1min at 30 ◦C, next in the second beaker for
2min at room tempered DS3000 which stops the development.
A final 90 ◦C bake for 1min is performed after development
resulting in an approximate final BCB thickness of 450 nm.
Notice that the BCB is on top of aluminum pads. The purpose
of these pads are to planarize the surface, and thereby achieve
the best possible condition for the spin coating process. The
planarization pads are not electrically connected in the final
device. The plate of the CMUT is made of silicon nitride,
and can be fabricated in a cleanroom with a Low Pressure
Chemical Vapour Deposition (LPCVD) nitride furnace. The
top-wafer consist of a 350 µm double side polished wafer with
a 350 nm low stress LPCVD silicon nitride on both sides. To
lower the stress-induced curvature across the wafer, the nitride
is kept on both sides during bonding in step 3. The nitride top-
wafer is bonded to the patterned BCB in a CNI v2.0 desktop
nanoimprint tool from NIL Technology. During bonding the
temperature is first ramped to 125 ◦C and kept for 15min and
subsequently raised to 240 ◦C and kept constant for 1 h. This
step is a combined bonding and curing step.
A nitride plate serves two purposes. First, it lowers the
fabrication cost compared to a SOI based method, and second
the dielectric properties of the nitride increases the overall
breakdown voltage and allows the plate to go into pull-
in without short circuiting. The top nitride layer and the
silicon are etched away in step 4. The nitride is removed
in a fluorine plasma and the silicon is etched in potassium
hydroxide (KOH). The silicon has a thickness of 350 µm and
requires approximately 4.5 h of etching in 28wt.% KOH at
80 ◦C. The bonded wafers are etched without any backside
or edge protection and the BCB will therefore be directly
exposed to KOH at the edges. The transparent quartz substrate

Al BCB

Design 1

Design 2

Bottom electrode Zoom-in

Fig. 2. A top view of two different array designs. Design 1 has a full bottom
electrode. Design 2 has a structured bottom electrode and the overlapping
region with BCB is significantly reduced (see the zoom-in figure). The
planarization pads are for simplicity not included in this sketch.

enables visual inspection of potential damages of the CMUT
structures, and it has by visual inspection been observed that
KOH etches BCB at the edges with a rate of approximate
1mm h−1. Hence, a safety margin of 1 cm should be sufficient
for this process.
In step 5, 400 nm aluminum is deposited on top of the
remaining nitide device layer and followed by a lithography
step, which later defines the top electrode. In step 6, aluminum
is first etched in a wet solution of H2O:H3PO4 in the volume
ratio 1:2. Finally, the nitride is removed in a dry etch process
to access the bottom electrode.

The highest temperature during fabrication is 240 ◦C, which
makes this process CMOS compatible. The low process tem-
perature allows for a metal bottom electrode, which can be
structured. Two different bottom electrodes designs have been
fabricated and are shown schematically in Fig 2. Design 1 has
a full bottom electrode. It has the disadvantage of increased
parasitic capacitance, however, this design reduces the required
masks from three to two. Design 2, inspired by [4], has a
structured bottom electrode, which serves two purposes. First,
it provides a reduction in parasitic capacitance and second less
BCB will be exposed to a high electric field. The BCB on top
of the connecting wires must be able to withstand the direct
electric field between top and bottom electrodes. However, as
opposed to Design 1, it is only in a very small area where
BCB should withstand the direct electric field. Hence, the
probability of trapping particles or other breakdown lowering
defects is reduced.

Often, CMUT transducers for medical imaging are designed
to be operated with a DC bias voltage of approximately 200V
[12], [13]. The presented CMUT is a rapid prototype of a
BCB CMUT, and the nitride plate is too thin with respect to
the mask layout, resulting in a lowered pull-in voltage and
resonant frequency. The pull-in voltage is measured to be
approximately 75V. The resonance frequency in air is 4MHz
and reduces to 2.5MHz when immersed into water.
A BCB RCA CMUT with integrated apodization [14], [15]
has been fabricated along with two linear arrays. The RCA
CMUT array has a footprint of 2.6×2.6 cm2, and design 2
bottom electrode configuration. The footprint of the two linear
arrays are 5.4×25.4mm2, where one of them is design 1 and
the other is design 2.
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Fig. 3. Image of the presented BCB CMUTs. 62+62 BCB Row-Column
addressed CMUT array with integrated apodization and two 92-element linear
BCB CMUT arrays with different bottom electrode configurations.

TABLE I
CMUT ARRAY PARAMETERS

Parameter Value
Array 1D 2D
Number of elements 94 62+62
Element width 270 µm 270 µm
Element length 5.4mm 26mm
Element pitch 270 µm 270 µm
Cell diameter 60 µm
Electrode diameter (design 2) 40 µm
Cell to cell distance 7.5 µm
BCB cavity height 45 nm
Nitride plate thickness 350 nm

The final transducers are shown in Fig 3. The 1-D linear
arrays consist of 94 elements each with 288 CMUT cells
and the RCA array consists of 62 rows and 62 columns each
having 1254 CMUT cells with apodization included. All array
parameters can be found in Table I.

III. RESULTS

For this BCB fabrication technique to be of interest the
performance has to be constant in time. Hence, operational
stability is a key parameter, and a Row-Column element with
integrated apodization has been stability tested by impedance
measurements during 10 hours of biased operation. The mea-
surements were performed using an Agilent 4294A Precision
Impedance Analyzer with a varying DC voltage and an AC
voltage of 50mV. The stability results can be found in Fig 4.
The figure contains four plots where a) is the applied voltage
sequence. The voltage steps of 0V, 65V and -65V are applied
to the CMUT in a sequence such all transition combinations
are present. 65V corresponds to ∼ 85% of the pull-in voltage.
The capacitance and the coupling coefficient κ2 are depicted
in b) and c). The capacitance and coupling coefficient have the
same qualitative behavior. An increasing tendency over time is
observed for both biased polarities. The underlying reason for
this increasing behavior is not yet understood. However, it is
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Fig. 4. Stability measurements during 10 hours of operation on a Row test
element having a design 2 bottom electrode configuration. a) The applied
DC voltage sequence. b) The measured capacitance. c) The fitted coupling
coefficient. A slow increasing tendency during 2 hours of operation is
observed in both plots. d) The measured current. Notice none of the measured
parameters show any polarity depended characteristics.

not believed to be dielectric charging, since these parameters
would then be expected to decay in time in one of the biased
polarities or both. The coupling coefficient is estimated by
fitting a lumped element model to the impedance spectra. The
magnitude of the coupling coefficient is approximately 0.1
during operation, and is furthermore observed to be equal for
both polarities.
To verify the absence of dielectric charging the leak current
through the CMUT is shown in d). The current in a polymer
depends on several parameters and has multiple regimes in its
IV characteristic [16]. The measured current stabilizes in the
nA range for both polarities, and does not show any signs of
dielectric charging.

The two 1-D linear arrays have been acoustically charac-
terized. Hydrophone measurements were performed in water,
using a calibrated ONDA HGL-0400 hydrophone positioned
1 cm from the CMUT. Prior to the measurement, PDMS has
been coated on top of the arrays to ensure electrical isolation
of the elements during operation. A 2.5MHz two-cycle sine
pulse was used to excite the CMUTs with a 70V DC bias and
an AC peak-to-peak voltage of 10V. The acoustic results are
shown in Fig 5. The two upper plots show the hydrophone
response and the lower plot shows the Fourier spectrum of
the two signals. The hydrophone responses are an average of
30measurements of the same element during a time period
of 3min. The averaged hydrophone responses show a small
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Fig. 5. Acoustic measurements of linear CMUT elements. Upper figures:
Hydrophone response for the two array designs. To reduce noise 30 signals
have been averaged. The smaller signal at 9 µs corresponds to the reflection
from the PDMS. Lower figure: Fourier spectrum for a two period sine pulse
with a DC bias voltage of 70V and a peak-to-peak AC voltage of 10V.

amplitude increase for Design 2. The peak-to-peak pressure
is measured to be 10 kPa and 14 kPa for design 1 and 2,
respectively, which might suggest the amplitude is design
depend. The current output pressure is too low and noisy to
be used for medical imaging, and further optimization will be
needed to increase the output pressure. In the Fourier spectrum
it is seen that the side lopes from the higher harmonics starts in
the range between -18 dB and -24 dB, thus, not nearly as good
as other CMUT in the literature, where a -40 dB suppression
of the second and third harmonic can be found [17].
In conclusion structuring the bottom electrode does not only
reduce the parasitic capacitance and thereby increase the
sensitivity in receive, but it might also have the advantage
of an increased peak-to-peak pressure. However, despite im-
provements in the design, more optimization is needed to make
BCB CMUTs competitive towards other CMUT fabrication
techniques and ultimately the piezoelectric technology.

IV. CONCLUSION

An inexpensive and rapid BCB fabrication process for
1-D and 2-D CMUT array is proposed. Functional 2.5MHz
BCB CMUTs have been fabricated and demonstrated. Two
linear arrays with different bottom electrode configuration
have been characterized one with a uniform bottom electrode
and another with a structured bottom electrode. The presented
BCB CMUTs have been stability tested during 10 hours of
operation, and a coupling coefficient κ2 of approximately 0.1
has been observed. BCB based 1-D linear elements have been
acoustically characterized with a 2-cycle sine pulse, where the
peak-to-peak pressure, at 1 cm, was measured to be 14 kPa.
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Abstract—The improved resolution provided by ultrasound
super-resolution imaging (SRI) sets new demands on the fab-
rication of phantoms for the validation and verification of the
technique. Phantoms should resemble tissue and replicate the
3D nature of tissue vasculature at the microvascular scale. This
paper presents a potential method for creating complex 3D phan-
toms, via 3D printing of water-filled polymer networks. By
using a custom-built stereolithographic printer, projected light
of the desired patterns converts an aqueous poly(ethylene glycol)
diacrylate (PEGDA) solution into a hydrogel, a material capable
of containing 75 wt% of water. Due to the hydrogel mainly con-
sisting of water, it will, from an acoustical point of view, respond
very similar to tissue. A method for printing cavities as small
as (100 µm)3 is demonstrated, and a 3D printed flow phantom
containing channels with cross sections of (200 µm)2 is presented.
The designed structures are geometrically manufactured with a
2% increase in dimensions. The potential for further reduction of
the flow phantom channels size, makes 3D printing a promising
method for obtaining microvascular-like structures.

Index Terms—3D printing, stereolithography, phantom, hydro-
gel, microvasculature, resolution, ultrasound

I. INTRODUCTION

Living tissue continuously adapts to changes in external
stresses, or internal requirements. A local increase in cell
activity will require an increase in nutrients and oxygen to
the local tissue. One reason for increased cell activity could
be cell proliferation due to cancer. The increased demands
are met through increased vascularisation of the tissue [1].
This correlation between cancer and vascularisation can be
used in the diagnosis of cancer patients. Once carcinogenic
tissue has been detected, it will be possible to closely follow
the vasculature response to any cancer treatments, with the
potential to react fast to treatment responses.
Ultrasound super-resolution imaging (SRI) has within the
last few years been introduced as a non-invasive method
for imaging of the vasculature [2], [3]. The characteristic
signal from contrast bubbles can be used to form images of
higher resolution than would be possible due to the diffraction
limit of regular ultrasound methods. To verify and optimise
imaging- and tracking algorithms, it is necessary to use tissue
mimicking phantoms, which not only recapitulate the acoustic
properties of tissue, but also the scale and dimensionality
of interest. The latter two points have proven difficult to
engineer. At the introduction of the ultrasound SRI field, a few
articles were published, demonstrating the method principles
using measurements of phantoms. In one case, the channel

dimensions were decreased to 40 × 80 µm2 [4] by defining
the channel using UV lithography. However, in practice this
imposes a limit of the channels being in a single plane. Other
examples of phantoms consisting of tubes have been presented
in [5] (3 mm diameter) and [6] (200 µm diameter). In both
cases this is larger than the vessels of interest, which are less
than 20 µm in diameter.
3D printing of polymers is a promising new technique, which
allows the flexibility of fabricating complex 3D structures, as
well as printing of very small features in the sub-100 µm
range. Alignment of the ultrasound probe to the phantom
becomes increasingly difficult as phantom features become
smaller. Inclusion of fiducial markers within the phantoms
can greatly reduce this problem.
We present a method for 3D printing of phantoms, by stere-
olithography. Our hypothesis is that by 3D printing phantoms
using stereolithography, it is possible to create geometrically
stable 3D phantoms to a precision within 5% of the designs,
with acoustical properties similar to tissue, containing feature
sizes relevant to SRI in the sub-100 µm range, print flow
channels in 3D space and define fiducial markers with the
purpose of probe alignment to the phantom features. Multiple
iterations of fiducial markers have been made with a twofold
purpose. Firstly, to investigate the type of markers made, and
the influence on the contrast, and secondly, to investigate how
small the markers can be made while still providing sufficient
contrast.

II. MATERIALS AND METHODS

A. Stereolithography

Stereolithography uses a liquid resin hardened to the shape
of the desired pattern through local illumination by a light
source, in a layer by layer process to produce the designed
3D object. Fig. 1 illustrates the method employed. The printer
vat contains the resin. The bottom of the vat is transparent
to enable transmission of light to the resin. A glass slide is
mounted on the fabrication stage, which is lowered into the
resin, until a short distance from the vat bottom. The exact
distance sets a limit on the thickness of the first printed layer.
Upon illumination, the liquid resin will start crosslinking until
reaching the ‘gel point’ at which the resin solidifies. The
illumination system allows for local exposure of the polymer
to enable printing of hollow structures. The fabrication stage
is moved a specified distance away from the bottom of the
vat once a layer has been exposed, thereby defining the next
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Figure 1. Sketch of the stereolithograhy setup. Light from an LED illuminates
a digital mirror device (DMD), which reflects the light in the desired pattern
through the transparent printer vat bottom. The illuminated resin in the vat
will then start crosslinking. The initial layer of the printed structures is
crosslinked to a glass slide mounted on the movable fabrication stage.

layer thickness. This is repeated until all layers of the object
have been printed.

B. Custom Built Stereolithographic Printer

The printing setup has previously been described in [7].
Briefly, the custom-built high-resolution printer is based on a
1-to-1 projection of light reflected off a digital mirror device
(DMD, 10.6 µm pixel pitch, DLP9500UV, Texas Instruments;
part of a V-9501 UV SuperSpeed Digital Light Processing
module, Vialux) onto the transparent bottom of a vat contain-
ing the resin. The printing process is controlled by a custom
written MATLAB (MathWorks) code, that synchronises dig-
ital mask exposure on the DMD, with light exposure using
a 365 nm high power LED (LZ1-00UV00, Ledengin), and
fabrication stage movement via a linear stage (LNR50S, Thor
Labs). The power density at the vat bottom was 18 mW cm−2

as measured using a UV power meter (S130VC + PM100D,
Thorlabs). The stage is moved in 20 µm steps, matched
to the light absorber concentration, which determines the
vertical printing resolution. This results in an ultimate printing
resolution of 10× 10× 20 µm3.

C. Resin

The resin used for printing consists of 3 parts: an aqueous
pre-polymer solution, a photo-initiator and a photo-absorber.
The pre-polymer will polymerise to form a solid when locally
initiated by the light activated photo-initiator. Light in a
medium is attenuated according to Lambert-Beers law

I = I0 e
−µ d, (1)

where I0 is the initial intensity, µ is the attenuation coefficient,
and d is the depth at which the intensity, I , is measured.
Fig. 2 shows two examples of the exponential decay of
the light intensity in two different media with different µ.
The pre-polymer reaction initiated by the photo-initiator will
need a certain dose (intensity times the exposure duration)
of light to solidy (reach its gel point). Thus, illumination of
the polymer will only crosslink the polymer until a certain
depth. In Fig. 2 this is marked by d1 and d2 for the two

Depth

In
te

ns
ity Attenuation

Low

High

d2 d1

Figure 2. Light intensity against depth for two (arbitrary) different attenuation
coefficients. d1 and d2 mark the depths, at which the light dose (intensity
times exposure duration) has decreased to the threshold of resin solidification,
marked by the grey horisontal dotted line.

Fabrication stage

(a) Too little attenuation

Fabrication stage

(b) Too much attenua-
tion

Fabrication stage

(c) Ideal attenuation

Figure 3. Sketches of the crosslinking depth for different levels of attenuation.
The green squares are previously exposed voxels, and the grey squares are the
voxels which are to be exposed in the new layer. The dashed lines mark the
depth of the threshold dose. (a) has too little attenuation, and previous layers
are are re-exposed. (b) has too much attenuation, and the newly exposed
layer is unable to crosslink with the structures in the previous layer. (c) has
sufficient attenuation, with only a minimum overlap in the exposed region to
the previous crosslinked structures.

curves corresponding to different levels of attenuation. While
the interlayer movement of the stage sets a lower limit on
the vertical resolution, the light dose may be sufficiently
large to induce further solidification in previously exposed
layers, as illustrated in Fig. 3(a). The aqueous solution of pre-
polymer and photo-initiator has little attenuation, so light will
propagate far into the resin before being absorbed. Addition
of a highly absorbent photo-absorber allows to limit the
propagation depth, thereby setting the depth resolution. A light
absorber will modify µ of the solution according to (2),

µ = ε c, (2)

where ε is the extinction coefficient, and c the concentration
of the photo-absorber. Thus, µ can be modified by the type
and concentration the added photo-absorber from a slowly
attenuating medium such as water, exemplified by the solid
curve and d1 in Fig. 2, to a higher attenuating medium exem-
plified by the dashed curve and d2. If µ becomes too large,
the polymer will not crosslink sufficiently deep to chemically
bond to the overlaying structures in the previous layer, as
illustrated in Fig. 3(b). Thus, the choice of photo-absorber
and concentration must be matched to get a slight overlap
between the newly exposed regions, and the previously printed
structures, as shown in Fig. 3(c).
The pre-polymer used is poly(ethylene glycol) diacrylate
(PEGDA) 700 g/mol at 200 mg/mL. This polymer will
contain 75 wt% water when converted to a hydrogel, thereby
making it resemble tissue, both in terms of the water content
[8] and, as a consequence, also in terms of the acousti-
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Slice 1

Slice 2

Slice 3

Figure 4. 3D model slicing. The slicing software takes a 3D model, as the
one on the left, and decomposes it into slices, which are exported as .png
files. The figures on the right are examples of slices corresponding to the
yellow planes.

cal properties. The photo-initiator is lithium phenyl-2,4,6-
trimethylbenzoylphosphinate (LAP) at 5 mg/mL, and is cho-
sen for its water solubility and its absorption spectrum, which
matches the light source used. The photo-absorber is quinoline
yellow (QY) at a concentration of 12 mg/mL, also chosen
for its water solubility and high extinction coefficient at the
wavelength used.

D. 3D Design Creation

The design to be printed can be created in any 3D software.
However, the 3D printer MATLAB code requires that the 3D
model is sliced into separate layers. This can be done by the
open source slicing software Slic3r (www.slic3r.org), which
converts the model to a set of portable network graphics (.png)
files. Additionally, the slicing software produces a build list,
detailing the order and exposure time of each individual layer.
Fig. 4 shows the slicing concept, where a 3D model, on the
left, is sliced into separate .pngs, on the right, at each of the
yellow planes.
When using the slicing software, the exact vertical placement
of the slice is not controlled. The features of the 3D model
may end up being split into multiple layers, if they do not
align precisely with the slices. On the other hand, if the
designs are simple, the .png files and the build list can be
made manually, giving full control of the individual slices. As
structures become smaller, this level of control will become
increasingly more important. For the investigation of fiducial
marker creation, all models have been made manually, by
defining the individual .pngs in a MATLAB script.

E. Fiducial Marker Designs

Two types of markers were tested: hollow markers and solid
markers. Ultrasound scattering is a function of perturbations
in density and propagation velocity [9]. At the given polymer
crosslinking density, the speed of sound within the material is
practically constant. However, as more polymer polymerises,
the crosslinking density will increase, which in turn increases
scattering. Thus, when hollow markers are made, the scat-
tering will increase as the density changes from that of the
polymer, to that of the water contained within the hollow
marker. When solid markers are made, the scattering increases
due to a local increase in the polymer density, formed by
overexposure of that region.

Figure 5. Ultrasound image showing the signal of two types of fiducial
markers: Hollow (left and centre) and solid (right). The hollow markers have
significantly larger contrast than the solid markers. Each marker shows two
contrast regions. These correspond to the top and bottom of the cavity or
solid region.

III. RESULTS

A. Type of Markers

A 3D printed phantom containing both solid and hollow
markers was made to investigate the difference in contrast
from the two types of markers. All ultrasound images pre-
sented have been scanned using a BK Medical ”Hockey Stick”
X18L5s probe and a BK 5000 scanner. A cross-sectional
image showing both types of markers can be seen in Fig. 5.
The left and centre markers are hollow markers, and the right
marker is a solid marker. The left and right markers are both
(240 µm)3, and the centre marker is (400 µm)3. Each marker
can be seen as two high contrast spots on top of each other.
The reason is that the propagation media density changes
twice for each marker, namely at the top of the marker (the
transition from polymer to unexposed resin - or higher density
polymer for the solid markers), and at the bottom of the
marker (back to the polymer from the unexposed polymer
solution - or high-density polymer for the solid markers).
Each of these interfaces will result in scattering of sound,
and therefore contrast in the image. The markers on the left
and the right are of the same size, and therefore suitable for
comparison. The reflected intensity from the solid marker is
measured to be 28 dB lower than the reflected intensity from
the hollow marker.

B. Size of Markers

In an iterative process, the size of the markers was sought
optimised. Fig. 6 shows a cross-sectional image of a single
line of markers of decreasing sizes from (140 µm)3 on the far
right and decreasing by 10 µm to (60 µm)3 on the far left,
for a total of 9 markers across the phantom. Five markers
are clearly visible and useful as point spread functions, with
the smallest being (100 µm)3. Arguably, a few more of the
smaller markers can be seen, barely above the noise level. The
reason may be the limit of the chosen design method, but it
could also be probe alignment, the choice of focus point, or
a sub-optimal time gain compensation.

C. Manufacturing Accuracy

The polymer networks, and thereby the phantoms, will swell
in size after printing due to water uptake. This means that
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(100 µm)3

Figure 6. Ultrasound image showing the signal from hollow markers of
decreasing design sizes from (140 µm)3 on the far right and decreasing by
10 µm in all dimensions to (60 µm)3 on the far left. The clearly visible
markers are indicated by arrows.

Figure 7. Optical microscope image of two square fiducial markers.

the designed structures will need to account for this, by
incorporating a scaling factor corresponding to the increase.
This difference is quantified by optical microscope- and
ultrasound images. Fig. 7 shows an optical microscope image
of two hollow fiducial markers. The designed pitch between
all markers was 2074 µm. By measuring the pitch in optical
microscope images similar to Fig. 7, the distance was found
to be 2115 ± 9 µm (an average deviation from the design
of 2%). In a similar investigation of the ultrasound image in
Fig. 6, the pitch was found to be 2078 ± 71 µm (an average
deviation of 0.2%).

D. Flow Channel Phantom

Fig. 8 shows an ultrasound SRI image of micro-bubble flow
through a channel with a cross section of (200 µm)2 of a
3D printed phantom without fiducial markers. Liquid enters
the lower channel to the right and leaves the upper channel
to the right. The inserted colour wheel indicates the flow
direction of the micro-bubbles. Fewer detected bubbles are
observed passing through the top channel. Possible reasons
could be channel misalignment or that the contrast bubbles
were destroyed before reaching the end of the channel. Fig. 8
demonstrates that the channel is perfusable, and that the
bubbles flow from the entrance in the lower right, up into the
top channel, and out through the top right, as expected. This
preliminary flow phantom demonstrates the 3D capabilities
of printing by stereolithography. Using the same printing
setup, channels with a cross section of (100 µm)2 have
been demonstrated for other purposes than ultrasound [7],

Figure 8. Super-resolution image of micro-bubbles through a 3D printed
channel. The colour wheel indicates the micro-bubble flow direction.

and in-house testing have demonstrated (50 µm)2 perfusable
channels.

IV. DISCUSSION AND CONCLUSION

We have presented a custom-built stereolithographic
3D printer capable of printing hydrogels, which are capable
of storing 75 wt% of water, thereby resembling tissue in
terms of the acoustic properties, making them well suited for
the fabrication of ultrasound phantoms.
Fiducial markers have been printed, with hollow markers
providing 28 dB more signal than solid markers. Markers of
only (100 µm)3 have been shown to provide a well defined
point spread function. A 3D printed flow phantom has
been demonstrated with (200 µm)2 cross sectional channels.
The designed structures have been printed with a final 2%
increase in dimensions.
The preliminary findings presented within the previous
sections, highlight the potential for stereolithographic
printing of phantoms, and furthermore indicates that the
fiducial markers obtained in this work are not demonstrating
the ultimate resolution limit. Optimised printing schemes
will be explored in an effort to obtain the highest possible
resolution of the printing system.
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Abstract—This paper presents a measurement methodology
for wafer level characterization of row-column addressed (RCA)
capacitative micromachined ultrasound transducers (CMUT).
Characterization of a 62+62 element RCA CMUT is presented.
To facilitate wafer level electrical characterization measurements
between adjacent electrodes can be used to characterize the
device. This allows for determination of the individual element
capacitance. Current-voltage measurements between adjacent top
or bottom electrodes provides valuable information about process
yield.

I. INTRODUCTION

Row-Column Addressed (RCA) capacitive micromachined
ultrasonic transducers (CMUTs) are an attractive alternative
to fully-populated matrix arrays, as they provide volumetric
imaging with a greatly reduced number of electrical connec-
tions [1], [2]. Furthermore, they can be mass-produced on
wafer scale using silicon process technology which allows for
tight control of the dimensions. RCA CMUTs have been fab-
ricated using various fabrication techniques including fusion
bonding, anodic bonding and surface micromachining. Several
devices have been presented including a 32+32 RCA CMUT
chip based on a fusion bonding process with silicon nitride [3],
a RCA CMUT chip fabricated using a surface micromachining
process [4], a 32+32 anodically bonded RCA CMUT chip [5],
a BCB based RCA CMUT chip [6], a 62+62 fusion bonded
RCA CMUT probe [7], and a 120+120 element RCA CMUT
probe fabricated using sacrificial release microfabrication [8].
As the resolution of the RCA transducer scales linearly with
the number of elements the current trend is to increase the
number of elements and fabricate large area chips.

In this work we present wafer level characterization of a
local oxidation of silicon (LOCOS, origanally used by [9]
for CMUTs) based 62+62 element RCA CMUT transducer
as shown in Fig. 1. Manual electrical characterization of a
transducer having 124 element becomes a tedious job and
automated tests need to be implemented on wafer scale, i.e.
electrical wafer level test can be used to ensure that only
fully functional arrays are used for probe manufacturing and
to provide valuable information during process optimization.

Conventional linear arrays are easily characterized elec-
trically using the two terminals on the device, e.g. the ca-
pacitance of an element can be measured directly using the
two terminals of the element. However, RCA arrays cannot
be measured in the same way as e.g. a measurement of the
capacitance of a row-element will require that all columns are

Fig. 1. Image of the 62+62 RCA CMUT chip

shorted and vice versa. This is not easily done on commercial
wafer probers where micro manipulators are used to place
probe needles or a probe card in fixed positions. During wafer
level characterization the probe needles remain fixed and the
wafer is automatically moved to perform the measurements
needed. The objective of this work is therefore to present a
methodology for characterization of RCA CMUT arrays with
the aim of providing an automated and non-destructive wafer
level test to determine if an array is fully functional or not.

The article is organized as follows: First, the measurement
methodology is described. Then, the experimental details of
the wafer level electrical characterization is given. Finally, the
article ends with conclusions.

II. CMUT CHARACTERIZATION METHODOLOGY

The characterization methodology is illustrated in Fig. 2.
Two fixed probes, P1 and P2, are used to connect two
neighboring top electrodes (e.g. rows R2 and R3) to the
measurement equipment.

In a typical situation a range of electrical measurements are
performed:

1) Current voltage (IV) measurements are made to de-
termine if adjacent top or bottom electrodes are short
circuited due to e.g. problems during fabrication.

2) Impedance frequency (Z-f) measurements are performed
to determine the frequency for capacitance voltage (CV)
measurements and investigate the characteristics of the
transmission line.
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Fig. 2. a) Illustration of the measurement of the capacitance between two
neighboring top electrodes, R2 and R3 using two probes, P1 and P2. b) The
bottom electrodes, C1 to C6, effectively connect the CMUT cell capacitors
in R2 in series with the cell capacitors in R3. The measured capacitance is
therefore C = C0/2. The arrows show the direction of the electric field in
the CMUT cavities. The electric field points in opposite directions.

3) CV measurements are used to verify the electro mechan-
ical behavior of the elements which is seen as a parabolic
CV curve.

Once the measurement is completed the wafer is moved
to allow the fixed probes to connect to e.g. R3 and R4
and this procedure is then repeated until all elements have
been measured. When all rows have been characterized the
procedure is repeated on the columns. This allows to determine
the electrical characteristics of the array and identify defective
elements.

During impedance measurements, the bottom electrodes,
columns C1 to C6, effectively connect the CMUT cell capaci-
tors in R2 in series with the cell capacitors in R3 as illustrated
in Fig. 2b). Ignoring electrode resistance [10] and substrate
coupling [11] the measured capacitance, C, is therefore

C =
C0

2
, (1)

where C0 is the capacitance of a single row element. In this
way the element capacitance can be estimated on wafer scale.

The electrical measurements allow to determine if the
elements of the array perform as expected and process errors
can be detected as abnormal electrical behavior indicating a
faulty element. For example, if two neighboring rows are not
completely separated during element etching, as illustrated on
Fig. 3, the IV measurement will show that the elements are

Fig. 3. Short circuit between two adjacent top electrodes (rows).

short circuited and impedance measurements, used to calculate
the capacitance, will show both a small resistance and phase
angle. Likewise, the capacitance between the short circuited
elements and a neighboring element will represent a series
coupling of 2C0 and C0, i.e. the measured capacitance is
(again ignoring substrate coupling) C = 2C0/3. In general, the
capacitance between m short circuited elements and n short
circuited elements will be

C =
mn

m + n
C0. (2)

Thus, also the capacitance between two neighboring elements
can reveal structural defects.

III. EXPERIMENTAL

The methodology for wafer level characterization of CMUTs
relies on a semi-automatic wafer prober and IV, CV and Z-
f are the basic tests performed. These measurements were
performed on a 62+62 RCA CMUT array from the same
wafer as the array described in [12], however, a chip with
lithographic errors possessing dielectric charging was selected
to demonstrate the possibilities of wafer level test. A Cascade
12K Summit semi-automatic wafer prober and a KEYSIGHT
B1500A Semiconductor Device Parameter Analyzer equipped
with a B1520A multi frequency capacitance measurement
unit (CMU) and six source measurement units (SMU) for
IV measurements were used. The KEYSIGHT B1500A is
connected to the probe manipulators using a SMU-CMU
unify unit (SCUU) which allows to automatically switch
between current-voltage and capacitance measurements. The
measurement system is also equipped with a guard switch
unit (GSWU) which is used for an accurate impedance mea-
surement by connecting the guard lines between CMU high
and low near the CMUT. The electrical measurements were
performed between neighboring bottom or top electrodes.
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Fig. 4. Typical current-voltage measurement between adjacent row elements
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Fig. 5. Plot of the maximum current for each adjacent row elements
determined from IV measurements as shown on Fig. 4. The blue bars show
normal functioning elements. The red bars indicate elements that are shorted,
and the green bars show elements that are not connected.

A. IV characterization

Fig. 4 shows the IV curve measured between two adjacent
row elements on the 62+62 RCA CMUT array. The currents is
as expected very low, in the pA range, corresponding to a large
electrical resistance of around 10 TΩ. Such IV measurements
were performed between all adjacent elements in the array and
the maximum current was extracted and the result is shown
on Fig. 4. The plot reveals three categories of elements. The
blue bars show normal functioning elements where the current
between adjacent rows is around 1 pA. The red bars indicate
elements that are shorted leading to a high current. The reason
for the short circuited elements were found to be errors in the

Fig. 6. Bond pad and row element not connected due to errors in the
lithographic process.
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Fig. 7. Capacitance-voltage measurement between adjacent row elements.
The CV curve reveals dielectric charging.

definition of the top electrodes as show on Fig. 3. Finally,
the green bars show elements that are not connected leading
to a very low current on the order of fA. The reason for this
error was in all cases found to be an over etch of the aluminum
electrode close to the bonding pad leaving the element without
connection to the bond pad as illustrated in Fig. 6. Thus, IV
measurements are very well suited for process control and
can be performed on both top (row) and bottom (columns)
electrodes.

B. CV characterization

Fig. 7 shows a typical CV curve as measured on the RCA
CMUT chip shown on Fig. 1. The CV curve is parabolic as
expected for a CMUT where the applied voltage decreases the
gap in the CMUT cells leading to an increasing capacitance. It
is noted that the CV curve has hysteresis indicating dielectric
charging. Measurements on linear test elements has shown
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Fig. 8. Plot of the minimum capacitance for each adjacent row elements
determined from CV measurements as shown on Fig. 7. The blue bars show
normal functioning elements having a capacitance around 30 pF. The red bars
indicate elements that are shorted so the capacitance cannot be determined.
The green bars show elements that are not connected where the capacitance
is around 1 pF.

that the device is electrically stable for one bias polarity. That
the charging behavior is observed for both voltage polarities
is because that measuring between adjacent electrodes means
that the electric field in the CMUT cavities of the two elements
always points in opposite directions as illustrated in Fig. 2. CV
measurements were performed between all adjacent elements
in the array and the minimum in capacitance was extracted
and the result is shown on Fig. 7. The capacitance of the
normal functioning elements is around 33 pF. The capacitance
measured between elements which are shorted to neighboring
elements is higher as the area of the elements are larger. CV
measurements can also be performed between adjacent bottom
electrodes.

IV. CONCLUSION

This paper presented a measurement methodology for wafer
level characterization of RCA CMUTs. To facilitate automated
wafer level tests, electrical measurements were performed
between adjacent top (rows) or bottom electrodes (columns).
IV measurements between fully functioning elements showed
a maximum current in the pA range. It was found that short
circuited elements and elements that are not connected to the
bond pads can be be identified electrically. The reason for the
errors was found to be related to the etching process used for
definition of the top electrodes. CV measurements allowed to
determine the element capacitance as this is approximately
twice the measured capacitance. When CV measurements
are performed between adjacent electrodes the electric field
has opposite directions in the two elements and if dielectric
charging is present it will show up in the CV curve for both
polarities even if the device is stable in one voltage polarity.
In conclusion, wafer level characterization of RCA CMUT

devices is a valuable tool for selecting the best performing
chips and to assist in process optimization.
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Abstract—Super-resolution imaging (SRI) can achieve sub-
wavelength resolution by detecting and tracking intravenously
injected microbubbles (MBs) over time. However, current SRI is
limited by long data acquisition times since the MB detection still
relies on diffraction-limited conventional ultrasound images. This
limits the number of detectable MBs in a fixed time duration. In
this work, we propose a deep learning-based method for detecting
and localizing high-density multiple point targets from radio
frequency (RF) channel data. A Convolutional Neural Network
(CNN) was trained to return confidence maps given RF channel
data, and the positions of point targets were estimated from the
confidence maps. RF channel data for training and evaluation
were simulated in Field II by placing point targets randomly
in the region of interest and transmitting three steered plane
waves. The trained CNN achieved a precision and recall of 0.999
and 0.960 on a simulated test dataset. The localization errors
after excluding outliers were within ± 46µm and ± 27µm in the
lateral and axial directions. A scatterer phantom was 3-D printed
and imaged by the Synthetic Aperture Real-time Ultrasound
System (SARUS). On measured data, a precision and recall of
0.976 and 0.998 were achieved, and the localization errors after
excluding outliers were within ± 101µm and ± 75µm in the
lateral and axial directions. We expect that this method can be
extended to highly concentrated microbubble (MB) detection in
order to accelerate SRI.

I. INTRODUCTION

Super-resolution imaging (SRI), often referred to as ultra-
sound localization microscopy (ULM), has demonstrated that
it is possible to surpass the diffraction limit of conventional
ultrasound imaging. Microvessels laying closer than a half-
wavelength apart have been resolved by deploying microbub-
bles (MBs) as a contrast agent and using SRI [1]–[5]. The
centroids of individual MBs can be easily found as MB echoes
are much stronger than surrounding tissues when insonified,
and their sizes are much smaller than a wavelength. Sub-
wavelength imaging is achieved by accumulating the detected
MB positions over time, revealing the fine structure of the
microvasculature.

The MB detection in SRI, however, is still diffraction-
limited because it is performed in conventional ultrasound
images which are commonly formed by delay-and-sum (DAS)
beamforming [6]. For accurate and reliable detection and
localization, the MBs need to be more than a wavelength apart
to avoid the overlaps of MB point spread functions (PSFs).
Diluted concentrations of MBs are commonly used to satisfy
this criteria as the behavior of MBs is hard to control. The
number of detectable MBs, therefore, is constrained and this

leads to very long data acquisition times in order to map the
entire microvasculature.

In this work, we propose a deep learning-based method for
detecting and localizing multiple ultrasound point targets. The
method especially aims to identify high-density point targets
whose PSFs are overlapping, by feeding radio frequency (RF)
channel data directly as input. A fully convolutional neural
network (CNN) was designed to return 2-D confidence maps
given RF channel data. The pixel values of the confidence
maps correspond to the confidence of point targets existing
in the pixels. The point target positions were extracted from
the confidence maps by identifying local maxima. The CNN
was trained and evaluated using simulated RF channel data.
To further investigate the method on measured data, a phan-
tom experiment was performed using a 3-D printed PEGDA
700 g/mol hydrogel phantom [7].

II. METHOD

A. Simulated Dataset

1) RF channel data: The Field II ultrasound simulation
program [8], [9] was used to simulate RF channel data for
generating a training and a test datasets. The datasets were
composed of a certain number of frames. One frame was
created by transmitting three steered plane waves after placing
100 point targets randomly within a region of 6.4× 6.4mm2

(an average target density of 2.44mm−2) where the center was
18mm away from a transducer. The transducer was modeled
after a commercial 192-element linear array, and the measured
impulse response [10], [11] was applied to make the RF data
as close to real measured data as possible. The parameters
used in simulation are listed in Table I.

The simulated raw RF data were not beamformed but
delayed, based on the time-of-flight calculated by

τi(x, z) =

(√
(x− xi)2 + z2 + z

)
/c (1)

where τi is the time-of-flight of the i-th transmission, (x, z) is
the point, xi is the center of the i-th transmission aperture,
and c is the speed of sound. The delayed RF data were
then sampled to have the same number of samples as that of
confidence maps along the axial direction. The size of resulting
RF data for one frame was 256× 64× 3.



TABLE I
RF CHANNEL DATA SIMULATION PARAMETERS

Category Parameter Value
Transducer Center frequency 5.2MHz

Pitch 0.20mm
Element width 0.18mm
Element height 6mm
Number of elements 192

Imaging Number of TX elements 32
Number of RX elements 64
Steering angles −15◦, 0◦, 15◦

Environment Speed of sound 1480m/s
Field II sampling frequency 120MHz
RF data sampling frequency 29.6MHz

Scatterer Number of scatterers 100
Lateral position range (−3.2, 3.2)mm
Axial position range (14.8, 21.2)mm

2) Confidence Map: Non-overlapping Gaussian confidence
maps were used as labels for training CNNs. Initially, binary
confidence maps were created, where pixel values of one
indicated a point target and the remaining pixel values were
zero. A 21 × 21 Gaussian filter with a standard deviation of
six was then applied at each point target position in the binary
confidence maps. The filter values from the targets will be
overlapped when some targets are closer than a half of the
filter size in the confidence maps. In that case, the maximum
value at each pixel location was taken. This maintained local
maxima at target positions as opposed to the overlapping PSFs
of DAS beamforming, and enabled the CNN to resolve targets
closer than the diffraction limit.

The pixel size of the confidence maps was set to 25 µm,
and the image size of them became 256×256, given the pixel
size and the region of interest.

B. Convolutional Neural Network

1) Network Architecture: The proposed CNN is adapted
from U-Net [12] which has an encoder-decoder structure. The
feature maps are downsampled while the number of feature
maps increases in the encoding path. Then, the feature maps
are upsampled to their original size while the number of
feature maps decreases in the decoding path. U-Net has a
large receptive field, an effective input size that is covered
by a convolution operation in an unit, for the sake of this
structure. This is beneficial because a partial view of RF data
is not enough to determine point target existence.

A detailed CNN architecture is illustrated in Fig. 1. Con-
volution and rectified linear unit (ReLU) layers in U-Net
were replaced with pre-activation residual units (Fig. 1a) [13].
The pre-activation residual units ease optimization problem
by introducing shortcuts, thereby improving performance. The
proposed CNN (Fig. 1e) mainly consisted of four down-
blocks (Fig. 1b), one conv-block (Fig. 1c), and four up-blocks
(Fig. 1d). The skip-connections in U-Net was removed since it
hindered the training. Instead, CoordConv [14] was added to
transfer spatial information over convolution layers. Dropout
[15] was attached after the shortcut in residual blocks for regu-
larization. For pooling and unpooling, strided convolution and

pixel shuffle [16] were chosen, respectively. Leaky rectified
linear units (Leaky ReLU) [17] were applied as non-linear
activation to avoid dying ReLU problem causing nonactivated
units.

2) Training Details: The CNN was trained by minimizing
the mean squared error (MSE) between true confidence maps
and CNN outputs. The training dataset consisted of a total
of 10, 240 frames. The kernel weights were initialized with
orthogonal initialization [18] and optimized with ADAM [19]
by setting β1 = 0.9, β2 = 0.999, and ε = 10−7. The initial
learning rate was 10−4 and it was halved at every 100 epoch
while limiting the minimum learning rate to 10−6. The number
of epochs was 600 and the mini-batch size was 32.

C. 3-D Printed Scatterer Phantom

A PEGDA 700 g/mol hydrogel scatterer phantom [7] was
3-D printed to investigate the proposed method on measured
data. The phantom contained water-filled cavities which acted
as scatterers. A total of 100 scatterers were placed on a 10×10
grid with a spacing of 518 µm in the lateral direction and
342 µm in the axial direction, as illustrated in Fig. 2.

The 3-D printed phantom was scanned by the Synthetic
Aperture Real-time Ultrasound System (SARUS) [20] to
acquire RF channel data. The same imaging scheme and
transducer described in Table I were used. The phantom was
placed on a motion stage and scanned at different positions
by moving the motion stage at a step of 50 µm in the lateral
direction. A total of 33 frames were obtained.

III. RESULTS

A. Simulation Experiment

The trained CNN was initially evaluated on a simulated
test dataset. It was simulated in the same way as the training
dataset in Field II, and consisted of 3,840 frames. In Fig. 3, the
result of applying the CNN method to a test frame is compared
with simply using the conventional DAS beamforming on the
same frame. The CNN method was able to identify highly
concentrated point targets while the DAS beamforming failed
due to the overlapping PSFs. Full width at half maximum
(FWHM) of the DAS beamforming at a depth of 18 mm was
387 µm (1.36 λ) in the lateral direction and 140 µm (0.49 λ)
in the axial direction.

The CNN’s capability to detect and localize point targets
were quantitatively evaluated. Detection was measured by
precision and recall that are defined by

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

where TP is the number of true positives, FP is the number
of false positives, and FN is the number of false negatives.
The positive and negative detections were determined by
comparing estimated target positions with true target positions
based on their pair-wise distances. The CNN method achieved
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Fig. 1. The proposed CNN architecture and its components. (a) residual unit, (b) down-block, (c) conv-block, (d) up-block, and (e) the network overview.
n and s in the parenthesis are the number of kernels and stride. The asterisk in (e) indicates that its first convolution in the block is CoordConv. The three
numbers between blocks in (e) represent feature map size in the order of height, width, and the number of feature maps.
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Fig. 2. Fabricated 3-D scatterer phantom: (a) photograph of the phantom and
(b) 100 scatterers placed in a 10× 10 grid.

a precision and recall of 0.999 and 0.960, while DAS beam-
forming achieved a precision and recall of 0.986 and 0.756.

Localization uncertainties in the lateral and axial position
were calculated using the positive detections, and is illustrated
using a box-and-whisker plot in Fig. 4a. The bottom and
top edges of the blue box indicate the 25th (q1) and 75th
percentiles (q3) and the center red edge indicates the median.
The vertically extended line from the box (whisker) indicates
the range of inliers which are smaller than q3+1.5×(q3−q1)
and greater than q1− 1.5× (q3− q1). The inliers were within
±46 µm (0.16λ) in the lateral direction and ±27 µm (0.09λ)
in the axial direction.

B. Phantom Experiment

The CNN trained for the simulation experiment was not
effective on the measured data because the scatterers in
the phantom are not infinitesimally small point targets. The
ultrasound beam is actually scattered twice at each scatterer
in the phantom. Therefore, the RF data in the training dataset
were simulated a second time by modeling a target using two
points. In addition, the first scattering was phase reversed since
the acoustic impedance is higher in the phantom than in the
water inside the targets.

(a) (b)

(c) (d)

Fig. 3. Comparison of point target detection between DAS beamforming and
CNN on a simulated test data using three steered plane wave transmissions.
(a) DAS beamformed B-mode image, (b) confidence map returned from CNN,
(c) true and estimated scatterer positions in the green square region of (a),
and (d) true and estimated scatterer positions in the green square region of
(b)

A new CNN was trained using the modified training dataset,
and it successfully identified scatterers from the measured data
as shown in Fig. 5. The achieved precision and recall were
0.976 and 0.998. The inliers were within ±101 µm (0.33λ) in
the lateral direction and ±75 µm (0.25λ) in the axial direction,
as illustrated in Fig. 4b.

IV. CONCLUSION

A CNN-based ultrasound multiple point target detection and
localization method was demonstrated. The CNN was trained



(a) (b)

Fig. 4. Localization uncertainty in the lateral and axial direction measured
(a) on the simulated test dataset and (b) on the measured phantom data.

(a) (b)

Fig. 5. Comparison of scatterer detection between DAS beamforming and
CNN on phantom data using three steered plane wave transmissions. (a) DAS
beamformed B-mode image and (b) confidence map returned from CNN with
true and estimated scatterer positions

to learn a mapping from RF channel data to non-overlapping
Gaussian confidence maps, and point target positions were
estimated from the confidence maps by identifying local
maxima. The non-overlapping Gaussian confidence maps were
introduced to relax the sparsity of binary confidence maps
while maintaining local maxima as target positions. The CNN
method resolved point targets closer than the diffraction limit,
whereas DAS beamforming failed as shown in Fig. 3.

It is also shown that the CNN method is applicable to real-
world data, as well as simulated data, through the phantom
experiment. It is notable that the training was performed
solely using simulated data because it is nearly impossible
to obtain a large number of measurements with ground truth
for these kinds of work. It was also imperative to employ
the measured impulse response and model targets following
realistic physical modeling in the simulation.

We expect that this method can be extended to MB detection
and potentially shorten the data acquisition time of SRI by
detecting a greater number of MBs in a shorter amount of
time.
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Abstract—Ultrasound imaging of flow has seen a tremendous
development over the last sixty years from 1-D spectral displays
to color flow mapping and the latest Vector Flow Imaging (VFI).
The paper gives an overview of the development from current
commercial vector flow systems to the latest advances in fast
4-D volumetric visualizations. It includes a description of the
radical break with the current sequential data acquisition by
the introduction of synthetic aperture imaging, where the whole
region of interest is insonified using either spherical or plane
waves also known as ultrafast imaging. This makes it possible
to track flow continuously in all directions at frame rates of
thousands of images per second. The latest research translates
this to full volumetric imaging by employing matrix arrays and
row-column arrays for full 3-D vector velocity estimation at all
spatial points visualized at very high volume rates (4-D).

I. INTRODUCTION

The measurement of blood flow has undergone a tremen-
dous development since the first system devised by Satomura
in Japan in 1957 and 1959 [1, 2] more than sixty years
ago. The continuous wave system could detect heart wall
movements and flow patterns in peripheral arteries. Pulsed
systems developed by Baker [3] and Wells [4] could display
the spectral content of the flow signals at one depth in the
vessel. These early 1-D systems forms the basis for the spectral
Doppler systems of today, which are used for investigating and
quantifying flow everywhere in the human circulation. Even
the continuous wave systems are still in use in cardiology,
where the velocities can be too high to measure for a pulsed
system. Both yield quantitative estimates but can only measure
at a single spatial location.

This limit was lifted by the Color Flow Mapping (CFM)
system developed by Kasai et al [5, 6], where an auto-
correlation estimator can estimate the velocity from only 8
to 16 emissions, thereby making it possible to acquire and
display axial velocity images. This introduced the second
most important innovation in velocity estimation, which is
implemented in all commercial scanners for flow imaging of
the vessels and the heart. The estimator has been investigated
and improved in numerous papers using e.g. both RF averaging
[7, 8] and cross-correlation [9, 10].

Although these systems are widely used in the clinic, and
a whole range of diagnostic measures are routinely used, they
also have a number of drawbacks and technical problems.
Most importantly, only the axial velocity component is es-
timated. This is often compensated for by finding the beam-
to-flow angle using the B-mode image, but it is inherently
unreliable as the angle can vary over the cardiac cycle, and
the flow is not necessarily parallel to the vessel wall. Often
the beam-to-flow angle can be difficult to keep below 60◦,
and even a modest error of 5◦ can here lead to 20-30%
errors in the estimated velocities. In many cases the axial
velocity is actually the smallest component for e.g. peripheral
vessels, and the lateral component is more important. The
problem is addressed by the 2-D Vector Flow Imaging (VFI)
systems presented in Section II, which also describes how
more accurate measures of flow and turbulence can be attained
in Section II-B.

A second problem is that CFM systems are limited in their
frame rate by the sequential data acquisition due to the speed
of sound [11, 12]. Eight to sixteen emissions must be acquired
in multiple directions to yield an image, and the precision of
the velocity estimates is limited by the number of emissions
in the same direction. It is, thus, not possible to have both
a large imaging region (large depth), fast frame rates, and
precise estimates at the same time. Further, it is often difficult
to detect flow in both the systolic and diastolic phase. The
limits number of lines making low velocity estimation difficult,
if aliasing should be avoided at the same time. These problems
are addressed in Section III with the introduction of Synthetic
Aperture (SA) systems, which radically breaks the trade-off
between frame rate and precision [12]. It opens a whole range
of new possibilities for flow imaging, where both slow and
fast velocities can be estimated from the same data with a
very high precision.

The third problem is that current systems only show flow
in a 2-D image. Recently, 3-D volumetric imaging has been
introduced, and these systems can show CFM images in a
volume. Even though parallel beamforming is employed, it
is still difficult to attain decent frame rates for real-time



cardiac imaging, and often the scanners have to resort to
ECG gated sequences to stitch the volume together from
multiple acquisitions. A further problem is the use of matrix
array probes. Attaining a high resolution and contrast in
ultrasound images require 64 to 128 transducer elements along
the imaging plane, and for 3-D volumetric imaging matrix
probes have to be used. These should ideally have at least
4,000 to 16,000 elements making them prohibitively expensive
to develop and costly to use. Current state-of-the-art probes
have more than 9,000 elements, which is still too low to attain
a state-of-the-art image quality. Further, the velocity estimation
is still only in the axial direction and not in full 3-D. These
problems are addressed in Section IV, which shows how the
latest research in Row-Column (RC) matrix probes potentially
can be a solution to the problems of fast 4-D imaging with
display of the full 3-D velocity vector in all points in the
volume in real time.

II. 2-D VECTOR FLOW IMAGING

It was early realized that only estimating the axial velocity
component was not sufficient to give a complete picture of
the complex human blood flow. Fox [13] suggested the first
system with two crossing beams to enable estimation of the
lateral velocity component from triangulation. This has later
been investigated and optimized by a number of authors [14,
15]. A second approach developed by Trahey et al [16] used
speckle tracking, where a small search region was correlated
to a larger image region. The velocity could then be found for
both components.

A. Transverse oscillation

The first approach to make it into commercial scanners was
the Transverse Oscillation (TO) method developed by Jensen,
Munk, and Anderson [17, 18]. Axial velocity estimators rely
on the sinusoidal signal emitted, and the velocity is estimated
by correlating multiple emissions in the same direction. The
motion between emissions is then found through either an
autocorrelation using the phase shift or a cross-correlation
for the time shift [19]. The idea in TO is to introduce an
oscillation transverse to the ultrasound beam and then find
the lateral displacement. A Fourier relationship exists between
the transducer’s aperture sensitivity and the lateral far-field
sensitivity [17, 20, 21]. Introducing two peaks in the receive
apodization therefore generates a lateral oscillation, where the
frequency is determined by the separation of the two peaks. A
dedicated estimator was developed for separately estimating
the axial and lateral velocity components [22]. The method
was implemented on BK Medical scanners (Herlev, Denmark)
and FDA approved in 2012 [23]. It made it possible for the first
time to visualize the complex flow in the body in real-time,
and vortices in e.g. the bulbous of the carotid artery could be
seen as shown in Fig. 1. The approach has been implemented
on linear [17, 22], convex [24], and phased array probes [25]
and can also be used for finding the spectrum of the transverse
velocity [26].
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Fig. 1. In-vivo images of flow in the carotid bifurcation right before peak
systole. The top images shows the CFM image for the axial velocity, and
the bottom image shows the VFI using TO. A vortex is seen in the carotid
bulb, and the velocity estimates are more consistent with what is found in the
carotid artery (from [27]).

An example of flow in the aorta is shown in Fig. 2 for a
short-axis view. The direction and velocity magnitude of the
blood flow are displayed as colored pixels defined by the 2-D
color bar with arrows superimposed for showing direction and
magnitude. The short-axis view shows the rotation of the flow,
which is nearly always found during the cardiac cycle, and the
image demonstrates that the velocity can be estimated for all
directions [28].

A range of studies have been conducted using the BK



Fig. 2. Vector velocity imaging of blood flow in the ascending aorta in
a short-axis view. The colors and arrows indicate velocity direction and
magnitude (modified from [28]).

implementation. This includes investigating volume flow in
arteriovenous fistulas [29], intraoperative cardiac examinations
[30], flow in the aorta [28], flow in the ascending aorta for
normal, stenotic and replaced aortic valves [31], and transtho-
racic VFI examination of newborns and infants with congenital
heart defects [32]. Other groups have also investigated VFI and
compared it to e.g. spectral velocity methods [33].

Vector flow is now also implemented on systems from
Mindray and Toshiba, and a comprehensive review of all the
developed methods can be found in [11], which also lists the
comprehensive literature in the field for a range of different
methods and clinical investigations.

B. Quantitative Measurements in VFI

Currently, quantification of velocities is obtained by using
the axial velocity component from spectral velocity estimates,
as the measurements are more precise than CFM results due to
the continuous acquisition in one direction. The measurements
have to be corrected for the beam-to-flow angle, and variations
in this can lead to a serious bias. A 5◦ error at a 60◦ beam-
to-flow angle can lead to a 20% error in the velocity. VFI
can automatically compensate such errors and can also handle
that the beam-to-flow angle varies over the cardiac cycle. An
example of quantitative VFI measurements is shown in Fig. 3,
where both the mean value and the standard deviation (SD) can
be estimated by measuring over several cardiac cycles [34].

Many other quantities can be derived from VFI data includ-
ing flow complexity for revealing disturbed and turbulent flow
[31, 35], volume flow [36], and pressure gradients [37]. In the
last example, the pressure gradients are estimated by solving
a simplified version of the Navier-Stokes equation with the
VFI estimates as input. An example of this is shown in Fig.
4, where the top image shows the trajectory for the pressure
gradient calculation, and the lower graph shows the mean
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Fig. 3. Quantitative velocity measurements from a carotid phantom using
a linear array probe with a directional TO velocity estimator (from [34]).
Several cardiac cycles are automatically aligned and the mean value and SD
are estimated from the 10 cycles for both the beam-to-flow angle and various
velocity measures.

pressure gradient and its SD found from 11 cardiac cycles.
The pressure gradient can be retrospectively found from the
10 seconds of data for any trajectory within the vector flow
imaging region with a precision of 19% . A large improvement
compared to a pressure catheter, which had a relative SD of
786% [38].

III. SYNTHETIC APERTURE FLOW IMAGING

A major problem in conventional flow imaging is the
sequential data acquisition, which limits the frame rate and the
amount of data available for velocity estimation [12, 41]. This
limits the penetration depth, the maximum detectable velocity,
and the precision of the estimates. A break with this paradigm
is to employ SA imaging as shown in Fig. 5, where the region
of interest is broadly insonified by using spherical or plane
waves. The scattered signal is then received on part or all of
the elements, and a full Low Resolution Image (LRI) can be
generated. Combining LRIs from a number of emissions then
yields a High Resolution Image (HRI) dynamically focused
in both transmit and receive. The focusing is performed by
summing the waves in phase, and for spherical emissions the
focusing times are calculated as:

ti, j =
|~ri−~rp|

c
+
|~r j−~rp|

c
, (1)

where ~ri is the origin of emission i, ~rp is the location of the
imaging point, and ~r j is the position of the receiving element
j. The high resolution image is then made by:

y(~rp) =
Ni

∑
i=1

N j

∑
j=1

a(~ri,~rp,~r j)r(ti, j), (2)

where Ni is the number of transmissions and N j the number
of receiving elements. Here a() is the apodization function
or relative weight between emissions and between receiving
elements, which is often calculated from the F-number in
transmit and receive. The same calculations are performed for



Fig. 4. Estimated pressure gradient from a carotid artery phantom. The
top image shows the VFI and the trajectory for finding the pressure gradient
(orange line). The lower graph shows the estimated pressure gradient from
11 cardiac cycles including the relative SD.

plane wave imaging with a replacement of the transmit delay
(the first term in (1)) with the corresponding equation for a
plane wave. This is often called ultrafast imaging [42], but the
imaging scheme is really the same for both types of waves.
The only difference is the calculation of the transmit delay in
the beamforming, and we will, therefore, call both schemes
for SA imaging in this paper. Creating SA images decouples
frame rate from the number of lines in the image, and the
frame rate is only determined by the number of emissions.

It might be counter-intuitive that such images acquired over
multiple emissions can be used for velocity estimation, as the
investigated object is moving between emissions and, thus,
cannot be summed coherently. The initial idea for SA flow
imaging is illustrated in Fig. 6, where a short sequence is used
for SA imaging [43–45]. The emissions are shown on the top
and the LRIs beneath. The bottom row shows the HRIs when
the different LRIs are combined. A singe scatterer moving
towards the probe is investigated. The LRIs are not summed
in phase, and HRI H(n−3) is different from H(n−2), but equal to
H(n−1) apart from the shift in position, where n is the emission
number. The basic idea is that the HRIs are highly correlated,
if their emission sequences are the same. They may not be

summed fully in phase, but the defocusing from motion is the
same for all HRIs, as the emission sequence is the same. They
can, therefore, be correlated to find the velocity.

This might seem like a small detail, but it has major
implications for flow imaging. Firstly, imaging is continuous,
and data are available everywhere in the imaging region for all
time. It is, thus, possible to average the correlation functions
over as long time as the flow can be considered stationary
[46]. Also, flow can be followed in any direction, as data is
available for the whole imaging region, and beamformation
can be made in all directions. Any echo canceling filter can
be used without detrimental initialization effects, making it
much easier to separate out flow from tissue [47–50].

An example of the benefits from SA flow imaging can
be seen in Fig. 7, which shows a velocity magnitude image
acquired using an 8 emissions SA sequence [51]. The data
have been beamformed along the flow direction and the
velocity estimated by cross-correlating these directional lines
for 16 HRIs, which yields the velocity magnitude. No post
processing has been employed on the image, and only the
raw estimates are shown. The relative standard deviation to
the peak velocity is 0.3% for very precise quantitative data,
ideal for the quantification described in Section II-B. Data
can be beamformed in any direction, making it also possible
to estimate transverse flow [51]. Methods for estimating the
correct beam-to-flow angle have also been developed [52, 53].

The current state-of-the-art in SA flow imaging is shown in
Fig. 8, where the flow in the carotid bifurcation is measured on
a healthy volunteer [53]. Here, a five emissions sequence was
used, and it can potentially yield more than 3000 frames per
second. Images at three different time points in the cardiac
cycle are shown at the top. The bottom graph shows the
velocity magnitude estimated in the white circle in graph c).
The evolution on the vortex in the carotid bulb can be studied
in detail using such ultrafast imaging.

A major issue in these images is the very large amount of
data and the significant number of calculations to conduct for
creating real time imaging. The current trend is to employ
fast GPUs to perform the beamforming and this can often
approach real time imaging [54–57]. Another approach is to
reduce the amount of data and thereby the calculation load.
Dual stage beamforming has been developed to reduce the
sampled data to one channel, and the processing demand is
thereby also reduced proportionally. It was demonstrated in
[58] that very fast SA VFI could be attained by this approach
using TO and dual stage beamforming, and the processing
could be performed in real time on a Tablet [59].

A. Fast Flow

One problem in SA imaging has been the reduction of
the detectable peak velocity. For SA flow imaging the data
has to be acquired over Ne emissions, and the effective
pulse repetition frequency fpr f ,e f f is equal to fpr f /Ne. The
maximum detectable velocity vmax in velocity estimation is
generally proportional to λ fpr f ,e f f = vmax, which is reduced
by a factor Ne compared to traditional flow imaging. There is,
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thus, a compromise between sequence length and vmax. Often
a longer sequence is preferred to enhance contrast and this
reduces vmax. A possible solution is to use single emissions
like in [61–64], but this reduces contrast and makes it difficult
to estimate flow in small vessels.

The problem has recently been solved by introducing in-
terleaved sequences, where an emission is repeated as shown
in Fig. 9. The beamformed HRIs are then only temporally
separated by 1/ fpr f and not 1/ fpr f ,e f f , and vmax is increased
by a factor Ne. Combined with a cross-correlation estimator
made it possible to estimate velocities above 5 m/s for imaging
down to 15 cm [60, 65], and it is also possible to further
increase the limit by using directional beamforming as in Fig.
7.
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Fig. 7. Velocity magnitude velocity image acquired using SA flow imaging
and directional beamforming (from [51]).

B. Slow Flow

A major advantage of continuous imaging is the possibility
of using advanced echo canceling filters to separate flow from
tissue. This is especially important for low velocities, and SA
imaging has created major breakthroughs in studying slow
flow in e.g. the rat brain as shown in Fig. 10 and the kidney
[66, 67]. In particular the employment of Singular Value
Decomposition (SVD) echo canceling methods has benefited
low velocity imaging and introduced a whole new range of
possibilities [47, 50, 68].
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Fig. 9. Inter-leaved SA sequence where LRIs are repeated to minimize the
distance between HRIs. The same colored LRIs are summed to yield one
HRI. The effective fpr f ,e f f is equal to the highest possible value ( fpr f ) due
to the inter-leaving. Correlations in the blue boxes yield the same correlation
function, which are then averaged to improve precision (from [60]).

IV. FROM 2-D TO 4-D

The ultimate goal for VFI is to yield a full 3-D volumetric
image at a high frame rate (4-D) with the full velocity vector
determined for all three velocity components (3-D). This could
be called 3-D VFI in 4-D. SA imaging can be used for this
using matrix probes, where the emitted waves can be steered in
all directions to insonify the whole volume continuously. The
TO approach has been modified to estimate all three velocity
components [71, 72]. A 1024 elements Vermon matrix probe

Fig. 10. Directional power Doppler. (a) Initial µDoppler image. (b) Positive
part of the Doppler power spectrum I+ quantifying the volume of blood
flowing up. (c) Negative part of the Doppler power spectrum I quantifying
the volume of blood flowing down. (d) Color-coded µDoppler image: in each
pixel, the positive part is colored on a red range of intensities and the negative
part on a blue range of intensities. (e) Anatomy of the brain slice (bregma
+ 1.0 mm). Main structures: cortex (denoted c), corpus callosum (cc) and
caudate putamen (p). Scale bar: 2 mm. (from [67]).

Fig. 11. Three-dimensional vector flow from the common carotid artery of a
volunteer during peak systole using a 3-D TO estimator (modified from [69]).



Fig. 12. Three-dimensional cardiac VFI rendering of the flow path lines at
three time points in the cardiac cycle corresponding to diastole, diastasis, and
systole. (from [70]).

[73] was used with the SARUS research scanner [74]. In-
vivo imaging of ten volunteers was conducted on the carotid
artery in [69] as shown in Fig. 11, and the volume flow
could be determined with a SD of 5.7%. 3-D VFI has also
been conducted in the heart using a modified GE Vivid E95
ultrasound scanner (GE Vingmed, Horten, Norway) using a
GE 4V-D matrix array transducer for full volumetric coverage
of the left ventricle at 50 volumes/second utilizing ECG-gating
[70]. An example of these measurements is shown in Fig. 12.

One major problem is, however, the amount of elements
needed. Both examples above use more than 1000 transducer
elements, with probe foot-prints that are small, thus, impeding
focusing. Good focusing in 2-D demands larger probes with
128 to 192 elements to maintain a low F-number for all
imaging depths. Translating this to 3-D yields 1922 = 36,864
independent elements, which is impossible to connect through
a cable to the scanner. A possible solution is to use a
sparse array or electronic beamforming in the handle. This
still restricts the number of elements to around 9,000 for
roughly 100 elements on each side of the array. Low F-number
focusing is therefore very difficult and expensive to attain in
3-D imaging, and compromises have to be made in both the
imaging schemes and beamforming.

A novel solution to this problem is to employ Row-Column
Arrays (RCAs), where rows and columns are independently
addressed [75–78]. The number of interconnects is then trans-
formed from N2 to 2N, thus reducing it by a factor of N/2.
This makes very large arrays possible, and much lower F-
numbers can be maintained for larger depths. A further advan-
tage of the large array size is the increased penetration depth.
This again can be used for increasing the center frequency
of the probe and thereby resolution. Arrays with only 64+64
elements at 3 MHz have attained a decent volumetric image
quality and a penetration down to 30 cm for SA imaging
sequences [79].

The RCAs can be combined with all the methods presented
here, and, thereby, attain the previously mentioned advantages.
Three-dimensional VFI was presented for a line and a plane
in [81] and for a volume [80, 81] using a 64+64 RC array,
and the TO approach adapted to 3-D VFI as shown in Fig. 13.

Recently, a SA RCA imaging sequence has also been
developed using an interleaved sequence for fast imaging, high
detectable velocities, and continuous data available in the full

Fig. 13. Cross sectional mean 3-D vector flow averaged over 100 frames
acquired using a 62+62 element RCA. The magnitude and direction of the
flow is depicted by the length and the color of the arrows on the top figure.
The shaded gray areas represent the projection of the flow in the respective
direction with their standard deviations (dotted line). The theoretical flow
profiles are illustrated by the red lines. The bottom figure shows an M-mode
of the out-of-plane vx velocity component measured for a pulsating carotid
flow waveform (modified from [80]).

volume [82]. Results from simulated flow with components
in all directions are shown in Fig. 14, where the vessel is
rotated 45◦=β compared to the probe, and the beam-to-flow
angles α are 90◦, 75◦, and 60◦. All velocity components can
be estimated with a bias less than −6.2% and an SD below
4.5% for situations. An example of 3-D vector flow in 4-D is
shown in Fig. 15, which was measured on pulsating flow in a
bifurcation phantom using the 62+62 RCA, SARUS and the
SA sequence. It is possible to obtain new VFI estimates of all
components and a B-mode image after 56 emissions, which
yields 275 volumes/second for imaging down to 5 cm. This
demonstrates than quantitative 3-D VFI can be attained in a
full volume at high volume rates (4-D) using only 62 receive
channels.

The continuous data for SA RC imaging can also be
employed for estimating low velocities using the methods
described in Section III-B. Another example is to use super
resolution imaging with RC arrays and ultrasound contrast
agents. An example of this is shown in Fig. 16 for flow in
a micro-phantom. The 3 MHz 62+62 array was used together
with a 32+32 emission SA pulse inversion sequence. The full
volume was beamformed continuously, and the envelope signal
was processed in a 3-D super resolution pipeline for bubble
detection and presentation. A precision of roughly 20 µm was
attained in all three coordinates in the full volume [83].



Fig. 14. Simulated velocity profiles for the SA RC flow sequence. The vessel
i rotated 45◦=β compared to the probe, and the beam-to-flow angles α are
90◦, 75◦, and 60◦. The true profiles are shown as dashed blue lines, the mean
profiles are red, and the gray backgrounds show ±1 SD.
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V. CHALLENGES AND OPPORTUNITIES

Flow imaging has progressed in the last sixty years from
simple 1-D measurements to the potential of revealing the
full 3-D velocity vector in a full volume in real time at very
high volumetric frame rates. The development has included
new imaging schemes, new estimators and progress in making
advanced arrays for both 2-D and 3-D imaging.

Many challenges still lie ahead. Larger 2-D probes should
be developed to fully exploit the potential of RCA SA imaging.
The field-of-view should also be expanded by employing e.g.
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Fig. 16. Three-dimensional super resolution of of 3-D printed micro-phantom
with a 200 µm diameter channel. The blue dots each indicate a single detected
bubble (from [83]).

lenses on the RC array as investigated in [79]. Much research
is also needed for developing imaging schemes for such arrays
using sparse sets of interleaved emissions to yield the fastest
imaging with the fewest emissions for an optimal contrast
and resolution. The years of development has also shown that
new estimators can increase precision at the same time as the
number of calculations is reduced by using TO estimators. This
is quite a significant point, when real time flow estimation has
to be conducted in a large volume at high frame rates. Echo
canceling has been an object of intense research, and the new
SVD based methods are very promising for separating flow
from tissue, especially when employed on the new ultrafast
SA sequences.

Implementation of the processing of the data from the
probes is also a problem. The data rates from RC probes
are comparable to the rates already processed in commercial
consoles, but the output rate is higher since a full volume has
to be made. Often, several volumes have to be made from the
same data at a rate of fpr f for flow imaging, when 3-D VFI
is made.

The large amount of 3-D data being made available at fast
rates is a challenge to visualize and understand in the clinic,
and new display methods have to be developed in collaboration
with clinicians. It is especially important to keep in mind, what
is usable in the clinic, and what can improve work flow and
diagnostic reliability. The further development of quantitative
measures can be an avenue for improving diagnostic infor-
mation. Volume flow, peak velocities, and pressure gradients
might be beneficial, and their precision can be directly deduced
from the data for showing diagnostic reliability.

ACKNOWLEDGMENT

This work was financially supported by grant 82-2014-4
from the Danish National Advanced Technology Foundation,
by grant 7050-00004B from Innovation Fund Denmark, and
from BK Medical, Herlev, Denmark.



REFERENCES
[1] S. Satomura, “Ultrasonic Doppler method for the inspection of cardiac

functions,” J. Acoust. Soc. Am., vol. 29, pp. 1181–1185, 1957.
[2] ——, “Study of the flow patterns in peripheral arteries by ultrasonics,”

J. Acoust. Soc. Jap., vol. 15, pp. 151–158, 1959.
[3] D. W. Baker, “Pulsed ultrasonic Doppler blood-flow sensing,” IEEE

Trans. Son. Ultrason., vol. SU-17, no. 3, pp. 170–185, 1970.
[4] P. N. T. Wells, “A range gated ultrasonic Doppler system,” Med. Biol.

Eng., vol. 7, pp. 641–652, 1969.
[5] K. Namekawa, C. Kasai, M. Tsukamoto, and A. Koyano, “Realtime

bloodflow imaging system utilizing autocorrelation techniques,” in Ul-
trasound ’82, R. Lerski and P. Morley, Eds. New York: Pergamon
Press, 1982, pp. 203–208.

[6] C. Kasai, K. Namekawa, A. Koyano, and R. Omoto, “Real-Time Two-
Dimensional Blood Flow Imaging using an Autocorrelation Technique,”
IEEE Trans. Son. Ultrason., vol. 32, no. 3, pp. 458–463, 1985.

[7] T. Loupas, J. T. Powers, and R. W. Gill, “An axial velocity estimator for
ultrasound blood flow imaging, based on a full evaluation of the Doppler
equation by means of a two-dimensional autocorrelation approach,”
IEEE Trans. Ultrason., Ferroelec., Freq. Contr., vol. 42, pp. 672–688,
1995.

[8] T. Loupas, R. B. Peterson, and R. W. Gill, “Experimental evaluation
of velocity and power estimation for blood flow imaging, by means
of a two-dimensional autocorrelation approach,” IEEE Trans. Ultrason.,
Ferroelec., Freq. Contr., vol. 42, pp. 689–699, 1995.

[9] P. M. Embree and W. D. O’Brien, “The accurate ultrasonic measurement
of volume flow of blood by time-domain correlation,” in Proc. IEEE
Ultrason. Symp., 1985, pp. 963–966.
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Abstract—Current 2-D Super Resolution (SR) imaging is
limited by the slice thickness determined by the elevation focus.
The fixed, geometric elevation focus is often poor due to its high
F-number. SR images are, thus, a summation of vessels across
the elevation plane without the possibility to track scatterers in
3-D for full visualization. 3-D SR imaging has been obtained by
translating the probe, but this does not remove the elevation sum-
mation. Full 3-D can be acquired using 2-D matrix probes, but
the equipment is expensive, and the amount of data is excessive,
when channel data are acquired over thousands of elements for
minutes. This paper demonstrates that full volumetric SRI can be
attained using a 62+62 channels Row-Column (RC) probe with
a high frame rate and with µm precision. Data were acquired
by a 3 MHz 62+62 PZT RC probe with λ/2 pitch connected
to the SARUS scanner. A synthetic aperture scan sequence with
32 positive and 32 negative emissions was employed for pulse
inversion (PI) imaging with an MI of 0.3. The pulse repetition
frequency was 10 kHz for a 156 Hz volume rate. A PEGDA
700 g/mol based hydrogel flow-microphantom was 3-D printed
by stereo-lithography. It contains a single cylindrical 200 µm
diameter channel placed 3 mm from the top surface of the
phantom. After a 5.8 mm long inlet, the channel bends 90◦ into
a 7 mm long central region before bending 90◦ again into the
5.8 mm outlet. The flow channel was infused at 1.61 µL/s with
Sonovue (Bracco) in a 1:10 dilution. The received RF signals
from the 62 row elements were beamformed with PI to yield a
full volume of 15 x 15 x 15 mm3. The interpolated 3-D positions
of the bubbles were estimated after local maximum detection.
The reconstructed 3-D SR volume clearly shows the 200 µm
channel shape with a high resolution in all three dimensions.
The center line for the channel was found by fitting a line to
all bubble positions, and their radial position calculated. The
observed fraction of bubbles falling outside the channel was used
for estimating the location precision. The precision was 16.5 µm
in the y− z plane and 23.0 µm in the x− z plane. The point
spread function had a size of 0.58 x 1.05 x 0.31 mm3, so the
interrogated volume was 15,700 times smaller than for normal
volumetric B-mode imaging. This demonstrates that full 3-D SRI
can be attained with just 62 receive channels. The SA sequence
has a low MI, but attains a large measured penetration depth of
14 cm in a tissue mimicking phantom, due to the large RC probe
size. The 156 Hz volume rate also makes it possible to track high
velocities in 3-D in the volume.

I. INTRODUCTION

Super resolution (SR) imaging has recently been introduced
in ultrasound. The method is based on tracking the centroid
of contrast agent bubbles and thereby paint an image of the

micro-vasculature [1–6]. Very high resolutions can be attained
from the non-linear estimation of the target’s centroid posi-
tions, and reports of image resolution in the 10 µm range have
been given [7]. The results presented are predominantly in 2-D,
and the high resolution is only attained in the image plane. The
out-of-plane resolution is determined by the elevation focus,
which often is poor due to the fixed-focus lens. The F-number
(imaging depth divided by the probe width) is usually 2 to
5 giving an ideal resolution of 2λ − 5λ at the focal depth
and worse away from it (λ is the wavelength given by c/ f0,
where c is the speed of sound and f0 is transducer center
frequency). The images are acquired over several seconds to
minutes generating Gbytes of data. Currently, most SRI is
conducted using 1-D array probes due to the large amount
of data generated, and that few scanners are capable of full
3-D imaging.

Visualization of 3-D SR volumes has been performed
by several groups using mechanically translated linear array
probes [6, 8, 9], but such a setup does not make it possible
to estimate the out-of-plane location. SR has also been made
using two orthogonal probes for 3-D localization in a line [10],
and mechanical scanning is needed to cover a full volume.
A matrix probe is, thus, needed for avoiding mechanical
scanning.

Currently, the largest research scanners have 1024 channels
[11, 12], and they generate around 20-50 Gbytes/s of data for
3 MHz probes, only making short acquisitions possible and
precluding the use of high-frequency probes. They can handle
2-D arrays with 32× 32 = 1024 = N2 elements, which have
been fabricated with λ/2 pitch . This makes them suitable for
phased array imaging, but severely limits their focusing ability
due to their small size and hence high F-numbers.

The problem can be somewhat alleviated by using sparse
arrays, and Harput et al. [13] recently used a 512 elements
sparse 2-D array based on a spiral pattern to acquire full
3-D SR imaging. Two 256 channels research scanners [14]
were used for scanning of 200 µm cellulose tubes with a
final localization precision of 18 µm. The main drawback
of this approach is the many transducer channels needed to
avoid grating lobes and the corresponding large amounts of
data generated per second. Further, the probe is quite small



(� 10.4 mm), as it has to be nearly fully populated to avoid
side and grating lobes, limiting the possible F-numbers.

This paper describes a 3-D SR method based on a Row-
Column (RC) array with only 62+62 elements. The approach
is implemented using a prototype RC array, and the imaging
is conducted using the SARUS research scanner [11]. Its
precision is investigated using a 3-D printed micro-phantom
and is estimated from the located bubbles in the phantom.

II. METHODS

A. Data acquisition and beamforming

A prototype 3 MHz PZT RC array with 62 rows and 62
columns was used for the data acquisition [15]. It contains am-
plifiers in the handle and was fabricated with edge apodization
to reduce ghost echoes after the main point spread function
(PSF) [16]. The probe has λ/2 pitch to avoid grating lobes.
It was connected to the SARUS scanner [11], which acquired
full RF data for all the receiving channels.

A synthetic aperture, pulse inversion sequence was used
for imaging. Transmissions were conducted using the rows,
and data were received on all 62 columns. The virtual line
sources emitted cylindrical waves [17] in a sequence with 32
positive emissions and 32 negative emission to make pulse
inversion imaging possible. The transmit F-number was -1
using 32 Hanning apodized active elements, with the virtual
source placed behind the array.

B. 3-D micro-phantom

A flow micro-phantom is fabricated for validating the ap-
proach by 3-D printing of a PEGDA 700 g/mol hydrogel
using stereo-lithography, as described in [18]. The phantom
measures 21.1× 8.16× 11.9 mm3, and the voxel size of the
printer is (∆x,∆y,∆z) = 10.8×10.8×20µm3. The flow micro-
phantom contains a single cylindrical 100 µm radius channel
placed 3 mm from the top surface of the phantom. After a 5.8
mm long inlet, the channel bends 90◦ into a 7 mm long central
region before bending 90◦ again into the 5.8 mm outlet. The
flow channel is infused at 1.61 µL/s with SonoVue (Bracco,
Milano, Italy) in a 1:10 dilution, giving a peak velocity of
102.4 mm/s.

C. Processing pipeline

The beamformed volumes are processed in Matlab using our
3-D SR processing pipeline consisting of three steps. The first
is to beamform the stored RF data from the SARUS scanner
using the beamforming strategy described by Rasmussen et
al. [16, 17] implemented in Matlab and running on an Nvidia
GeForce GTX 1050 Ti (Nvidia, Santa Clara, CA, USA) GPU
[19]. For the flow micro-phantom the second harmonic signal
is employed, and a filter matched to the second harmonic is
employed on all the received signals. The GPU beamformer
was used for making the focusing of the full volumes for all
emissions with an F-number of 1.5 in transmit and 1 in receive
with a dynamic Hanning apodization weighting the elements.
The volumes with a size of ±15λ in both the x and y directions
were beamformed with a line density of λ/2 covering the

full depth of the phantom. The sampling density in the z
direction is λ/16. All emissions are added to generate the
high resolution volume (HRV), and the positive and negative
emissions HRVs are added to enhance the bubble signals.

The second step is to subtract the stationary background
signal. The mean value of twenty volumes is found and
subtracted from all the 400 volumes acquired. The envelope
of the HRV is then found using a Hilbert transform and log
compressed to a 40 dB dynamic range in relation to the data
in the volume for finding locations.

The bubble locations can either be found from calculation
of the centroid of local maxima, or the peak locations can be
interpolated to increase the location accuracy. Experimentation
with the data showed that the interpolation scheme is the most
stable and accurate method, and this is the one used in this
paper.

The third stage finds bubble locations by interpolating the
peak position by fitting a second order polynomial to the data
and then finding its interpolated maximum position xi, as:

xi = i− 0.5(d(i+1, j,k)−d(i−1, j,k))
d(i+1, j,k)−2d(i, j,k)+d(i−1, j,k)

, (1)

where i, j,k are the indices of the maximum and d is the
envelope data for the volume. This is conducted in all three
coordinates xi,y j,zk with similar equations for an increased
resolution in all three directions.

D. Statistical evaluation

The detected bubble locations are randomly distributed in
the flow micro-phantom tube due to noise in the localization
estimation, and some of them will appear to be located outside
the phantom wall. The distribution of positions found can
therefore yield an estimate of the localization precision. An
estimate of the y− z and x− z precision can be obtained from
the two straight segments of the 200µm channel phantom.
In the straight segments a line is fitted to the data and
considered an estimate of the center of the channel, and
the distance from each bubble to the center is calculated.
Assuming the measurement uncertainty in each dimension is
normal distributed, the radial distribution of all bubbles in the
segment will follow the distribution

f (r) = 2πr
∫

|~rt |<R

1
πR2

1
2πσ2 exp

(−|~r−~rt |2
2σ2

)
d2rt , (2)

where r is radial position, R is the radius of the tube, and
σ is the standard deviation of the uncertainty. The integral
is a convolution of a constant density (1/(πR2)) with a
two-dimensional Gaussian. The non-analytical integral (2) is
estimated in a Monte-Carlo calculation and is a Rayleigh
distribution convolved with a uniform disk distribution of
radius R = 100 µm. The fraction of bubbles estimated to fall
outside the tube can then be translated into an estimate for the
standard deviation σ (localization precision).
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Fig. 1. Visualization of the 3-D phantom after detection of bubble locations
each indicated by a blue dot.

III. RESULTS

Initially the penetration depth for the scheme is measured. It
gives a penetration depth of 14 cm (0 dB signal-to-noise ratio)
when using a tissue mimicking phantom with an attenuation of
0.5 dB/[MHz cm]. The SA imaging sequence and array were
also simulated in Field II [20, 21] and yielded a PSF with a
size of (1.17λ ×2.12λ ×0.63λ ) at 15 mm.

The resulting 3-D SR image is shown in Fig. 1, where
each blue dot indicates the identification of a bubble. The full
geometry of the phantom can be seen with the inlet and outlet
and the detected bubbles seem confined to the tube.

The localization in the y − z has been investigated by
selecting the bubble only moving in the x direction as is shown
in the top graph in Fig. 2, where blue crosses are the selected
bubbles and red dots indicates all localized bubbles. Lines have
then been fitted to the center of all the locations as shown in
Fig. 3, so the distance from the tube center to the bubble
locations can be found. The radial positions are then found
and shown in Fig. 4. Bubbles inside the tube are marked by
a cross and bubbles outside are marked by a red circle with a
blue cross.

The fraction of bubbles outside the tube, as shown in
Fig. 5, is then an indication of the precision of the bubble
localization as described in Section II-D. The fraction is in
this case 13.0%, which translates to a precision of 16.5 µm.
The fraction is 18.2% in the x− z plane translating to a
precision of 23.0 µm. The simulated point spread function
of the imaging setup at this depth is 0.58×1.05×0.31 mm3

(x,y,z), which corresponds to an interrogated volume of 0.189
mm3 . Assuming the precision in all three coordinates is 23.0
µm gives a volume of 12,167 µm3, which is 15,700 times
smaller than for the PSF limited system.

IV. DISCUSSION AND CONCLUSION

A 3-D SR measurement scheme and processing pipeline
have been presented. The approach uses a 62+62 elements RC
probe, where only rows are used for emission and columns
for reception. The scheme employs two times 32 emissions
for pulse inversion imaging attaining a volume rate of 240
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Fig. 2. Identification of bubbles only flowing in the x direction (top) and
only in the y direction in the outlet (bottom). Red dots show all the bubble
locations and blue crosses are the selected bubbles.
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Fig. 3. Fitted center line for the bubble locations with movement in the x
direction.

Hz down to 5 cm or 85 Hz down to 14 cm, which is the
penetration depth of the imaging scheme.

The major advantage is that the volume is focused in all
three directions including the elevation direction, which yields
a resolution of (1.17λ × 2.12λ × 0.63λ ) at a depth of 15
mm. This was attained for a modest 62 elements, which
both reduces the amount of data from the probe by a factor
of 8 compared to previous 3-D SRI [13] as well as the
beamforming time for a probe with 4 times the area of a 1024
elements 2-D matrix probe.
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y− z plane. Blue crosses marks the locations of all bubbles and red circles
mark bubbles outside the vessel boundary.

Fig. 5. Histogram for the bubble radius. The red line indicates the 100 µm
radius of the tube and the fraction of bubbles outside is 13.0%.

The processing pipeline yielded a precision of 16.5 µm
in the y− z plane and 23.0 µm in the x− z plane, which
is 15,700 times smaller in volume than for the PSF limited
RC system. The number of active elements is three times
less than what is available in commercial ultrasound consoles,
and the beamforming can be attained in near real-time, when
employing a state-of-the-art GPU card [22].
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Abstract—This study evaluates the use of 3D printed phantoms
for super-resolution ultrasound imaging (SRI) algorithm calibra-
tion. Stereolithography is used for printing calibration phantoms
containing eight randomly placed scatterers of nominal size
205 µm × 205 µm × 200 µm. The purpose is to provide a
stable reference for validating new ultrasonic imaging techniques
such as SRI. SRI algorithm calibration is demonstrated by
imaging a phantom using a λ/2 pitch 3 MHz 62+62 row-column
addressed (RCA) ultrasound probe. As the imaging wavelength
is larger than the dimensions of the scatterers, they will appear
as single point spread functions in the generated volumes. The
scatterers are placed with a minimum separation of 3 mm to
avoid overlap of the point spread functions of the scatterers.
640 volumes containing the phantom features are generated, with
an intervolume uniaxial movement of 12.5 µm, emulating a flow
velocity of 2 mm/s at a volume frequency of 160 Hz. A super-
resolution pipeline is applied to the obtained volumes to localise
the positions of the scatterers and track them across the 640
volumes. The standard deviation of the variation in the scatterer
positions along each track is used as an estimate of the precision
of the super-resolution algorithm, and was found to be between
the two limiting estimates of (x, y, z) = (17.7, 27.6, 9.5) µm
and (x, y, z) = (17.3, 19.3, 8.7) µm. In conclusion, this study
demonstrates the use of 3D printed phantoms for determining the
precision of super-resolution algorithms.

Index Terms—3D printing, stereolithography, phantom, hydrogel,
calibration, resolution, ultrasound

I. INTRODUCTION

Super-resolution ultrasound imaging (SRI) has emerged over
the last few years as a non-invasive method for imaging of
the smallest sections of the vasculature [1], [2], [3]. This is
enabled by the use of micrometer sized bubbles acting as a
contrast agent and is believed to be capable of passing vessels
as small as 10 µm. Tracking of individual contrast bubbles
over a period of time can reveal images of the vasculature.
Structures well below the diffraction limit of conventional
ultrasound have been shown. However, a fundamental problem
is to validate the spacial accuracy of these new techniques.
Biological structures are often very complex in geometry with
liquid flow and tissue motion as added complications. This
means that the ground truth of the imaging system accuracy can
never be obtained on biological samples. Instead, it is attained

using phantoms designed for ultrasound. With the introduction
of SRI, the requirements for phantoms focus on the scale of
features, to utilize the increased resolution, while still being
able to replicate the dimensionality of vascular networks. Since
the introduction of SRI development, the algorithm principles
have been demonstrated in fairly few phantom studies. The
phantoms have all contained channels with varying dimensions,
fabricated using different methods. In one case, the channel
dimensions were decreased to 40 × 80 µm2 [4] by utilizing
the high resolution of silicon micro-fabrication methods. In
practice, this enforces a limit of the channels at most being
in a few planes, and true 3D replication of structures will be
very limited. Other examples of phantoms consisting of tubes
have been presented by Viessmann et al. (3 mm diameter) [5]
and by Christensen-Jeffries et al. (200 µm diameter) [6]. These
structures are larger than the vessels of interest, which would be
smaller than 100 µm in diameter. One of the most recent super-
resolution phantom studies was made using a 2D sparse array
transducer imaging two cellulose tubes arranged in a double
helix pattern to create a three-dimensional phantom structure
[7]. A common element of the mentioned phantom studies is
that they are channel based and meant to provide a known outer
limit for the localization of the tracked microbubbles. However,
that does not allow for exact control of the microbubbles’
positions within the channels. Therefore the spatial position
of the imaging source is still not fully known.
3D printing is a promising new method for creating ultrasound
phantoms. It allows for the flexibility of fabricating complex 3-
dimensional structures, as well as printing of very small features
in the sub-100 µm range [8]. Recently, the first 3D printed phan-
toms for ultrasound were demonstrated [9], albeit seemingly not
with SRI vascular replication in mind. The phantoms contained
highly scattering solid features as small as 30 × 50 µm2 in
cross section, demonstrating the exciting potential for point
spread function evaluation provided by the method. We recently
demonstrated 3D printing by stereolithography to obtain small
cavities and channels in a hydrogel, which is suitable for SRI
ultrasound [10]. It was shown that small cavities in the 3D
printed hydrogel will scatter sound, and therefore be visible
in ultrasound images. Thus, in a similar manner to solid
encapsulation 3D printing by Jacquet et al. [9], it is possible



Figure 1. The designed layout of the scatterers within the
∼ 21.1 × 11.9 × 11.9 mm3 phantom. The drop-lines are included to aid
3D perception, and end on the z = 10 mm plane.

to fixate small scatterers within the hydrogel. These structures
will be stable in time, and can be imaged repeatedly, in direct
contrast to microbubbles in small channels. In this paper, we
demonstrate through 3D SRI how these stable structures can
be used to determine the precision of the SRI hardware and
algorithms. This method can potentially be used to demonstrate
local variations in the precision of the algorithms based on the
scatterer’s position within the localization field of view.

II. MATERIALS AND METHODS

A. Fabrication of the phantoms

Calibration phantoms were fabricated by stereolithographic
3D printing of an aqueous solution of poly(ethylene glycol)
diacrylate (PEGDA, Mn 700 g/mol, 455008, Sigma-Aldrich) to
form a hydrogel solid. Stereolithography is based on printing
a stack of individual thin layers of materials, calling for prior
digital slicing of the targeted 3D design into separate layer
designs matching the printing system. The method and compo-
nents have previously been presented in more detail [10]. To
determine the precision of the SRI algorithms, a phantom con-
taining eight randomly placed scatterers was printed. The outer
dimensions of the phantom was ∼21.1 × 11.9 × 11.9 mm3

with each scatterer being 205 × 205 × 200 µm3. While
the printing setup allows for printing significantly smaller
scatterers, it is necessary with an increased size in order to
obtain a reflection with intensity larger than that of bulk noise
scatterers in the phantom. The scatterers will appear as single
point spread functions in regular B-mode volumes when the
imaging wavelength is larger than the scatterer size, in this case
for any frequency below ≈6 MHz. They were placed with a
minimum separation distance of 3 mm which will eliminate
overlapping signals for any frequency above 0.5 MHz. The
designed layout is shown in Fig. 1.

B. Experimental setup and procedure

A custom built stage was designed to mount the 3D printed
phantom. A 3D printed frame fitted to the phantom was used
to mount it on top of an absorbing polyurethane rubber sheet
(Sorbothane, Inc., Kent, Ohio, USA) on the stage, which
can then be submerged in water. Subsequently, the stage was
mounted on a 8MR190-2-28 rotation stage (0.01◦ resolution)
combined with a 8MTF-75LS05 x-y translation stage (0.31 µm
resolution) (Standa, Vilnius, Lithuania), which in turn was
mounted on a Newport PG Series floating optical table (Irvine,
California) for stability.
Two separate experiments were conducted. The translation
stage was used to move the phantom relative to the ultrasound
probe along a single axis; in the first experiment along the x-
axis, and in the second experiment along the y-axis. In both
experiments, the inter-volume stage movement was 12.5 µm,
which emulates a 2 mm/s velocity at a 160 Hz volume rate.
The imaging probe was a prototype 62 + 62 elements 3
MHz piezo-electric, row-column addressed (RCA) transducer
[11]. The probe was connected to the experimental scanner
SARUS [12], a system capable of storing all channel data to
be processed offline. A single frame consisted of 32 defocused
emissions using a synthetic aperture (SA) imaging approach.
Rows were transmitting and columns receiving, resulting in
62 channels in receive per emission. The data was passed to
the SRI pipeline, described in Section II-C. The phantom was
stationary when a frame was measured to avoid intra-frame
motion artefacts. In total 640 volumetric frames were acquired
over 640 positions. The volumetric frames were then passed to
the SRI pipeline [13].

C. Super-resolution Pipeline

The super resolution pipeline has three steps. The first step is
the SA beamforming. A single frame consists of a volume with
dimensions of 14.86 × 14.86 × 7.43 mm3, corresponding to
61 × 61 × 243 voxels. The volume is created by beamforming
all 32 emissions in a frame with a specialized beamformer [14]
implemented on a GPU [15]. The 32 beamformed volumes
were then summed to reveal a single high resolution volume.
The volume was dynamically focused in receive (F-number
of 1.5) and synthetically in transmit (F-number of 1), with
an optimized sequence for SA B-mode. All 640 frames were
beamformed and a stationary echo filter was applied to remove
stationary tissue. However since the entire phantom is moving
in this experiment, this step had no effect on the results.
The third step is to locate the point scatterers from local
maxima. The peak location is interpolated using a second
order polynomial in all three dimensions to attain sub-pixel
positioning. The output from this stage is a series of 3-D
coordinates {xp, yp, zp} for all detected points. The coordinates
can then be collected across all imaged frames to form tracks.
The pipeline was implemented in MATLAB, and processing
was performed offline [13].



(a) Motion along the x-axis (b) Motion along the y-axis

Figure 2. Cumulated localized scatterers. Both data sets are acquired over 640 volumes. In (a) the phantom was translated along the transducer x-axis. In (b)
the phantom was translated along the transducer y-axis. The black tracks mark the expected linear movements based on the printed scatterer coordinates. The
drop-lines are included to aid 3D perception and end on the z = 10 mm plane.

III. RESULTS

A. Scatterer localisation

Fig. 2 shows the cumulated localized positions of the 3D printed
scatterers after acquisition of the 640 volumes. The coloured
tracks mark the super-localized tracks of scatterers, while the
black tracks mark the expected tracks based on the design
coordinates. The horizontal field of view of the plots has been
limited to the data tracks. The actual horizontal field of view
of the probe is 14.86 × 14.86 mm2. For the movement along
the x-axis (Fig. 2(a)), seven of the eight printed scatterers
have been correctly localized, and for the movement along
the y-axis (Fig. 2(b)), five of the eight printed scatterers have
been correctly localized. While the same phantom was used,
differences in the point spread function of the probe based
on the position within the imaged volume could mean that
slight differences in the starting position of the phantom could
result in one experiment correctly detecting more tracks than
the other. This can also be the reason for the eighth scatterer
not being detected in either experiment. Furthermore, two
additional tracks which were not associated with the printed
scatterers, have been omitted from the plots and analyses.
A possible explanation for these localizations could be print
errors, resulting in additional cavities in the phantom which
act as extra scatterers. While they would be expected to follow
the same trajectories as the designed scatterers, the exact shape
of them is unknown. If a printing error is significantly larger
than the wavelength itself, localisation of the centroid might
be ambiguous. Therefore, the analysis has been limited to the
designed scatterers.

B. Precision

The precision of the SRI algorithm can be determined as the
localisation variation around the expected trajectories of the
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Figure 3. y − x cross-plane for the tracks with motion along the y-axis.
Note that the axes are not equally scaled, and the misalignment of the track
movement to the transducer axes is small.

tracks. While the movement of the tracks should be solely
along the x- and y-axes respectively, misalignment between
the translation stage and the transducer axes could result in a
slight offset of the axes. This can be seen in Fig. 3 for the tracks
with motion along the y-axis, in which the y − x cross-plane
is shown.
The colour of the points indicate tracks from different scatterers
matched to the corresponding tracks in Fig. 2(b), and the black
line is the least squares fit to the localized positions, represent-
ing the average trajectory of the points, which in this case is
not perfectly along the y-axis. It should be noted that the axes
are not equally scaled, so the misalignment is small. A logical
argument can be made for fitting to the data from all tracks
combined, instead of the individual tracks, since the scatterers
are fixed and are translated together, which therefore provides a
good approximation for the average trajectory. However, close



Table I
ESTIMATED PRECISION FOR THE SUPER-RESOLUTION ALGORITHM.

Average
trajectory

Individual
trajectory

x [µm] 17.7 17.3
y [µm] 27.6 19.3
z [µm] 9.5 8.7

examination of Fig. 3, shows that although the individual tracks
roughly follow the black lines, they are not perfectly parallel,
but at a small angle to each other, with the tracks crossing
the average trajectory at different angles. The same tendency is
observed for the x-motion tracks. This can indicate distortion
in the beamforming.
The standard deviation of the residuals is used as an estimate for
the precision of the SRI algorithm. The tracks with movement
along the x-axis are used to estimate the precision in y and
z, and the tracks with movement along the y-axis are used
to estimate the precision in x and z. One of the five tracks
for the y-dataset was omitted due to it not following a normal
distribution, for an unknown reason. Since the tracks are not
parallel, using the average trajectory would make the deviations
from different tracks represent different normal distributions,
and therefore not be a single characteristic property of the
pipeline. Table I shows two sets of the estimated precision of
the SRI pipeline averaged across all tracks: one set uses the
average trajectory to determine the deviations; the other uses
the individual trajectories.

IV. DISCUSSION AND CONCLUSION

We have presented a 3D printed phantom for SRI algorithm
calibration. The phantom contains fixated scatterers measuring
205 × 205 × 200 µm3. By using fixated scatterers instead
of micro-bubbles in a phantom-tube, the scatterers will be
stable in time, and can therefore be used for calibration of
the SRI algorithms. The phantom was imaged using a λ/2
pitch 3 MHz 62 + 62 PZT row-column addressed (RCA)
probe. The beamformed volumes were processed in an SRI
pipeline, tracking the scatterers as they were moved with a
translation stage. The localised positions were supposed to
be detected along parallel trajectories due to the movement
being induced by a translation stage. However, they were found
not to be parallel, which likely indicates distortion of the
beamforming. Therefore, the correct estimate of the precision
is likely in between the estimate using the common trajectory
(x, y, z) = (17.7, 27.6, 9.5) µm, and the individual trajectories
(x, y, z) = (17.3, 19.3, 8.7) µm. These results demonstrate
the novel use of 3D printed phantoms for calibration of SRI
algorithms.
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Abstract—A 3-D super resolution (SR) pipeline based
on data from a Row-Column (RC) array is presented. The
3 MHz RC array contains 62 rows and 62 columns with
a half wavelength pitch. A Synthetic Aperture (SA) pulse
inversion sequence with 32 positive and 32 negative row
emissions are used for acquiring volumetric data using
the SARUS research ultrasound scanner. Data received
on the 62 columns are beamformed on a GPU for a
maximum volume rate of 156 Hz, when the pulse repetition
frequency is 10 kHz. Simulated and 3-D printed point
and flow micro-phantoms are used for investigating the
approach. The flow micro-phantom contains a 100 µm
radius tube injected with the contrast agent SonoVue.
The 3-D processing pipeline uses the volumetric envelope
data to find the bubble’s positions from their interpolated
maximum signal and yields a high resolution in all three
coordinates. For the point micro-phantom the standard
deviation on the position is (20.7, 19.8 , 9.1) µm (x,y,z). The
precision estimated for the flow phantom is below 23 µm in
all three coordinates, making it possible to locate structures
on the order of a capillary in all three dimensions. The
RC imaging sequence’s point spread function has a size
of 0.58 × 1.05 × 0.31 mm3 (1.17λ×2.12λ×0.63λ ), so the
possible volume resolution is 28,900 times smaller than for
SA RC B-mode imaging.

I. INTRODUCTION

Ultrasound super resolution imaging (SRI) was in-
troduced by a number of groups for increasing the
resolution of ultrasound imaging beyond the diffraction
limit [1–6]. The approach is based on injection of a
diluted ultrasound contrast agent to enable tracking of in-
dividual bubbles. The centroids of the bubble signals are
calculated, and their tracks are determined and displayed
to show an image of the vasculature. This can reveal
the micro vasculature down to vessel sizes of 10 µm
[7]. The images are acquired over several seconds to
minutes generating Gbytes of data. Currently most SRI
is conducted using 1-D array probes due to the large

amount of data, and that few scanners are capable of
full 3-D imaging. The 2-D SR images therefore have a
high resolution in the imaging plane, but localization in
the elevation direction is not possible. 2-D SRI therefore
displays a summation of vessels in the elevation plane.

Visualization of 3-D SR volumes has been performed
by several groups using mechanically translated linear
array probes [6, 8, 9], but such a setup does not make
it possible to estimate the out-of-plane location. SR has
also been made using two orthogonal probes for 3-D
localization in a line [10], and mechanical scanning is
needed to cover a full volume. A matrix probe is, thus,
needed for avoiding mechanical scanning.

Currently, the largest research scanners have 1024
channels [11, 12], and they generate around 20-
50 Gbytes/s of data for 3 MHz probes, only making
short acquisitions possible and precluding the use of
high-frequency probes. They can handle 2-D arrays with
32× 32 = 1024 = N2 elements, which have been fabri-
cated with λ/2 pitch (λ is the wavelength given by c/ f0,
where c is the speed of sound and f0 is transducer center
frequency). This makes them suitable for phased array
imaging, but severely limits their focusing ability due
to their small size and hence high F-numbers (imaging
depth divided by the probe width).

The problem can be somewhat alleviated by using
sparse arrays, and Harput et al. [13] recently used a
512 elements sparse 2-D array based on a spiral pattern
to acquire full 3-D SR imaging. Two 256 channels
research scanners [14] were used for scanning of 200 µm
cellulose tubes with a final localization precision of
18 µm. The main drawback of this approach is the many
transducer channels needed to avoid grating lobes and
the corresponding large amounts of data generated per
second. Further, the probe is quite small (� 10.4 mm),
as it has to be nearly fully populated to avoid side and
grating lobes, limiting the possible F-numbers.
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An new approach is therefore needed for 3-D SR volu-
metric imaging. One possibility for reducing the number
of elements by a factor of N/2 is the employment of
Row-Column (RC) arrays as introduced by Morton and
Lockwood [15], and later investigated by a number of
groups [16–20]. Here, the array is addressed by either
its rows or columns, and imaging can be conducted
using synthetic aperture (SA) imaging schemes [21]
for both a high resolution, deep penetration depth, and
high volume rate. Furthermore, RC SA imaging schemes
can have a low mechanical index due to the emission
of cylindrical waves, making them ideally suited for
contrast agent imaging. The RC arrays can be made
large without having an excessive amount of elements,
making it possible to both have low F-numbers for high
resolutions and still have modest data rates from the
arrays.

This paper presents a 3-D SR imaging method using
a prototype 62 + 62 RC array [22] connected to the
SARUS research scanner [11]. Two 3-D printed micro
phantoms are used for validating the approach along
with simulation of a point phantom. The precision of
the pipeline is revealed from these simulations and
measurements.

II. METHODS

This Section describes the various methods used in
the 3-D SR pipeline including the imaging scheme,
processing pipeline, and statistical evaluation.

A. Imaging sequence and processing

The imaging sequence was optimized for a 62+62 RC
PZT 3 MHz experimental probe with dimensions given
in Table I. The probe includes a mechanical apodization
at each end of the elements to reduce edge element
artifacts as described in previous publications on the
probe [19–22]. The volumetric RC SA imaging scheme
consists of 32 virtual focus lines using 32 active elements
per emissions. An F-number of −1 was used for emitting
de-focused line sources with the focal point placed
behind the probe surface and with a Hanning weighting
to reduce side-lobes. The 32 different virtual lines were
placed to generate a sliding aperture imaging sequence
across the rows. Transmission were only made with the
rows and reception was made with the column elements,
resulting in 62 signals to be stored per emission. Pulse
inversion imaging was conducted by emitting two 2 cycle
sinusoidal 3 MHz waves, one positive and one negative,
for each virtual line source. The imaging sequence was
implemented on the the SARUS experimental scanner
[11], with a transmit sampling frequency of 70 MHz. The

TABLE I
RC 62 + 62 PZT PROBE DIMENSIONS.

Parameters 62+62 RC
Number of elements 62+62
Center frequency f0 3 MHz
Wavelength λ 513 µm
Kerf 25 µm
Pitch 270 µm (≈ λ/2)
Apodization region length 4.05 mm
Element length 24.84 mm
Total Active Surface area 282.2 mm2

receive sampling frequency was 23.7 MHz to preserve
the second harmonic component in the signal.

Each emission was beamformed using a MATLAB
based GPU beamformer [23] to generate a low resolution
volume (LRV). The 32 different LRVs were summed
to reveal a high resolution volume (HRV). A simplified
schematic of the sequence can be seen in Fig. 1. The pos-
itive +LRV(1:32) and negative -LRV(1:32) beamformed
emissions were summed to reveal a second harmonic
HRV using pulse inversion. This data was then passed
to the SRI processing pipeline described in Section II-B.
The pulse repetition frequency ( fprf) was 10 kHz, and
a pause of 10 ms was inserted between volumes to
reduce the memory usage and extend the duration of the
acquisition. The Mechanical Index (MI) of the sequence
was determined to be 0.2 at 12 mm from the probe
surface, which is the location of the micro-phantom
flow channel. The actual MI in the phantom is probably
slightly lower due to the attenuation in the phantom.

Three sets of measurements were performed us-
ing a precision translation stage. The RC probe was
mounted on a Newport PG Series floating optical table
(Irvine, California) for stability with the micro-phantoms
mounted on a 8MR190-2-28 rotation stage combined
with a 8MTF-75LS05 x− y translation stage (Standa,
Vilnius, Lithuania). These were used to align both micro-
phantoms with the imaging axis, and to generate transla-
tion in the x− y plane used for the validation described
in Section III-B.

B. Processing pipeline

The processing pipeline consists of several stages.
The first step is to beamform the stored RF data from
the SARUS scanner using the beamforming strategy
described by Rasmussen et al. [19, 21] implemented in
Matlab and running on an Nvidia GeForce GTX 1050
Ti (Nvidia, Santa Clara, CA, USA) [23]. A volume with
a size of ±15λ in both the x and y directions are beam-
formed with a line density of λ/2 and covering the depth
of the phantom. The sampling density in the z direction is
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Fig. 1. The transmitting row elements and their translation across the
aperture is shown in the top figure along with the receiving column
elements. The time sequence of the positive and negative emissions
and their combination is shown in the bottom figure.

λ/16. A matched filter is applied on the received signals.
It is designed using the measured impulse response of
the probe to match the first harmonic signal found in
the linearly simulated data. The same filter is also used
for PSF phantom. The positive and negative emissions
are then subtracted to increase the signal-to-noise ratio
(SNR). For the flow micro-phantom the second harmonic
signal is employed, the filter is matched to this, and the
two emissions are added. The full LRV is beamformed
for all emissions with an F-number of 1.5 in transmit
and 1 in receive with a dynamic Hanning apodization
weighting the elements, and all emissions are added
to generate the HRV. The mean value of the first 20
HRVs are averaged and subtracted from the processed
HRVs to remove stationary objects in the processing.
The envelope of the HRV is then found using a Hilbert
transform and log compressed to a 40 dB dynamic range
in relation to the data in the volume for finding locations.

The peak location can either be found from calculation
of the centroid of a global maximum, or the peak
location can be interpolated to increase the location
accuracy. Experimentation with the data has shown that
the interpolation scheme is the most stable and accurate
method, and this is the one used in this paper.

The second stage finds bubble locations by inter-
polating the peak position by fitting a second order
polynomial to the data and then finding its interpolated
maximum position xi, as:

xi = i− 0.5(d(i+1, j,k)−d(i−1, j,k))
d(i+1, j,k)−2d(i, j,k)+d(i−1, j,k)

, (1)

where i, j,k are the indices of the maximum and d is the
envelope data for the volume. This is conducted in all
three coordinates xi,y j,zk with similar equations for an
increased resolution in all three directions.

The third step used only on the point micro-phantom
finds contiguous tracks of target locations. A target in a

first HRV is used as a reference point, and the adjacent
HRV is searched to find a detected target location lying
within a radius of r = vs/ fr from the reference, where fr
is the volume rate and vs is the maximum search velocity,
where vs = 10 mm/s was used. The track is terminated,
if no target is found, and the whole track is discarded, if
it does not contain more than 200 contiguous locations.
No tracks were formed for the micro-flow phantom due
to the high velocity employed, and all bubble locations
in all images are shown in Section III-C.

C. Simulations and measurement phantoms

The method is evaluated using both simulations and
measurements from two 3-D printed micro-phantoms,
which are all described in this Section. The penetration
depth is also determined from measurements on a tissue
mimicking phantom with a 0.5 dB/[MHz cm] attenua-
tion.

1) Simulation of 3-D SRI system: The SA RC se-
quence has been simulated using Field IIpro [24–26] to
generate reference data, where the positions of the scat-
terers are known in the volume. The phantom contains
a number of point targets located at a depth of 5, 15,
and 25 mm at the center axis of the probe. It is used
for determining the point spread function (PSF) of the
imaging method.

2) Fabrication of micro-phantoms: Two micro-
phantoms have been made and used for validating the
approach. Both have been fabricated by 3-D printing of
a PEGDA 700 g/mol hydrogel using stereo-lithography.
The phantoms measure 21.1 × 8.16 × 11.9 mm3,
and the voxel size of the printer is (∆x,∆y,∆z) = 10.8×
10.8× 20 µm3. More information about the fabrication
process can be found in [27].

The first point phantom contains eight markers with a
size of 10.8×10.8×20 = 233µm3. The marker sizes are
in all dimensions smaller than the imaging wavelength
of 500 µm for the RC probe used, resulting in markers
appearing as single targets in the B-mode volume. The
markers are positioned with a minimum distance of 3
mm to ensure a clear separation of the reflected signals.
The phantom is moved relative to the ultrasound probe
using the x−y translation stage in two experiments, one
along x and one along y. An inter-volume movement of
12.5 µm is used to emulate a constant velocity of 1.95
mm/s at 156 Hz. After each movement the positions of
the markers are determined and tracks for the targets are
made.

The second flow micro-phantom contains a single
cylindrical 100 µm radius channel placed 3 mm from
the top surface of the phantom. After a 5.8 mm long
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inlet, the channel bends 90◦ into a 7 mm long central
region before bending 90◦ again into the 5.8 mm outlet.
The flow channel was infused at 1.61 µL/s with SonoVue
(Bracco, Milano, Italy) in a 1:10 dilution giving a peak
velocity of 102.4 mm/s.

D. Statistical evaluation

The bubble locations are randomly distributed in the
flow micro-phantom tube due to noise in the localization
estimation, and some of them will appear to be located
outside the phantom wall. The distribution of positions
found can then yield an estimate of the localization
precision. An estimate of the y− z and x− z precision
can be obtained from the two straight segments of the
200 µm channel phantom. In the straight segments a line
is fitted to the data and considered an estimate of the
center of the channel, and the distance from each bubble
to the center is calculated. Assuming the measurement
uncertainty in each dimension is normal distributed, the
radial distribution of all bubbles in the segment will
follow the distribution

f (r) = 2πr
∫

|~rt |<R

1
πR2

1
2πσ2 exp

(−|~r−~rt |2
2σ2

)
d2rt (2)

where r is radial position, R is the radius of the tube,
and σ is the standard deviation of the uncertainty. The
integral is a convolution of a constant density (1/(πR2))
with a two-dimensional Gaussian. The non-analytical
integral (2) is estimated in a Monte-Carlo calculation and
is a Rayleigh distribution convolved with a uniform disk
distribution of radius R = 100 µm. The factor 2πr is the
Jacobian needed to convert from Cartesian to cylindrical
coordinates. The fraction of bubbles estimated to fall
outside the tube can then be translated into an estimate
for the standard deviation σ (localization precision), as
is performed in Section III-C1

III. RESULT

A. Imaging performance

The performance of the imaging scheme has both been
simulated and measured. The response from several point
scatterers were simulated using Field II, and the FWHM
was determined for the first harmonic signal to be
(FWHMx, FWHMy, FWHMz,= 0.58× 1.05× 0.31 mm
= (1.17λ × 2.12λ × 0.63λ ) at a depth of 15 mm. The
receive F-number is 1, so the PSF is close to the
theoretical limit of λ . The transmit F-number is 1.5 and,
thus, gives a slightly wider PSF in the y-direction along
emissions.

The penetration depth of the scheme was determined
using a uniformly scattering phantom model 571 (Danish
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Fig. 2. Tracks estimated from mechanical translation of the PSF
micro phantom where the colors indicate detected positions. The top
graph is for translation in the x-direction and bottom for translation
in y.

Phantom Service, DK-3600 Frederikssund, Denmark)
with a speed-of-sound of 1540 m/s and a uniform
attenuation of 0.5 dB/[MHz cm]. Determining the SNR
from ten independent measurements gave a penetration
depth of 14 cm (SNR=0 dB).

B. Validation in point micro-phantom

Fig. 2 shows the cumulative localized positions of 3-
D printed markers within the micro phantom acquired
over 640 beamformed volumes at the emulated speed
of 1.95 mm/s. The top figure shows movement in the
x-direction and in the y-direction at the bottom. Seven
markers have been detected and are shown as colored
points. The eighth marker was too weak to be detected.
Lines are fitted to the positions using a least squares fit,
as shown in Fig. 3 for one of the tracks. The deviations



5

-4 -2 0 2 4 6

Azimuth distance y [mm]

-20

0

20

40
D

e
v
ia

ti
o
n
 [

m
]

Track 1: SD in x:  14.08 , SD in z:   8.62 micrometer

Deviation in x

Deviation in z

5

Selected track

15

Lateral distance x [mm]

05

A
x
ia

l 
d
is

ta
n
c
e
 z

 [
m

m
]

10

Azimuth distance y [mm]

0 -5-5

Fig. 3. Deviations calculated for one of the tracks, when a line has
been fitted to the data. The bottom graph shows the estimated target
locations, and the top graph shows the deviations in x and z, when
the line has been subtracted from the target position.

14

5

12

A
x
ia

l 
d

is
ta

n
c
e

 z
 [

m
m

] 10

3D super resolution volume for micro phantom
using 62+62 row-column array

5

Azimuth distance y [mm]

0

Lateral distance x [mm]

0

-5 -5

Fig. 4. View of the 200 µm channel phantom. Each blue dot
represents a detected contrast agent bubble. See accompanying video
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from the fitted line are calculated and the standard devi-
ations is estimated to (σx,σy,σz) = (20.7,19.8,9.1) µm,
when taking the average across all tracks.

C. 3-D SRI imaging

The measured data from the flow micro-phantom
acquired from 400 frames of the SA imaging sequence
has been processed by the SR pipeline, including beam-
forming and detection of bubble locations, using the
interpolation scheme in (1). A 3-D view of the detected
bubbles is shown in Fig. 4, where each blue dot is
a detected bubble. The geometry of the phantom can
clearly be seen.

1) Precision of bubble locations: Bubbles in the
central part of the phantom (−2 mm < x < 2 mm) have
been selected for estimating the localization precision in
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Fig. 5. Selected bubbles in the y− z plane (blue crosses) for
estimating precision (top graph), and the calculated radial position
of the bubbles in the vessel (bottom graph). Blue crosses indicate
bubbles inside the vessel and red circles indicates outside.

the y− z plane as shown on the top in Fig. 5, where
blue crosses indicate bubbles used for this estimation.
Center lines for all selected bubbles are estimated with a
least square fit as shown in Fig. 6. The channels center
depth is at 12.0 mm from the probe, and the channel
is slightly rotated in the x− y plane (57 µm tilt of
x− y line in the top graph). These lines are used for
calculating the radial positions of the bubbles in the
vessel, as shown on the bottom figure in Fig. 5. Here, a
blue cross indicates bubbles inside the vessel, and a red
circle indicates bubbles outside of the vessel boundary,
shown as the solid red line (r = 100 µm). The same graph
for the x− z plane is shown in Fig. 7, where the outlet
part of the vessel has been employed for finding the
precision (−5.5 mm < y <−1 mm).

The fraction of bubbles estimated to fall outside the
tube can then be translated into an estimate for the
standard deviation as described in Section II-D. The
fitted distribution for the bubble locations in the y− z
plane is shown in Fig. 8. For the y− z plane 13% of the
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bubbles fall outside the tube, which leads to a position
uncertainty of 16.5 µm. Similarly, for the x− z plane
18% of the bubbles are estimated to fall outside the tube,
which leads to a position uncertainty of 23 µm.

IV. DISCUSSION

A method for 3-D super resolution imaging has been
developed based on a RC array and a pulse-inversion
SA imaging sequence using 32 positive and negative
emissions. A full volume is, thus, created in 64 emissions
for a possible volume rate of 156 Hz at fpr f = 10 kHz,
and the modest number of emissions makes it possible
to have a 100 Hz volume rate down to a depth of 12
cm. The 3 MHz array’s penetration depth is 14 cm due
to its low frequency and fairly large size (31λ × 31λ ).
Only 62 elements were employed during receive, making
it possible to implement the approach on a standard
ultrasound console with the advantage that a limited
amount of data is generated. A λ/8 sampling density on
the receiving elements can be employed and will contin-
uously generate 2.9 Gbytes/s, which is well within reach
of modern ultrasound research scanners [11, 14, 28–30].
This is significantly less than for a fully populated array,
where a 32× 32 array yields 49 Gbytes/s for an array
with one fourth the area of the RC probe used here.

The attained precision of the schemes was investigated
using both a point micro-phantom and a flow micro-
phantom with a 200 µm diameter tube. The point phan-
tom yielded a localization precision of (20.7, 19.8, 9.1)
µm in the x,y,z coordinates. The flow micro-phantom
yielded an estimated radial precision of 16.5 µm in the
y− z plane, and 23 µm in the x− z plane. Assuming
the coordinate precisions are independent, the radial
precision would be 15.4 µm in the y− z plane, and
16.0 µm in the x− z plane, when using the estimated
precisions from the point phantoms. The 10.8×10.8×20
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µm3 voxel size of the printer will give rise to tube-
wall fluctuations, with an increase in precision, so the
estimated precision for the two phantoms are therefore
similar.

The precision should be compared to the emitted
wavelength of 500 µm, and an improved localization of
a factor of at least 20 times is attained in all three coordi-
nates. The measured PSF has a size of 0.58×1.05×0.31
mm3 making it in theory possible to interrogate a volume
28,900 times smaller than a PSF limited system.

The main advantage of a 3-D system compared to
the current 2-D systems is the increased resolution in
the elevation plane. Current 2-D SR displays images
averaged across the elevation plane thickness, which can
often be 5-15 λ away from the elevation focus. The
resolution is, thus, improved by a factor 100-300 times
compared to a 1D probe, even though the number of
elements is 3 times lower than a 192-elements 1D probe.

Several factors can be improved in the current setup
and should be incorporated into a clinically useful 3-D
SR imaging scheme. Currently, no motion correction is
conducted, but the SA imaging scheme makes it possible
to beamform a full volume at more than 100 Hz. This
is sufficient to employ speckle tracking [31] in 3-D to
yield and compensate for the motion as described for
SA flow imaging [32, 33]. Although many schemes use
very high frame rates with thousands images per second
[6, 9] , it has been shown that a conventional linear array
scan with frame rates at 54 Hz can yield excellent super
resolution images with both motion estimation [34] and
quantification of flow [35]. The 154 Hz volume rate
should, thus, be sufficient for in-vivo imaging.

The fairly high velocity of 102.4 mm/s in the flow
micro-phantom is used to prevent clogging of the phan-
tom. This currently prevents the formation of tracks in
the SR pipeline as is done for the PSF micro phantom,
but further experiments should be conducted to lower
the velocity, and maybe introduced a phantom with less
sharp bends to prevent clogging. No efforts have been
made to reduce false detections in the SR pipeline.
Forming long tracks can significantly reduce the number
of false detections, and this could potentially improve
the precision of the location estimates.

The numbers of bubbles used here was sparse to make
isolation easier. The acquisition length could be reduced,
if more detections could be made per second. Methods
for increasing the number of bubble detections have
been the topic of a number of articles [36–38]. Such
approaches can also be employed here, as full RF data
are acquired and can be processed using more advanced
schemes.

The RC array can also be improved. The current

array is a 5-years old prototype PZT array with only 62
elements. The array has 8 non-functioning row elements
and is slightly curved with a deviation around 0.1λ
from a flat surface. This introduces phase errors and
impedes image contrast. Other more advanced focusing
schemes, like matched filter focusing, could also be
used for increasing contrast [21, 39]. It is also possible
to optimize the emission sequence for contrast agent
enhancement, where amplitude modulation potentially
could be used [40–42], and it could also be possible to
optimize the imaging sequence with fewer emissions for
yielding less data and higher volume rates [43]. Adding
more elements to the probe can also increase resolution
and thereby reduce acquisition time, as more bubbles can
be separated. Early investigations have been made for a
192 + 192 RC array and showed an increased resolu-
tion proportional to the F-number and wavelength [44].
Such arrays can directly be used on modern ultrasound
consoles with few modifications in the beamforming.

The approach can fairly easily be translated to clini-
cal use by modifying our current 2-D super resolution
pipeline to include searches and localizations in 3-D
[34, 35]. The motion correction schemes developed for
2-D imaging and needed for in-vivo imaging can then
also be applied [34]. The main clinical applications
could be superficial structures, where the F-number in
beamforming can be kept low. The penetration depth
is 14 cm for this array and imaging scheme, which is
beneficial for larger organs like the liver. The bubble
density would have to be reduced for reliable detection,
and the imaging region will only be within the rectilinear
area of the probe. This can potentially be alleviated by
using a lens in front of the array [45].

A first in-vivo target would be to scan a rat kidney as
performed in [34, 35]. The acquisition time was between
1 and 10 minutes for a 2-D image, with 1 minute giving
an overall rough view of the vasculature and 10 minutes
giving precise quantitative data for the blood flow. We
predict that the same scan times can be kept with the
method presented here for a full volume, and maybe with
a shorter time when employing more advanced SRI [36–
38].

The high resolution will also give some future chal-
lenges. The RC array can image a volume of 31λ ×
31λ×280λ , which, with a voxel size of (10µm)3, would
yield 33 GVoxels. This might give some challenges in
the display of such data.

V. CONCLUSION

A method for 3-D SRI has been investigated, where
a 62+62 RC array was employed. A detection precision
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better than 23 µm was attained in all three coordinates
for both the SonoVue contrast agent flowing in a micro-
phantom and the point micro-phantom. The precision
was obtained using 1/8 of the elements employed in
previous 3-D SRI, which reduces both the storage and
processing demands by a factor of eight. The approach
yielded an increase in volumetric resolution by a factor
of more than 28,900 with a possible penetration depth
down to 14 cm and corresponding increase in the amount
of volumetric data to 10-40 GVoxels. Potentially a vol-
ume of 16×16×140 mm3 can be resolved with a voxel
size of (10µm)3.
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Abstract—This study evaluates the use of 3D printed phan-
toms for 3D super-resolution ultrasound imaging (SRI) algo-
rithm calibration. The main benefit of the presented method
is the ability to do absolute 3D micro-positioning of sub-
wavelength sized ultrasound scatterers in a material having a
speed of sound comparable to that of tissue. Stereolithography
is used for 3D printing soft material calibration micro-phantoms
containing eight randomly placed scatterers of nominal size
205 µm × 205 µm × 200 µm. The printed structures are
found to expand linearly in all three dimensions by 2.6% after
printing. SRI algorithm calibration is demonstrated by imaging a
phantom using a λ/2 pitch 3 MHz 62+62 row-column addressed
(RCA) ultrasound probe. The printed scatterers will act as point
targets, as their dimensions are below the diffraction limit of
the ultrasound system used. Two sets of 640 volumes containing
the phantom features are imaged, with an intervolume uni-
axial movement of the phantom of 12.5 µm, to emulate a flow
velocity of 2 mm/s at a frame rate of 160 Hz. The ultrasound
signal is passed to a super-resolution pipeline to localise the
positions of the scatterers and track them across the 640 volumes.
After compensating for the phantom expansion, a scaling of
0.989 is found between the distance between the eight scatterers
calculated from the ultrasound data and the designed distances.
The standard deviation of the variation in the scatterer positions
along each track is used as an estimate of the precision of the
super-resolution algorithm, and is expected to be between the two
limiting estimates of (σ̃x, σ̃y , σ̃z) = (17.7 µm, 27.6 µm, 9.5 µm)
and (σ̃x, σ̃y , σ̃z) = (17.3 µm, 19.3 µm, 8.7 µm). In conclusion,
this study demonstrates the use of 3D printed phantoms for
determining the accuracy and precision of volumetric super-
resolution algorithms.

Index Terms—3D printing, stereolithography, phantom, hydro-
gel, calibration, resolution, ultrasound

I. INTRODUCTION

Super-resolution ultrasound imaging (SRI) has recently
emerged as a non-invasive technique, which enables imag-
ing of the smallest vessels of the vasculature [1], [2], [3].
Micrometer sized gas filled bubbles provide high contrast in
ultrasound imaging, and their path through the vasculature can
be tracked over time to reveal the fine details of the vascular
network. The conventional B-mode ultrasound images are
replaced by cumulated maps of the super-localised centroids of
the micro-bubbles, revealing vascular features which are much
smaller than the diffraction limit of conventional ultrasound.
However, a fundamental problem is to validate the spatial
accuracy of these new techniques. Biological structures often
have extremely complex geometries, with the added compli-

cations of liquid flow and tissue motion. Phantoms with well
controlled dimensions are used for validation instead. As new
imaging techniques are introduced, they are typically tested
initially against numerically simulated data. This data could
for instance be generated in Field II [4], [5], [6]. The next
step would typically be to test the imaging techniques using
phantoms, which have been adapted to suit the techniques.
In the case of SRI, in which the end goal is to image
vasculature on the scale of only a few tens of micrometers, the
precision, the accuracy, and the repeatability of the phantom
fabrication method all need to be improved. At the same time,
it should ideally be possible to replicate the dimensionality of
the vascular networks. Viessmann et al. [7] and Christensen-
Jeffries et al. [8] employed tube phantoms of 3 mm and 200 µm
diameters, respectively, to validate their SRI algorithms. Both
of these are significantly larger than the vessels of interest,
i.e. arterioles and venules with sub-100 µm dimensions and
capillaries of 5-9 µm diameters [9]. Desailly et al. presented a
phantom study in which the channel dimensions were reduced
to 40×80 µm2 by utilizing the high resolution of silicon micro-
fabrication UV lithography in polydimethylsiloxane (PDMS)
[10]. While the latter dimensions of the channel were com-
parable to the sizes of capillaries, the ability to expand the
phantom types to three dimensions are severely limited in all
cases. A completely different approach uses the vasculature
of chicken embryos, which is optically visible [11]. While
the features are on the correct scale, and high resolution
optical images can be taken, it is impossible to obtain a
three-dimensional representation of the vascular network using
commonly available optical microscopes. It should be noted
that this is not a limitation of the chicken embryo model itself,
since this will feature complex three-dimensional structures.
But the characterisation of those networks is very complex,
and not possible using regular optical microscopes. Optical
mapping of the structures could be performed with other more
complex methods such as optical coherence tomography [12].
All of the above mentioned methods are channel based, and
thereby meant to provide an outer limit for the localization
of the micro-bubbles which are tracked. But that leaves the
inherent problem that it is not possible to control the position
of the micro-bubbles within the tubes or vessels, and therefore,
the source of the signal will not be precisely known.

3D printing of phantoms is a promising new approach,
which does not suffer from these limitations. It provides
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complete three-dimensional flexibility in fabrication and can
replicate features in the sub-100 µm range [13]. Recently, 3D
printed phantoms for ultrasound were demonstrated by Jacquet
et al. [14], supposedly not with SRI in mind. The phantoms
contained highly scattering solid features as small as 30 × 50
µm2 in cross section, demonstrating the exciting potential for
point spread function evaluation provided by the method, as
well as other possibilities for phantom features and uses.
Recently, we presented an alternative 3D printing method for
phantom fabrication, namely stereolithography. The method is
used to print hydrogels, a soft material with acoustic properties
similar to tissue, and demonstrated that it is possible to obtain
cavities of 100 × 100 × 100 µm3 and channels with a
cross-section of 200 × 200 µm2 in a hydrogel, which are
suitable for SRI ultrasound [15]. We used that technique to
print channel phantoms, which have been imaged using an
row-column addressed (RCA) array to super-localize micro-
bubbles in 3D [16]. The phantom consisted of a 200 µm di-
ameter channel, and the super-resolved micro-bubble positions
were determined in 3D using an RCA array. Through statistical
analysis of the radial distribution of the micro-bubbles around
the center line of the channel, the precision of the SRI system
was determined to be less than 23 µm in all dimensions, which
approaches the scale of the smallest vessels in tissue. In this
case, the statistical analysis was used to mitigate the problem
of not knowing the exact position of the micro-bubbles, since
that of course is still a problem when using 3D printed channel
based micro-phantoms.

A 3D printing solution will in principle allow for arbitrarily
complex 3D structures or channel networks to be made.
However, the presented work demonstrates an alternative to
localisation of micro-bubbles in channel systems for SRI
algorithm calibration, which allows for elimination of the issue
of the uncertainty in the micro-bubble positions within micro-
channels. It is based on [15] which also demonstrated that
small 3D printed cavities will scatter sound. By keeping them
smaller than the ultrasound wavelength, they can be used as
point targets to evaluate imaging performance for regular B-
mode imaging. Thereby, it becomes possible to fixate small
scatterers at very precise locations within the hydrogel. These
structures will be stable in time, enabling repeated imaging,
in direct contrast to small channels and microbubbles.

In this paper, we demonstrate how these stable, fixated scat-
terers can be used as an alternative to conventional tube phan-
toms to determine the accuracy and precision of SRI hardware
and algorithms independently in all three dimensions. The 3D
printing method allows for absolute positioning accuracy and
precision un-paralleled by other types of phantoms fabrication
methods. It is also shown how the high degree of control of
phantom features using this method can illuminate additional
problems in a SRI pipeline, such as distortion. The phantoms
can potentially be used to demonstrate local variations in
the SRI properties based on the scatterer position within the
localization field of view.

II. MATERIALS AND METHODS

This section describes the phantom fabrication method, and
the details of the phantoms which have been designed for

these experiments. Additionally, the experimental procedures
are described, as well as the SRI pipeline structure.

A. Fabrication of the phantoms
Calibration phantoms were fabricated by stereolithographic

3D printing of an aqueous solution of poly(ethylene glycol)
diacrylate (PEGDA, Mn 700 g/mol, 455008, Sigma-Aldrich) to
form a hydrogel solid. Stereolithography is based on printing
a stack of individual thin layers of materials, calling for
prior digital slicing of the targeted 3D design into separate
layer designs matching the printing system. The method and
components have previously been presented in more detail
[15]. Each layer is printed by spatially confined illumination
of the targeted solid areas, which leads to localized photo-
chemically induced solidification of the printing solution. A
custom-designed stereolithographic printer that projects a full
image of the current layer was used. Each layer image is a
one-to-one projection of a digital image generated on a Digital
Mirror Device (DMD, DLP9500UV, Texas Instruments, TX)
with a center-to-center pixel spacing of 10.8 µm in both lateral
dimensions. Thus, there will inherently be a physical mapping
of the targeted phantom design layers onto a square grid of
10.8 µm spacing. Phantom shapes were generated directly as a
series of layer images matching the DMD pixel pitch using a
MATLAB (MathWorks, MA) script and with a layer thickness
of 20 µm. The aqueous printing solution contained 20%
(weight by volume) PEGDA as pre-polymer, 5 mg/mL LAP
(lithium phenyl-2,4,6-trimethylbenzoylphosphinate, 900889,
Sigma-Aldrich) as photoinitiator, and 12 mg/mL Quinoline
Yellow (309052, Sigma-Aldrich) as absorber. Each patterned
layer motif was illuminated with 365 nm light at an in-
tensity of 20 mW/cm2 for 3 seconds (in the bulk of the
phantom) to 23 seconds (locally on the scatterer perimeter),
depending on the features being printed. The phantoms were
printed on 22 × 22 × 0.40 mm3 cover glasses (MEN-
ZDA022022A4E0, Menzel Gläser, DE) pretreated with (3-
glycidyloxypropyl)trimethoxysilane (440167, Sigma-Aldrich)
to enhance the adhesion to the printed PEGDA. The resulting
printed structures are not in equilibrium with water directly
after printing, but will swell slightly when subsequently trans-
ferred to water. Previous work showed that after four hours,
the printed structure reaches its equilibrium swelling.

Acoustic parameters of a hydrogel solid with a layer ex-
posure time of 3 s, similar to the bulk of the used scatterer
phantom, has been measured. The speed of sound was deter-
mined to be 1580 m/s, which correlates well to the speed of
sound found in typical human tissues [17]. The attenuation
was fitted as a power law model given by µ = a · f b, where
f is the ultrasound frequency in MHz, a is the attenuation
coefficient at 1 MHz and b describes the degree of nonlinearity
of the dependence on frequency [18]. The parameters were
determined as a = 0.15 dB/[MHz cm] and b = 1.5. As the
phantom is submerged in water during experimentation, the
speed of sound in the entire imaged volume does not match
perfectly. Beamforming compensation for different speeds of
sound is a complex matter as illustrated in [19]. For this
experiment, we have chosen to approximate the entire volume
as having a speed of sound equal to that of water (1480 m/s).



3

The foundation for all experiments in this work is a phan-
tom containing eight randomly placed scatterers. The outer
dimensions of the phantom is 21.1 × 11.9 × 11.9 mm3 with
each scatterer being 205 × 205 × 200 µm3. While the printing
setup allows for printing significantly smaller scatterers, it was
necessary with an increased size to obtain reflections with in-
tensities larger than background scattering due to unavoidable
small random print errors in the phantom. The scatterers will
function as point targets in regular B-mode volumes, when the
imaging wavelength is larger than the scatterer size, in this
case for any frequency below 6 MHz. They were placed with
a minimum separation distance of 3 mm, which will eliminate
overlapping signals for any frequency above 0.5 MHz. The
designed layout is shown in Fig. 1, in which the blue points
represents the randomly placed scatterers. Separate droplines
lead from the points out along the y-axis and along the z-axis
respectively. The droplines end up 1 mm from the respective
surfaces in the collapsed x-y-plane version (red) and the
collapsed x-z-plane version (turquoise) of the scatterers.

Hollow structures will initially be filled with un-
polymerized printing solution during printing. When sub-
merged in water, this will over time partly be replaced by water
since the hydrogel is diffusion open to water. The cavities
referred to in this work are only cavities in terms of not
containing solid PEGDA hydrogel.

B. Experimental setup and procedure

1) Optical validation of phantoms: The phantom fabrica-
tion method accuracy should be verified by another charac-
terisation method. Although the printer specifications have
been stated, they only specify the lower limit of the attainable
feature sizes and accuracies. Furthermore, the phantom ex-
pansion due to post-printing swelling needs to be determined
to compensate the designed feature sizes before using the
phantom as a calibration tool. Optical characterisation using an
optical microscope can be used to locate phantom features with
high precision. Unfortunately, the printed hydrogel scatters
light, rendering it impossible to use the base phantom with
the eight randomly placed scatterers, since these are placed
too far inside the phantom. Instead, the same coordinates were
used to make two new phantoms, in which the coordinates
were collapsed either into the x-y-plane and placed near the
top of the phantom (red in Fig. 1), or into the x-z-plane and
placed near the side of the phantom (turquoise in Fig. 1).
By placing them near the surfaces, the light scattering is
minimised and the scatterers become clearly visible in the
optical microscope. Each scatterer was physically moved into
a defined centre point in the optical viewfield using an X-Y
microscope stage with integrated linear encoders for accurate
readout of the actual position. This procedure circumvents
possible measurement errors due to distortions in the optical
components. The measurements were performed using a Zeiss
LSM 700 upright microscope with a Zeiss 130x85 PIEZO
stage having a positioning reproducibility of +/-0.6 µm.

The positioning accuracy of the procedure was assessed
by repeatedly locating the same scatterer. The position was
found with a standard deviation of 1.3 µm along both the

x-axis and the y-axis (n = 50). The analysis procedure is
sketched in Fig. 2. The distance between all scatterers can
be determined from the scatterer positions. The distances can
then be correlated to the corresponding design distances from
the 3D model, and the correlation should be linear. The slope
of the correlation is the factor by which the printed structure
has expanded relative to the design. If the printed structures
are a perfect replication of the design, the correlation will be
a linear relationship with a slope of 1.

2) Super-resolution ultrasound imaging calibration: With
the correlation determined, the true distances between the
scatterers in the 3D version of the scatterer phantom will be
known, and can be used to compare against those found by
ultrasound. When aiming to measure position changes on the
order of a few micrometers, vibrations of the measurement
setup will be detrimental. A 3D printed holder was fitted to
the phantom dimensions, enabling mounting of the phantoms
on top of an absorbing polyurethane rubber sheet (Sorbothane,
Inc., Kent, Ohio, USA). The holder was mounted to the bottom
of a water tank which in turn was mounted on a 8MR190-2-
28 rotation stage (0.01◦ resolution) combined with a 8MTF-
75LS05 x-y translation stage (0.31 µm resolution) (Standa,
Vilnius, Lithuania). To minimize the effect of vibrations,
everything was mounted on a Newport PG Series floating
optical table (Irvine, California). A sketch of the setup can
be seen in Fig. 3.

The phantom was translated relative to the ultrasound probe
using the translation stage along a single axis; in the first
experiment along the x-axis, and in the second experiment
along the y-axis. The inter-volume stage movement in both
experiments was 12.5 µm, corresponding to a 2 mm/s velocity
acquired at a volume rate of 160 Hz. This speed corresponds
to common flow velocities in small vessels. By moving the
phantom in between volume acquisitions, any differences
depending on the phantom placement within the field of view
of the transducer will be included in the analysis, instead of
simply testing the SRI pipeline parameters locally within the
transducer field of view.

The imaging probe was a prototype 62+62 elements 3 MHz
piezo-electric, row-column addressed (RCA) array [20]. The
probe was connected to the experimental scanner SARUS [21],
which is capable of storing channel data for offline processing.
A single frame is a summation of 32 defocused emissions
using a synthetic aperture (SA) imaging approach [16]. Rows
were transmitting and columns were receiving, thereby result-
ing in 62 channels in receive per emission. The phantom was
stationary while a frame was being measured to avoid intra-
frame motion artefacts. In total 2 × 640 volumetric frames
were acquired over the 2 × 640 positions. The volumetric
frames were then passed to the SRI pipeline.

C. Super-resolution pipeline

The SRI pipeline has been described in detail in
[16]. It is briefly summarised in the following. The su-
per resolution pipeline consists of three steps. The first
is SA beamforming. Each imaged volume spans a vol-
ume of 14.86 × 14.86 × 7.43 mm3, corresponding to
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Figure 1. The designed layout of the scatterers within the ∼ 21.1 × 11.9 × 11.9 mm3 phantom. The blue points are the randomly placed scatterers.
The droplines are included to aid the 3D perception of the scatterer placement. For the optical correlation experiment, one set of phantoms had the scatterers
collapsed into the x-y-plane near the top surface (red), and the other set had the scatterers collapsed into the x-z-plane near the side (turquoise).

61 × 61 × 243 voxels. Each high resolution volume
was a summation of 32 volumes beamformed from 32 emis-
sions, using a specialised beamformer [22] implemented on a
GPU [23]. The volume was dynamically focused in receive (F-
number of 1.5) and synthetically in transmit (F-number of 1),
with an optimized sequence for SA B-mode. This was done for
all 2 × 640 frames. In the next step, a stationary echo filter
was applied to remove stationary tissue. In a micro-bubble
experiment, this would remove the signal stemming from the
tissue as it is stationary, leaving only the micro-bubble signal.
However, since the entire phantom was translated between
each frame in this experiment, the stationary echo filter would
have no effect on the results. The final step is to determine
the points scatterer positions based on local maxima. Sub-
pixel positioning is obtained by interpolating the peak location
using a second order polynomial in all three dimensions. The
3D coordinates {xp, yp, zp} of the detected points is then
provided as the output from the third stage. Tracks of the
individual scatterers can then be formed by collecting spatially
similar coordinates across all imaged frames. The pipeline was
implemented in MATLAB, and was processed offline [16].

III. RESULTS

This section presents the results of the optical validation of
the printed structures, as well as the accuracy and precision
of the SRI pipeline.

A. Optical validation of scatterer positions

Two replicates of each of the two projected-scatterer phan-
toms for optical validation were made. Each scatterer was
located using the optical microscope and the translation stage
coordinates of each scatterer was determined. Subsequently,
the scatterer coordinates were used to determine the distance
between the scatterers. The correlation between the optically
measured distances and the designed distances can be seen
in Fig. 4. In addition to analysing the direct correlation
between measured distances and design distances, it was also
investigated whether there was any difference between the two
sets of cross-planes (x-y and x-z), which could potentially be
explained by the anisotropic voxels. The different phantoms
were also modelled as a random factor, to test and compensate
for print-to-print variability. The combination of fixed and
random factors makes the fitted model a linear mixed effects
model. Such a model can be analysed using the lmerTest
package [24] in R [25]. A summary of the data types and
the factors included in the analysis can be seen in Table I.
The initial mixed effects model is given as

Yi = µ+ α(Planei) + (β1 + β2(Planei))xdesign,i

+ c(Phantomi) + εi, (1)

where Yi is the optically measured distances, µ is the
overall intercept, α(Planei) is an intercept addition due to
the Plane factor, β1 is the average slope of the model,
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Figure 2. Sketch of the procedure to determine the accuracy of the printed phantoms. The black squares represent printed scatterers. The distances between
scatterers are determined, and a correlation between the measured distances and the designed distances is made. The slope of the correlation will be the
expansion factor post-printing.

Table I
SUMMARY OF THE VARIABLES AND THEIR DATA TYPES USED IN THE OPTICAL CORRELATION ANALYSIS.

Sample values Variable type Description

Optical distance [mm] 4.041, 1.950,..., 8.189 Numerical values The response variable, measured by optical microscope
Design distance [mm] 3.973, 1.927,..., 8.087 Numerical values The designed distance between points
Plane XY, XZ Fixed factor The cross-plane investigated
Phantom 1, 2, 3, 4 Random factor The phantom group

Rotation/translation stage

Water

Phantom

Polyurethane sheet
Water tank

US Probe

3D
printed
holder

Figure 3. Sketch of the experimental ultrasound setup.

β2(Planei) is a plane dependent correction to the slope,
c(Phantomi) ∼ N(0, σ2

Phantom) is a random offset from
phantom to phantom, and εi ∼ N(0, σ2) is the residual
error, with N(µ, σ2) being a normal distribution with mean
µ and standard deviation σ, all for the ith response. All
c(Phantomi)’s and εi’s are independent.

The model reduction was conducted by removing only a sin-
gle term at a time, based on a 5% level of significance. Neither
the random effect of the individual phantoms (c(Phantomi)),
nor the Plane dependent intercept addition (α(Planei)), nor
the Plane dependent slope (β2(Planei)) were significant at 5%.
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Figure 4. Correlation between the distance between the designed scatterer
positions and the distances measured using an optical microscope. The black
line is the final reduced model seen in Eq. (2).

Thereby the model reduction converged at the final model

Yi = µ+ β1 · xdesign,i + εi. (2)

The model coefficients and confidence intervals of the reduced
model can be seen in Table II. The analysis showed that the
phantom swelling is isotropic, since there was no effect of
the Plane factor. There was no significant difference between
the four test phantoms, indicating good print repeatability. The
parameter estimate of β1 indicates that the phantom expands
by approximately 2.6% along all dimensions. The residual
standard error of the model is 36.6 µm. Model diagnostics
showed that the residuals appeared to be normally distributed.
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Table II
MODEL PARAMETER ESTIMATES OF THE FINAL REDUCED MODEL
INCLUDING CONFIDENCE INTERVALS OF CORRELATION BETWEEN

OPTICAL MEASUREMENTS AND DESIGN DISTANCES.

Estimate Standard
Error 2.5% 97.5%

Intercept [mm] 0.023 0.009 0.005 0.042
β1 (slope) 1.026 0.002 1.022 1.030

Thereby, the model is a good describer for the phantom expan-
sion. The overall good correlation of all points to the straight
line indicate that the expansion is uniform and isotropic in the
investigated region of the print area. The analysis showed a
significant intercept of 23 µm, which was unexpected. Given
that the intercept lies outside of the data range of interest, it
will not be analysed any further. It should be noted that the
confidence interval for the intercept varies from less than a
single voxel width, to four voxel widths.

B. Ultrasound super-resolution pipeline calibration

1) Scatterer localisation: Fig. 5 shows three selected cross
planes of a B-mode volume. The coloured dots mark the
localised positions of the scatterers detected in one of the 640
volumes. The example cross planes have been chosen such that
they all contain the scatterer marked by a blue dot. The x− z
cross plane (Fig. 5c) also contains an additional scatterer (red).
The selected volume contains a total of five scatterers, with
the remaining scatterers not visible within the selected cross-
planes. The large reflection at x ≈ 3.5 mm and z ≈ 4 mm
does not correlate with any of the designed scatterer positions,
and likely stems from a print artefact.

The localised positions of the 3D printed scatterers, accumu-
lated over the 640 volumes, can be seen in Fig. 6. The colours
group the tracked points of the individual scatterers, while the
black tracks illustrate the expected tracks based on the design
coordinates. The latter are included for visual confirmation
that the localisations are indeed the designed scatterers. It is
recommended to always include such a comparison to confirm
that the localisations indeed correspond to the features of the
designed phantom. Drop lines are included to aid the 3D
perception. The horizontal field of view in the figures have
been limited to the measured data tracks, removing parts of
the black tracks. The actual cross-sectional field of view of
the probe is 14.86× 14.86 mm2.

Although eight scatterers were printed, not all were found in
the two experiments: seven scatterers were correctly localised
for the movement along the x-axis (Fig. 6 a)) and five
scatterers were correctly localised for the movement along
the y-axis (Fig. 6 b)). In addition, the track length varies
from 81 localisations to 633 localisations, across the 640
volumes. Two additional tracks, which did not align with
the design coordinates, have been omitted from the images
and the analyses. It is expected that these tracks stem from
print artefacts, resulting in unintended cavities in the phantom,
which therefore reflect the ultrasound similarly as the designed
scatterers. They aligned well with the reflection seen in Fig. 5c
at x ≈ 3.5 mm and z ≈ 4. While these print artefacts

would also be fixed in position, and be moved along the same
trajectory as the designed scatterers, the print artefact geometry
is not known. If a print artefact is significantly larger than
the imaging wavelength, localisation of the centroid might be
ambiguous, and therefore, these tracks were omitted from the
analysis.

2) Super-resolution accuracy: The SRI pipeline accuracy
was investigated in a similar manner to the optical validation,
by comparing the known distances between the designed
points to the measured distances between points from the
ultrasound experiments. There are two main differences to
the optical experiment: The scatterers are now positioned not
in collapsed planes but in 3D, visualised as the blue points
in Fig. 1, and the design distances are compensated for the
expansions according to the results in Table II before analysing
the correlation between the designed distances and those
calculated from the ultrasound data. After the compensation,
the correlation should be a straight line with a slope of 1,
in the case of perfect correlation. Since there are two sets of
experiments, one for each direction of motion of the translation
stage, the variables of the analysis are the compensated design
distances, the measured ultrasound distances, and a factor
separating the data into the x- and y-motion, all summarised
in Table III. In this experiment, the entire beamformed volume
has been assumed to have a speed of sound equal to that in
pure water, 1480 m/s.

As was mentioned in Section III-B1 and shown in Fig. 6,
an unequal number of scatterers were localised by the SRI
pipeline in the two experiments, and the tracks were of unequal
length. This means there will be more data for the x-direction
of motion, resulting in an unbalanced dataset from a statistical
point of view. In addition, our analysis of the variation in
the data showed that the data was heteroscedastic. Modelling
the correlation of the raw distances between points might be
heavily biased toward certain parts of the data simply due to
the large number of samples. Instead, a weighted least squares
analysis of the distance distributions was conducted. This was
performed by modelling the mean distance between each point
across all measurements, with each mean value being weighted
by the variance of the measurements contributing to that mean.
The correlation between the compensated design distances and
the mean of the distances calculated by the SRI pipeline is
shown in Fig. 7.
The initial linear model is given as

Yi = µ+ α(Motioni)

+ (β1 + β2(Motioni))xdesign,i + εi, (3)

where Yi is the mean of the distance between points
calculated from the SRI pipeline output, µ is the overall
intercept, α(Motioni) is an intercept addition due to the
Motion factor, β1 is the average slope of the model,
β2(Motioni) is a Motion dependent correction to the slope,
and εi ∼ N(0, σ2) is the residual error, with N(µ, σ2) being
a normal distribution with mean µ and standard deviation σ,
all for the ith response. All εi’s are independent.

The model reduction was conducted by removing only a sin-
gle term at a time, based on a 5% level of significance. Neither
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a) b)

c) d)

Figure 5. a) B-mode volume containing scatterers. Three cross planes of the B-mode volume are shown, b) x-y, c) x-z, and d) y-z. The super-localised
positions of the scatterers are marked by coloured dots.

a) b)

Figure 6. Cumulated localized scatterers acquired over 640 volumes. The phantom was translated in two separate experiments, along the transducer x-axis
(a), and along the transducer y-axis (b). The black tracks illustrate the expected tracks based on the design coordinates. Droplines end on the z=10 mm plane,
and are included to aid the 3D perception.

Table III
SUMMARY OF THE VARIABLES AND THEIR DATA TYPES USED IN THE ULTRASOUND CORRELATION ANALYSIS.

Sample values Variable type Description

Ultrasound distance
[mm] 8.717, 3.730,..., 6.279 Numerical values The distance between points calculated through the

super-resolution pipeline
Compensated design
distance [mm] 8.719, 3.811,..., 6.384 Numerical values The compensated designed distance between points

Motion X, Y Fixed factor The axis of translation
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Figure 7. Correlation between the compensated design distances and the mean
of the distances calculated by the SRI pipeline. The line represent the final
reduced model seen in Eq. (4).

Table IV
MODEL PARAMETER ESTIMATES OF THE FINAL REDUCED MODEL
INCLUDING CONFIDENCE INTERVALS OF CORRELATION BETWEEN

ULTRASOUND DISTANCES AND COMPENSATED DESIGN DISTANCES.

Estimate Standard
Error 2.5% 97.5%

β1 (slope) 0.989 0.003 0.982 0.996

the overall intercept (µ), nor the direction of motion dependent
addition to the intercept (α(Motioni)), nor the direction of
motion dependent correction to the slope (β2(Motioni)) were
significant at 5%, and were therefore removed. Thereby the
model reduction converged at the final model

Yi = β1 · xdesign,i + εi. (4)

The model coefficient and confidence interval of the reduced
model are presented in Table IV. The analysis showed no
dependence of the direction of motion, nor any intercept of
the correlation. The modelled average behaviour of the fitted
line has a slope of 0.989, close, yet not equal, to a perfect
correlation with a slope of 1. Based on the heteroscedastic
assumption of the data, a direct estimate of the residual
standard error is not meaningful.

3) Super-resolution precision: The same ultrasound data
was used to estimate the SRI pipeline precision. The precision
was estimated by investigating the variation of the individual
localisations relative to the trajectories of the translated scat-
terers. The tracks with motion along the x-direction were used
to estimate the precision in y. The tracks with motion along
the y-direction were used to estimate the precision in x. Both
datasets were used to estimate the precision in z. To visualise
the variation, the mean x-, y- and z-coordinate were subtracted
from each individual track, to centre the tracks around the
transducer coordinate-system origin. This is illustrated in
Fig. 8, where two cross-planes (x-y and x-z) are shown for
the tracks with motion along the x-axis, which corresponds to
the tracks in Fig. 6 a). The colour of the points represent the

Table V
ESTIMATED PRECISION FOR THE SUPER-RESOLUTION ALGORITHM.

Average
trajectory

Individual
trajectories

σ̃x [µm] 17.7 17.3
σ̃y [µm] 27.6 19.3
σ̃z [µm] 9.5 8.7

tracks of the different design points, and are matched to those
of the tracks in Fig. 6 a). The movement was uni-axial along
the translation stage x-axis. However, slight misalignment
between the ultrasound transducer and the translation stage
have resulted in the localisation tracks not being perfectly
aligned to the transducer axes. This can be observed in Fig. 8,
in which the black line is the average trajectory of all tracks in
the dataset. It should be noted however, that the axes are not
equally scaled in the main plots, but only in the small inserts.
The misalignment angle is 0.49° in the x-y plane, and 0.79° in
the x-z plane. This misalignment should be compensated for
when determining the variation of the tracks. The scatterers
are fixed in the phantom and have been moved collectively
by the translation stage. Then all tracks should have moved
in the same direction, and the average trajectory of the tracks
would be a good estimate of that. An estimate of the precision
could be determined as the variation relative to the average
trajectory. The precision along all three dimensions based on
the variability relative to the average trajectory is displayed in
Table V (“Average trajectory”). However, the coloured lines
indicate that the tracks are in fact not parallel, but at small
angles to each other. It is fairly small angles relative to the
average trajectory, with the largest angle in any plane being
3.1°. This indicates that there is an error somewhere in the
SRI pipeline, and that determining the precision relative to
the average trajectory might be misleading. As an alternative,
the estimate of the precision could be determined relative to
the individual trajectories of the tracks. The precision along
all three dimensions based on the variability relative to the
individual trajectories is displayed in Table V (“Individual
trajectories”). However, given that the tracks should have been
parallel, this latter estimate of the precision might also be
misleading. It is expected that the two presented estimates of
the precision are limiting cases, and that the true precision of
the SRI pipeline will lie somewhere in between.

IV. DISCUSSION

The 3D printed phantoms have successfully been used for
SRI pipeline characterisation. The presented results illustrate
that it is possible to obtain estimates for precision and accu-
racy, using these specialised phantoms. The obtained precision
is an improvement of at least a factor of 18 compared to the
ultrasound wavelength. It is particularly worth noting that even
the worst obtained estimates for precision are comparable to
the size of the smallest vessels in tissue. Thereby it is clear
that the used method is suitable for resolving features at the
size of the smallest vessels in tissue in three dimensions, and
the stability of the phantom features allows for documentation
of this.
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Figure 8. Crossplanes of the tracks with motion along the x-axis, offset to be centred around the coordinate system origin. The black lines show the average
trajectory, while the coloured lines are linear fits to the individual trajectories of the different scatterers. The main plot axes do not have equal scaling. The
inserts shows the same linear fits, with equally scaled axes.

It should be noted that there is good agreement between
the SRI pipeline property estimates determined using these
calibration phantoms, and the estimates for precision presented
in [16], which were obtained using a 3D printed channel
phantom and micro-bubbles, using the same SRI pipeline. In
that paper, the precision was found to be less than 23 µm in
all directions. Note that the precision was determined through
analysis of the radial distribution of micro-bubbles within the
channel. By doing that, all precision estimates are a mixture
of the axial precision and lateral precision, which are not
expected to be equal. By instead measuring the distribution of
fixated points as presented here, the analysis is not limited to a
radial distribution, but independent estimates of the precision
along x, y, and z have been obtained.

For the initial optical characterisation of the phantoms, a
36.6 µm residual error was found for the correlation between
the designed distances and those measured using an optical
microscope. This is significantly larger than the position
repeatability claimed by the microscope stage manufacturer
and the experimentally validated position repeatability which
was tested. A possible explanation might be that the ex-
periment to determine the position repeatability was made
by locating the same scatterer multiple times. On the other
hand, the correlation in Fig. 4 was made localising many
different scatterers. Local distortion of the printed structures
might make the scatterer shapes slightly unequal, resulting in
localisation of comparative features (for instance a specific
corner) more difficult between scatterers, than when locating
the same feature on the same scatterer. It should be noted that
the model diagnostics showed that the residuals appeared to
be normally distributed, indicating that the model is a good
describer for the phantom expansion.

The high positioning control has allowed for the detection
of distortion in the SRI pipeline, through the non-parallel
tracks, which would not have been possible using conventional
phantoms. The tracks should have been parallel given that
the scatterers are fixated in the phantom, and that they have
only been moved collectively using the translation stage.

The distortion is the reason for the discrepancy between the
precision estimates. However, it was quite small with an
angular distortion of at most 3.1°. A possible explanation could
be that the experiment has been conducted assuming a speed
of sound of 1480 m/s in the entire beamformed volume. This
was chosen, since the phantom was submerged in water, and
the phantom itself consists of ≈75% water. However, the speed
of sound of the phantom has been measured to be ≈1580 m/s,
which will lead to distortion.

An alternative or additional explanation could be that the
ultrasound system has both a spatially dependent sensitivity
and a spatially dependent point spread function, which changes
in shape and intensity. This would not only explain the non-
parallel tracks, but could also explain the difference in the
number of tracks detected in the two ultrasound experiments,
and that the eighth scatterer was not localised in either
experiment. A consequence of a spatially dependent point
spread function could be that full calibration of a SRI pipeline
should perhaps be performed with local parameter estimates
throughout the field of view of the probe instead of globally, as
presented here. Thus the properties of a SRI pipeline would
then be given by accuracy and precision estimates, both as
functions of the x, y, and z coordinates. This might even be
necessary, illustrated by the results in this paper, as proper
thresholding can become difficult to implement globally in
the field of view.

The presented phantom illustrates an alternative solution for
SRI pipeline calibration to regular tube phantoms. However,
this does not mean that it is irrelevant to create phantoms,
which allow flow of micro-bubbles to be tracked. Given that
it is a 3D printing method, these could easily be made, as was
demonstrated in previous work [15], [16]. The 3D printing
method allows for creating any arbitrary complex structure,
making it possible to mimic complex vascular systems. The
complexity is in principle only limited by the printer spec-
ifications and the printing material governing the achievable
minimum voxel size.

The presented phantom concept could be expanded to
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investigate other aspects of super-resolution algorithms and
systems, such as resolvability and separability. The separation
of 3 mm was chosen to ensure no overlap between the reflected
signals from the individual scatterers, thereby mimicking how
many SRI pipelines work today. Thereby, the resolution that
can be expected from a SRI pipeline will be given by the
variability of the positions, presented here as the σ values in
Table V. Phantoms could be developed with scatterers placed
much closer, to tune algorithms to be able to separate signals
from partially overlapping reflections. This would be highly
relevant for instance for some of the new types of SRI schemes
which seek to be able to separate reflections much closer than
the wavelength [26].

The 205 by 205 by 200 µm3 scatterer size limits the
phantom to be used with imaging frequencies equal to or
less than 6 MHz. However, imaging probes capable of using
larger frequencies are widely used. The phantom feature sizes
are by no means the limit of the printing system. In [26] we
presented another 3D printed phantom containing 45 by 45 by
1000 µm3 scatterers for 2D imaging. Integration of the signal
across the elevation plane allows for an increased intensity
even though the scatterers were significantly smaller in cross-
section than those used in this work. That is not possible for
3D imaging. However, no optimization of the scatterer size has
been done for this work. Additional optimization through local
dose changes resulting in local acoustic parameter changes
might allow for obtaining even larger intensities from the same
sized scatterer. A different approach would be to not only
consider increasing the intensity from the scatterers, but also
decreasing the background noise from the bulk of the phantom.
Some of the unintended structures observed in ultrasound
might originate from issues in the printer system, which could
potentially be optimised.

The precision, accuracy and repeatability of the 3D printed
phantoms would be incredibly difficult to achieve, if not
impossible, using the traditional types of tube phantoms or
chicken embryos. Yet, it still provides the opportunity of
creating complex three-dimensional phantom features, provid-
ing the opportunity for full volumetric characterisation of an
ultrasound system, which is not offered by any other phantom
fabrication method available today.

V. CONCLUSION

We have presented 3D printed micro-phantoms containing
absolute 3D micro-positioned sub-wavelength sized ultrasound
scatterers for calibration of super-resolution ultrasound imag-
ing (SRI) pipelines. The presented phantoms contains fixated
scatterers and can therefore be used for long acquisitions,
producing repeatable results, unlike traditional tube phan-
toms. The resulting printed structures have been characterised
using an optical microscope, and it has been shown that
the printed structures systematically expand isotropically by
2.6% relative to the design. The phantom was used to cal-
ibrate a super-resolution ultrasound imaging (SRI) pipeline
by correlating the distances between the cavities calculated
through the SRI pipeline to the phantom design distances.
The analysis showed a correlation slope of 0.989, close

to a perfect correlation of 1. The variability of the super-
localised positions of the individual scatterers across 640
volumes were used as an estimate of the precision of the
SRI pipeline. Based on the analysis, it is expected that the
precision of the SRI pipeline lies between the two limiting
estimates of (σ̃x, σ̃y , σ̃z) = (17.7 µm, 27.6 µm, 9.5 µm),
when estimated relative to the average trajectory off all tracks,
and (σ̃x, σ̃y , σ̃z) = (17.3 µm, 19.3 µm, 8.7 µm), when
estimated relative to the individual track trajectories. Both of
these precision estimates are on the same scale as the features
intended to be resolved in vivo, namely vessels of only a few
tens of micrometers.

The presented phantom has proven to be an useful tool in
validating accuracy and precision for a SRI pipeline, as well
as unveiling distortion in the SRI pipeline, the latter of which
would have been impossible using a traditional tube phantom.
The study demonstrates the use of 3D printed phantoms for
determining the accuracy and precision of volumetric super-
resolution algorithms.
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Abstract—Delay-and-sum (DAS) beamforming is unable to
identify individual scatterers when their density is so high that
point spread functions overlap each other. This paper proposes
a convolutional neural network (CNN)-based method to detect
and localize high-density scatterers, some of which are closer
than the resolution limit of DAS beamforming. A CNN was
designed, which takes radio frequency (RF) channel data as
input and returns non-overlapping Gaussian confidence maps.
The scatterer positions were estimated from the confidence
maps by identifying local maxima. The RF channel data for
training, validation, and evaluation were simulated in Field II
pro by placing scatterers randomly in the region of interest,
and transmitting three steered plane waves. Evaluation was
performed on the simulated test sets at the scatterer densities
from 0.49 mm−2 to 4.88 mm−2. A precision of 0.999 and a
recall of 0.911 were achieved, and localization uncertainties after
excluding outliers were ± 46 µm (0.16λ) (outlier ratio: 0.04) in
the lateral direction and ± 26 µm (0.09λ) (outlier ratio: 0.01)
in the axial direction. Also, a mean resolved rate of 0.67 was
achieved for the two scatterers laying closer than the theoretical
resolution limit of DAS beamforming. Two PEGDA 700 g/mol
hydrogel phantoms containing cavities were 3-D printed, and
were imaged using a 5.2 MHz linear array transducer to test the
method on measured data. The RF channel data were acquired by
the synthetic aperture real-time ultrasound system (SARUS). A
new CNN was trained for the phantom study using the modified
training sets according to the physical properties of the phantom.
On the grid scatterer phantom, a precision of 0.98 and a recall of
1.00 were achieved and localization uncertainties after excluding
outliers were ± 101 µm (0.33λ) (outlier ratio: 0.01) in the lateral
direction and ± 37 µm (0.12λ) (outlier ratio: 0.01) in the axial
direction. On the random scatterer phantom, a precision of 0.59
and a recall of 0.63 were achieved, and localization uncertainties
after excluding outliers were ± 132 µm (0.43λ) (outlier ratio:
0) in the lateral direction and ± 44 µm (0.70± 0.15λ) (outlier
ratio: 0) with a bias of 22 µm in the axial direction. This
method can potentially be extended to detect highly concentrated
microbubbles in order to shorten data acquisition times of super-
resolution ultrasound imaging.

Index Terms—high-density scatterers, convolutional neural
network, super-resolution ultrasound imaging, ultrasound local-
ization microscopy

I. INTRODUCTION

DELAY-AND-SUM (DAS) beamforming [1] is simple
and effective for B-mode image generation, but the

spatial resolution is limited by wave diffraction. The resolution
of conventional ultrasound imaging depends on wavelength,
f-number, and excitation pulse bandwidth. Recently, ultra-
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sound localization microscopy (ULM) and the resulting super-
resolution ultrasound imaging (SRI) was devised to overcome
the diffraction limit [2]–[6]. The microvasculature, composed
of vessels that are separated by less than a half-wavelength,
was mapped by deploying microbubbles (MBs) as contrast
agents. SRI can be achieved by detecting and tracking the
centroids of individual MBs over time.

ULM-based SRI, however, requires long data acquisition
times since the MB detection still relies on conventional
ultrasound images. The ultrasound images are generally DAS
beamformed and diffraction-limited as a consequence. There-
fore, the MB concentration should be low to avoid the overlaps
of point spread functions (PSFs) for accurate and reliable MB
detection. This constrains the number of detectable MBs in a
frame, and it leads to long data acquisition times for mapping
the entire target structure.

A novel method is proposed in this paper to detect and
localize high-density scatterers by using convolutional neural
networks (CNNs). Deep learning has had a profound impact on
processing complex data and making associated decisions. By
training deep neural networks with a large number of exam-
ples, impressive improvements were achieved in various chal-
lenging problems such as image classification [7]–[10], object
detection [11], [12], semantic segmentation [13]–[15], and
single-image super-resolution [16], [17]. It would be nearly
impossible to attain those improvements using traditional logic
programming or model-based approaches. The same principles
can be applicable to ultrasound signals. It is hypothesized that
the CNN-based method can identify scatterers laying closer
than the resolution limit of DAS beamforming directly from
radio frequency (RF) channel data.

In optics, where localization microscopy was firstly pro-
posed [18]–[20], several studies were conducted to incorpo-
rate deep learning in super-resolution localization microscopy
[21]–[23]. Those studies used CNNs to localize fluorescent
molecules and showed that deep learning-based methods can
drastically reduce data acquisition times and data processing
times while achieving state-of-the-art performance.

Similar attempts also exist in ultrasound SRI. Van Sloun
et al [24] proposed Deep-ULM that outputs high-resolution
images where the pixel values correspond to scattering inten-
sities, given image patches of contrast-enhanced ultrasound
(CEUS) acquisitions. This is similar to our approach in the
sense that it handles high-density scatterer detection using
CNNs but Deep-ULM takes beamformed signals as input,
whereas the proposed method only uses RF channel data
without beamforming. Allman et al [25] tried to locate and
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Fig. 1. Overview of the CNN-based scatterer detection and localization.

classify sources and artifacts from pre-beamformed photoa-
coustic channel data using Faster R-CNN [26] with VGG16
[27]. However, only up to 10 sources were considered, and
classification for artifact removal is not necessary for scatterer
detection.

Deep learning techniques can be used to achieve better
ultrasound image quality. A fully connected neural network
beamformer improved image contrast by suppressing off-axis
scattering [28]. Hyun et al [29] proposed a CNN beamformer
that reduces speckle and eventually enhances contrast while
preserving resolution. Generative Adversarial Network (GAN)
[30], an architecture that generates output following the same
distribution as the training dataset, were applied to improve
image quality without sacrificing frame rate. Multi-focus line-
by-line images were synthesized from single-focus line-by-line
images [31] and image quality comparable to using thirty one
plane waves was achieved using three plane waves [32].

In this work, CNNs were trained to learn a mapping from
RF channel data to confidence maps, and scatterer positions
were then estimated from the confidence maps by identifying
local maxima. The RF channel data were directly fed to the
CNNs without beamforming to avoid the information loss
caused by overlapping PSFs. We have shown the potential
of the CNN-based method in [33]. However, the training was
performed at a fixed scatterer density and its performance was
not fully investigated. In this paper, two CNNs were trained
and evaluated using simulated RF channel data with one plane
wave or three plane waves. The training sets were generated
at four different scatterer densities, and the test sets were
generated at ten different scatterer densities. Two phantoms
with water-filled cavities were 3-D printed and scanned to
examine the feasibility of the CNN method on measured data.

II. METHODS

Consider RF channel data x ∈ RNa×Nl×Nt induced by
scatterers p ∈ RNs×2 where Na is the number of samples
along the axial direction, Nl is the number of active elements
of a transducer in reception, Nt is the number of transmissions,
Ns is the number of scatterers, and 2 is the number of the
spatial dimensions (in the lateral and axial positions). The
nonlinear mapping f : RNa×Nl×Nt → RNs×2 needs to be
found to estimate scatterer positions from the RF channel data,
which satisfies

p = f (x) . (1)

TABLE I
RF CHANNEL DATA SIMULATION PARAMETERS

Category Parameter Value
Transducer Center frequency 5.2MHz

Pitch 0.20mm

Element width 0.18mm

Element height 6mm

Number of elements 192
Imaging Number of TX elements 32

Number of RX elements (Nl) 64
Steered angles −15°, 0°, 15°

Environment Speed of sound (c) 1480m/s

Field II sampling frequency 120MHz

RF data sampling frequency 29.6MHz

Scatterer Number of scatterers (Ns) 20 · i, ∀i ∈ {1, 2, . . . , 10}
Lateral position range (−3.2, 3.2)mm

Axial position range (14.8, 21.2)mm

Here, Ns varies depending on the given RF channel data x
so the mapping f needs to adjust Ns adaptively, but this is
not straightforward. Therefore, the mapping f is decomposed
into two functions g and h to handle the varying Ns. The
mapping g : RNa×Nl×Nt → RNh×Nw forms a confidence
map c ∈ RNh×Nw where Nh and Nw are the number of
samples in the axial and lateral directions, respectively. The
confidence map c represents a region of interest (ROI) where
the pixel values indicate confidences of scatterer presence in
each pixel. The mapping h : RNh×Nw → RNs×2 detects and
locates scatterers from the confidence map. The mapping in
(1) can be rewritten using g and h as follows:

p = f (x)

= h (g (x)) = h (c) , (2)

where
c = g (x) . (3)

The overview of the proposed method is illustrated in
Fig. 1. The mapping g was modeled by a fully CNN and the
mapping h corresponded to local maxima identification with
thresholding. The RF channel data simulation and confidence
map generation are explained in Section II-A and II-B, respec-
tively. The architecture of the proposed CNN is introduced in
Section II-C. Scatterer detection from the confidence maps is
explained in II-D and the phantom fabrication is described in
Section II-E. A baseline method for comparison is introduced
in Section II-F.

A. RF Channel Data Simulation

Field II pro [34]–[36] was used to simulate RF channel data
to generate data sets for training, validation and evaluation.
The parameters for the simulation are listed in Table I. The
transducer was modeled after a commercial 5.2MHz 192-
element linear array transducer, and a measured impulse
response [37] was applied to make the simulated RF channel
data as close to measured data as possible [38].

For each frame, a certain number of point scatterers were
placed randomly within a region of 6.4mm× 6.4mm where
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Fig. 2. An illustration of the imaging scheme. Scatterers were placed in the
region of interest, and three steered plane waves were transmitted for each
frame. The aperture was shifted to insonify only the region of interest.

(a) (b)

Fig. 3. An example of simulated RF channel data with one plane wave
without steering. (a) is simulated raw RF channel data and (b) is delayed RF
channel data. Note that the delay here is different from the delay in DAS
beamforming.

the center of the region was 18mm away from the transducer,
and three steered plane waves were transmitted using 32 ele-
ments. Individual scatterers had the same scattering intensity.
Motion and flow were not considered, therefore, scatterers
were static among three plane wave transmissions in a frame
and the scatterer positions were independent between frames.
The aperture was shifted for each steered angle to insonify
only the ROI, as shown in Fig. 2. The elements used in
transmission were the 105th to the 136th (−15◦), the 81st
to the 112nd (0◦), and the 57th to the 88th (15◦) elements.
Backscattered waves were received with 64 elements in the
center of the transducer.

The simulated RF channel data were not beamformed but
delayed based on the time-of-flight calculated by

τi(x, z) =

(√
(x− xi)2 + z2 + z

)/
c. (4)

Here, τi is the time-of-flight of the i-th transmission, (x, z)
is the data point, xi is the center of the i-th transmission
aperture, and c is the speed of sound. This preprocessing
helped the CNN solve the problem by making wavefronts more
like straight lines, instead of parabolas, as shown in Fig. 3.

It is required for the input and output of the proposed CNN
to have the same number of samples along the axial direction.
The delayed RF channel data were accordingly resampled
to match the same number of samples as confidence maps
along the axial direction (Na = Nh). Essentially, the sampling

(a) (b)

Fig. 4. An example of cropped confidence maps. (a) is a binary confidence
map and (b) is a non-overlapping Gaussian confidence map created from (a).

frequency of the RF channel data was determined by the pixel
size of the confidence maps, and Na was determined by the
sampling frequency and the ROI. After preprocessing, the size
of RF channel data x for one frame was 256× 64× 3 before
being fed to a CNN.

B. Non-overlapping Gaussian Confidence Map

Binary confidence maps were firstly created, whose pixel
values indicate presence (1) or absence (0) of a scatterer in the
corresponding location, as shown in Fig. 4a. CNNs, however,
could not be trained using such confidence maps because most
of their pixel values were zero. The sparse confidence maps
provided small gradients during optimization and made CNNs
easily converge to wrong optimal solutions, returning only zero
confidence maps regardless of input.

A non-overlapping Gaussian confidence map (Fig. 4b) was
proposed to solve the imbalance problem of binary confidence
maps. Applying 2-D Gaussian filtering to sparse labels can
improve training stability and guide CNNs to correct solutions
[21], [24], [39]. But simply applying 2-D Gaussian filtering
is problematic since peaks do not correspond to scatterer
positions when scatterers are closer than a certain distance. A
1-D example is shown in Fig. 5a. To keep peaks at scatterer
positions in the confidence maps, the Gaussian filter was
applied one by one at each scatterer position in the binary
confidence maps. Notably, when the Gaussian filter values
induced by different scatterers were overlapped, the maximum
values were taken. By doing so, clearly separated peaks can
be obtained at the true scatterer positions, as shown in Fig. 5b.

The parameters for non-overlapping Gaussian confidence
maps are listed in Table II. The 2-D Gaussian filter is defined
by

G(u, v;σ) =
1

2πσ2
e−

u2+v2

2σ2 (5)

where u and v are the pixel distances from the scatterer
position in the lateral and axial directions, respectively, and σ
is the standard deviation. The filter size was fixed to 4σ+1 and
the standard deviation was chosen by cross-validation among
3, 5, and 7 pixels. Scatterer positions were quantized according
to pixel size since the confidence maps are on discrete grids.
Here, the pixel size was set to 25 µm (≈ λ/10); the lateral and
axial localization uncertainties are ±12.5 µm in ideal situation.
The confidence map size was 256 × 256 (Nw = Nh = 256)
given the pixel size and the area of the ROI.
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(a) (b)

Fig. 5. A comparison of 1-D Gaussian confidence maps created by (a)
summation and (b) maximum operation. There are two scatterers y1 and y2,
and c1 and c2 are their confidence maps, respectively. The yellow line in (a)
is the sum of c1 and c2. The green line in (b) is the maximum of c1 and
c2. In (a), one scatterer ŷ is found at a wrong position whereas in (b), two
scatterers ŷ1 and ŷ2 can be recovered at correct positions in the confidence
map.

TABLE II
CONFIDENCE MAP PARAMETERS

Parameter Value
Pixel size 25 µm
Confidence map size (Nh ×Nw) 256× 256

Gaussian filter size 21 pixels
Gaussian filter standard deviation 5 pixels

C. Convolutional Neural Network Architecture

The proposed CNN has an encoder-decoder structure with
pooling and unpooling. The encoder-decoder structure was
adopted to transform the input in the channel data domain
to the confidence maps in the ultrasound image domain.
In the encoding path, information is extracted from the RF
channel data, and in the decoding path, the confidence map is
reconstructed based on the extracted information.

The overview of the CNN architecture and its components
are shown in Fig. 6. It mainly consists of four down-blocks,
one conv-block, and four up-blocks. In the down-blocks, the
feature map size is decreased by strided convolution to reduce
the amount of parameters, and in the up-blocks, the feature
map size is increased to the confidence map size by pixel
shuffle [40]. An 11 × 1 convolution layer prior to the encoding
path extracts per-channel features, and two convolution layers
after the decoding path refine the feature maps and return the
confidence maps.

The pre-activation residual units [9] (Fig. 6a) were used in-
stead of common convolution and rectified linear unit (ReLU)
layers to improve the network performance. Batch normaliza-
tion (BN) in the residual units helped ease the optimization,
limited covariate shift, and had the effect of regularization
[41]. Dropout [42] was additionally attached after the shortcut
for further regularization. Leaky ReLU [43] and Sigmoid were
chosen as non-linear activation. CoordConv [44] was added to
transfer spatial information over convolution layers.

D. Scatterer Detection from Confidence Maps

The scatterer positions can be found by locating the pixels
whose confidences are one in the true confidence map c.
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Fig. 6. The proposed network architecture and its components: (a) residual
unit, (b) down-block, (c) conv-block, (d) up-block, and (e) the network
overview. The n and s in the parenthesis are the number of kernels and stride.
In (e), the sets of three numbers are the feature map size between two blocks,
and the asterisk indicates that CoordConv was applied at the first convolution
in the block.

However, the estimated confidence map ĉ = g (x) acquired
from a trained CNN is an approximation of c. It is not
guaranteed that the confidences are one where scatterers are
located in ĉ. Therefore, the algorithm relies on that fact
that pixels containing scatterers are local peaks. The scatterer
positions were recovered by finding the local maxima whose
confidence is larger than a certain decision value. The chosen
decision value was 0.9 in this work.

E. Phantom Fabrication

Two PEGDA 700 g/mol hydrogel phantoms were 3-D
printed [45], [46] to assess the CNN method on measured data.
The phantom contained water-filled cavities which acted as
scatterers. The volume of each cavity was 45 µm×1000 µm×
45 µm. The cavities were designed to be elongated in the
elevation direction to increase the intensity of received signals.

For the first phantom, 100 cavities were placed on a 10×10
grid with a spacing of 518 µm in the lateral direction and
342 µm in the axial direction, as illustrated in Fig. 7. This grid
scatterer phantom had the spacing larger than the resolution
limit of DAS to show that the CNN method works on measured
data. The second phantom, on the other hand, had 100 cavities
randomly distributed with a minimum spacing of 190 µm
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Fig. 7. Fabricated 3-D phantom with cavities: (a) photograph of the phantom
and (b) 100 cavities placed on a 10× 10 grid.

to present that the CNN method can resolve targets closer
than the conventional resolution limit. The minimum spacing
between cavities were constrained due to the cavity size and
the 3-D printer voxel size.

F. Baseline Method

Local peak detection on the beamforemd images was chosen
as a baseline method for comparison. RF channel data were
DAS beamformed in the region of interest with the same
pixel size as the confidence map, and, for three plane wave
transmissions, individual beamformed images were coherently
compounded [47]. The baseline method detected and located
scatterers in the envelop detected and log-compressed B-
mode images with a dynamic range of 40 dB. The B-mode
images were smoothed to avoid the situation where more than
one pixel correspond to a peak, and scatterer positions were
estimated by finding local maxima.

Deconvolution using an estimated PSF is one of the com-
monly used techniques for microbubble localization [5]. How-
ever, it was not considered in this work since its performance
was sensitive to the parameters when the PSFs were over-
lapped, and the spatially varying PSF of ultrasound imaging
led to imprecise scatterer position estimation.

III. EXPERIMENTS

A. Training Details

CNNs, the mapping g in (2), were trained to return the
corresponding confidence map ci given RF channel data xi

by minimizing the mean squared error (MSE), given by

LMSE (xi, ci; g) =
1

N

N∑

i=1

‖ci − g (xi)‖2F , (6)

where N is the number of samples and ‖·‖F is the Frobenius
norm.

One data set consisted of frames simulated at the same
scatterer density, and four training sets and four validation
sets were generated at the scatterer densities of 0.49mm−2,
0.98mm−2, 2.44mm−2, and 4.88mm−2, i.e., the numbers of
scatterers are 20, 40, 100, and 200 in one frame, respectively.
Each training set and validation set had 10 240 and 1280
frames, respectively.

The kernel weights were initialized by orthogonal ini-
tialization [48] and optimized with ADAM [49] by setting

Transducer

Phantom

Motion stage

Water

Acoustic absorber

x
z

Fig. 8. Illustration of the experimental setup for phantom measurement.

β1 = 0.9, β2 = 0.999, and ε = 10−7. Firstly, the training
was performed only using the training set at the scatterer
density of 2.44mm−2. The initial learning rate was 10−4

and it was halved every 100 epochs. After 600 epochs, the
learning rate was set to 10−5 and the training continued
using all the training sets while the learning rate was halved
every 50 epochs. The mini-batch size was 32, and each batch
was composed of frames from all four training sets after
600 epochs. The CNN was implemented in Python using
Tensorflow [50], and were trained on a server equipped with
a NVIDIA TESLA V100 16 GB PCIe graphics card. The
total number of training epochs was 800, and the training took
approximately 40 hours.

During training, the RF channel data and confidence maps
were flipped along the lateral direction at random with a
probability of 0.5 to augment the training sets. White Gaussian
noise was added to the RF channel data for generalization
along with BN and dropout. The signal-to-noise ratio after
noise addition was 6 dB, and the dropout rate was 0.3. The
RF channel data and confidence maps were then normalized
to be in the range [−1, 1] and [0, 1]. Validation was performed
every epoch to monitor the training, and also after training for
cross-validation to choose hyper-parameters.

For both simulation and phantom experiment, two CNNs
were trained and compared: one CNN acting on the data from
one plane wave (0◦) and the other CNN acting on the data
from three plane waves (−15◦, 0◦, 15◦).

B. Simulation Experiment

The CNNs were evaluated on simulated test sets firstly.
One test set consisted of 3840 frames simulated at the same
scatterer density, and 10 test sets were created by varying the
number of scatterers from 20 to 200 with intervals of 20. The
parameters in Table I were used again, apart from the number
of scatterers. The evaluation was performed in ten test sets to
evaluate how the performance changes over different scatterer
densities and how well the CNNs were generalized in terms
of scatterer density.

C. 3-D Printed Phantom Experiment

1) RF Channel Data Acquisition: The 3-D printed phan-
toms were scanned using the 5.2MHz 192-element linear
array transducer which has the same parameters as in Table
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I. The raw RF channel data were acquired by the synthetic
aperture real-time ultrasound system (SARUS) experimental
ultrasound scanner [51]. The same imaging scheme and pro-
cessing as in the simulation were applied.

The experimental setup is shown in Fig. 8. The transducer
was fixed, and a water tank containing the phantom was
placed on a motion stage. The phantom was aligned with
the transducer by the motion stage, capable of moving in
the x- and y-axis, and rotating around the z-axis. During
measurement, the motion stage was moved along the x-axis in
steps of 50 µm between frames, and 33 frames were acquired
for each phantom experiment.

2) Training Set Modification: The training sets were modi-
fied and new CNNs were trained from scratch for the phantom
experiment. In the simulation, it was assumed that scatterers
were infinitesimally small points. However, the cavities in the
phantom were squares, as shown in Fig. 7b, if the elevation
direction is ignored. Scattering, therefore, happens twice at
each cavity: once when a wave goes into a cavity and the other
when the wave comes out of the cavity. Additionally, the first
scattering experiences a phase reversal because the acoustic
impedance of the phantom is higher than that of water.

RF channel data for training were, therefore, re-simulated
by modeling each scatterer using two points separated by
the cavity size axially and with a phase reversal. To remain
consistent, the same scatterer positions of the original training
set were used.

3) Depth Correction: The speed of sound in the phantom
is higher than in water. The axial positions of the estimated
scatterers were corrected to compensate for the different speed
of sound in the phantom by

ẑ∗ = (ẑ − dpht) ·
cwater

cpht
+ dpht (7)

where ẑ and ẑ∗ are the axial position before and after
correction, cwater and cpht are the speed of sound in water and
in the phantom, respectively, and dpht is the distance from the
transducer to the phantom surface.

D. Evaluation Metrics

Three evaluation criteria were considered to assess the
CNNs: detection, localization, and resolution. The positive and
negative detections were firstly determined by pairing esti-
mated scatterers with true scatterers based on their pair-wise
distances, as stated in Algorithm 1. To be a positive detection,
an estimated scatterer should be exclusively matched with
an true scatterer within a certain localization precision. This
localization precision can be translated to a target resolution
for ULM without tracking and it was set to be the half of
full width at half maximum (FWHM) in this work. More An
ellipse whose major axis and minor axis are half of FWMHx

and half of FWMHz , respectively, was used as the desired
localization precision, where FWMHx is the lateral FWHM
and FWMHz is the axial FWHM. This bi-directional matching
process is extended from the left-right consistency check [52],
[53] for stereo matching in computer vision. It conforms to the
uniqueness constraint; one true scatterer can be paired with at
most one estimated scatterer.

Algorithm 1 Algorithm for determining positive or negative
detections
Input: p ∈ RNs×2 and p̂ ∈ RN̂s×2, where p is true scatterer

positions and p̂ is estimated scatterer posions
Output: Positive or negative detection a ∈ RN̂s×1

1: a← 0 ∈ RN̂s×1

2: D ←
{
(dij) ∈ RNs×N̂s

∣∣∣ dij = ‖pi − p̂j‖2
}

3: for j = 1 to N̂s do
4: î← argminD∗,j

5: if j = argminDî,∗ and (pî1−p̂j1)
2

(FWHMx/2)2
+

(pî2−p̂j2)
2

(FWHMz/2)2
< 1

then
6: aj ← 1
7: else
8: aj ← 0
9: end if

10: end for

The detection capability was assessed by quantifying wrong
detections and missed detections using precision, recall, and
F1 score which are defined as follows:

Precision =
TP

TP + FP
, (8)

Recall =
TP

TP + FN
, (9)

and
F1 score = 2× Precision× Recall

Precision + Recall
, (10)

where TP is the number of true positives (correct detections),
FP is the number of false positives (wrong detections), and
FN is the number of false negatives (missed detections).

Localization uncertainties were measured by calculating the
lateral and axial position errors. Only positive detections were
considered for the localization assessment.

Spatial resolution, the ability to separate two points that are
close together, was investigated statistically. For two isolated
true scatterers, it was checked whether they were detected. A
pair of scatterers was set to resolved if both scatterers were
detected. It was set to non-resolved if only one of them was
detected. And it was not considered if none of them were
detected, as this would be a detection problem. The resolved
rates were calculated in 20 µm× 20 µm bins by

Resolved rate =
Nres

Nres +Nnon-res
(11)

where Nres is the number of resolved pairs and Nnon-res is the
number of non-resolved pairs in a bin.

IV. RESULTS

The CNN method results on the simulated data and the 3-D
printed phantom measured data are presented in this Section.
Quantitative evaluation comparing one plane wave and three
plane waves was performed as specified in Section III-D. The
results of the baseline method on the same test data are also
presented.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 9. Comparison of scatterer detection between baseline method and CNN method in a simulated test frame. (a) and (c) are DAS beamformed B-mode
images with one and three plane waves, respectively. (b) and (d) are estimated confidence maps by CNNs with one and three plane waves, respectively. (e) -
(h) show true scatterers and estimated scatterers from their corresponding results above in the same column in the green box region.

TABLE III
PRECISION, RECALL, AND F1 SCORE COMPARISON IN THE SIMULATED

TEST DATASETS

Method
One plane wave Three plane waves

Precision Recall F1 Precision Recall F1

Peak 0.83 0.51 0.63 0.93 0.62 0.75
CNN 0.99 0.83 0.90 1.00 0.91 0.96

A. Simulation Experiment

The qualitative comparison between the peak and CNN
methods is shown in Fig 9. The proposed CNN method suc-
cessfully detected and localized high-density scatterers when
the peak method failed due to overlaps of PSFs. This can also
be confirmed quantitatively.

The detection results in the simulated test sets are shown
in Table III. The CNN method achieved the better precision,
recall, and F1 score for both one and three plane transmissions.
Also, when more number of transmissions were involved, the
detection performance was improved for both methods. The
detection capabilities over different scatterer densities were
also investigated, as shown in Fig. 10. The recalls dropped
as the scatterer density increased while the precisions were
relatively kept high. Additionally, the recalls of the baseline
method decreased more drastically as the scatterer density
increased, which led to the lower F1 scores.

For localization, box-and-whisker plots along with violin
plots were used to display the results, as presented in Fig 11
and 12. The bottom and top edges of the blue boxes indicate
the 25 th (q1) and 75 th percentiles (q3), and the center red lines
indicate the medians. The whiskers, vertically extended lines
from the boxes, indicate the range of values except outliers.

(a) (b)

(c)

Fig. 10. Detection capabilities of the baseline and CNN methods over different
scatterer densities with one plane wave and three plane waves: (a) precision,
(b) recall, and (c) F1 score.

The outliers are greater than q3 +1.5× (q3 − q1) or less than
q1 − 1.5 × (q3 − q1). To show the error distribution directly,
violin plot, the shaded area, was also demonstrated.

The lateral position error was higher than the axial posi-
tion error for both methods, and the CNN method achieved
more than two times better localization uncertainties than the
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(a) (b)

Fig. 11. Localization uncertainties of baseline and CNN methods on the
simulated test sets. (a) and (b) are the results with one plane wave and three
plane waves, respectively.

(a) (b)

(c) (d)

Fig. 12. Localization uncertainties of the CNN method on simulated test sets
at different scatterer densities: the lateral position errors with (a) one plane
wave and (b) three plane waves, and the axial position errors with (c) one
plane wave and (d) three plane waves.

baseline method, as shown in Fig. 11. The medians were
mostly very close to zero, indicating that the scatterer position
estimation was unbiased in both directions. The localization
was also improved when more number of plane waves were
transmitted. The CNN method localization uncertainties at
different scatterer densities are shown in Fig. 12. Neither
scatterer density nor number of emissions had much impact
on the axial position errors. The lateral position errors, on
the other hand, gradually increased as the scatterer density
increased.

The 2-D histograms in Fig. 13 show the resolved rates of
two isolated scatterers measured in 20 µm× 20 µm bins. The
green lines represent the theoretical resolution limit of DAS
beamformed images, assuming that the 6 dB contour of a PSF
is an ellipse. The FWHM was measured on a simulated PSF
in the center of the ROI. For one plane wave, the FWHM

(a) (b)

(c) (d)

Fig. 13. Resolved rate of (a), (c) baseline methods and (b), (d) CNN methods
in the simulated test sets where (a) and (b) are with one plane wave and (c)
and (d) are with three plane waves. The green lines represent the theoretical
resolution limit of DAS beamforming.

was 376 µm (1.32λ) laterally and 125 µm (0.44λ) axially. For
three plane waves, the FWHM was 265 µm (0.93λ) laterally
and 140 µm (0.49λ) axially. The resolution results clearly
show that the CNN method can resolve scatterers closer than
the limit. The mean resolved rates in the area under the green
line for the peak and CNN methods were 0.16 and 0.68 with
one plane wave, and 0.17 and 0.67 with three plane waves,
respectively.

B. 3-D Printed Phantom Experiment

The qualitative results of the baseline and CNN methods
on the grid and random scatterer phantoms are presented in
Fig. 14, and their quantitative comparison is shown in Table IV
and Fig. 15. With one plane wave, the side lobe level was
so high that the DAS beamforming was unable to identify
individual scatterers of the grid phantom properly, as shown
in Fig. 14a. The low precision was achieved as peaks were
shifted toward wrong directions due to the overlaps of PSFs.
The CNN method also achieved poor results with one plane
wave on the grid phantom data, as shown in Fig. 14b since the
CNN was not generalized enough to handle regularly placed
scatterers as the training frames were generated by placing
scatterers randomly. Most of the scatterers in the first and the
last columns were correctly detected while the other scatterers
were missed so the precision was higher than the baseline
but the recall was poorer. On the contrary, with three plane
waves, the baseline method found all the individual scatterers
without any false detection. The CNN method also achieved
comparable detection and localization results with three plane
waves, showing that more number of transmissons helped
generalization of the CNN. On the random scatterer phantom,
the CNN method achieved better detection and localization for
both one and three plane waves.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 14. Comparison of scatterer detection between baseline method and CNN method on phantom measured frames. (a) - (d) are results of the grid phantom
and (e) - (h) are results of the random phantom. B-mode images with (a), (e) one plane wave and (c), (g) three plane waves and confidence maps with (b),
(f) one plane wave and (d), (h) three plane waves are shown with true scatterers and estimated scatterers.

(a) (b)

(c) (d)

Fig. 15. Localization uncertainties of baseline and CNN methods on phantom
measured data: (a) and (b) are results on the grid scatterer phantom with one
and three plane waves, respectively. (c) and (d) are results on the random
scatterer phantom with one and three plane waves, respectively.

TABLE IV
PRECISION, RECALL, AND F1 SCORE COMPARISON IN THE PHANTOM

TEST DATASETS

Phantom Method
One plane wave Three plane waves

Precision Recall F1 Precision Recall F1

Grid
Peak 0.82 0.41 0.54 1.00 1.00 1.00
CNN 0.89 0.22 0.35 0.98 1.00 0.98

Random
Peak 0.47 0.23 0.31 0.49 0.32 0.39
CNN 0.53 0.37 0.44 0.59 0.63 0.61

V. DISCUSSION

A CNN-based scatterer detection and localization method
is presented. Instead of end-to-end training, the CNNs were
trained to learn the mapping from RF channel data to non-
overlapping Gaussian confidence maps, and scatterers were
detected and localized from the confidence maps by looking
for local maxima. This two-step framework made it possible to
handle varying numbers of scatterers (Ns). By obtaining non-
overlapping Gaussian confidence maps from RF channel data
without beamforming, it was able to identify high concentra-
tions of scatterers which cannot be separated by conventional
ultrasound imaging due to the overlaps of PSFs, as seen in
Fig. 9. This method also has an advantage of fast processing
time by exploiting GPU computation. The proposed CNN
implicitly included beamforming since it is a mapping from
the channel domain to the ultrasound image domain, which
is a bottleneck of current ultrasound imaging. For the CNNs,
processing time for a frame was 16ms on average in a PC
equipped with a NVIDIA Titan V GPU.

It was essential to use non-overlapping Gaussian confidence
maps to make training work. The binary confidence maps were
initially used to train CNNs with advanced loss functions such
as weighted cross entropy [13], jaccard loss [54], or focal loss
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[55], as well as simple loss functions such as MSE or mean
absolute error, but all of them failed. The binary confidence
maps were too sparse to be handled by simply manipulating
the loss function. Non-overlapping Gaussian confidence maps,
however, relaxed the sparsity of the binary confidence maps,
while being able to recover scatterer positions by taking the
maximum of overlapping Gaussians. Therefore, the greater
gradients were provided during training and the CNNs were
able to be guided to the correct solutions stably.

The delayed RF signal induced by a scatterer lies across all
the channels and at several depths depending on the lateral
location of the scatterer. Hence, it was necessary for CNNs to
have large receptive fields so four down and four up blocks
were used. It was tried to incorporate skip connections into
the proposed CNN by, if necessary, applying upsampling
to the feature maps in the contracting path to match the
size of their corresponding feature maps in the expanding
path. For image segmentation, the skip connections play an
important role to recover the lost spatial information. The
resulting reconstructed images have more fine details and,
as a result, provide better localized semantic segmentation
[13], [56]. However, the skip connections hindered training
and the CNNs learned zero confidence maps. We presume
that the feature maps extracted from RF channel data in the
contracting path are not directly related to the reconstruction of
confidence maps, unlike image segmentation. CoordConv [44]
was applied instead to cope with the spatial information loss.
The CNNs with the CoordConv reconstructed non-overlapping
Gaussians more precisely and achieved the better recall and
localization precision on the validation sets.

The training was firstly performed in the training set at
the scatterer density of 2.44mm−2, and further fine-tuned
on the whole training sets. Interestingly, the CNNs trained
at the scatterer density of 2.44mm−2 were already well
generalized at the higher scatterer densities than 2.44mm−2.
On the other hand, the CNNs achieved poor precision at the
lower scatterer density and localization as two peaks appeared
laterally near a true scatterer position in the confidence maps.
The training sets, therefore, had more frames at the lower
scatterer densities. It was also investigated to train CNNs using
the whole training sets from the beginning of the training but
the proposed way was more efficient; CNNs converged to the
solutions with less iterations.

The comparison in the simulated test sets clearly shows
that the proposed method outperforms the baseline method.
The performance drop was much more severe for the baseline
method at the higher scatterer densities. Deep-ULM is another
CNN-based method which localizes high-density targets from
B-mode images that contain overlapping PSFs. To compare the
proposed method with Deep-ULM, the recall and localization
errors were re-calculated following the way as the supple-
mentary Fig. 1 in [24] was generated. The threshold values
for determining positive detection was λ/7 and Euclidean dis-
tances between the true and estimated targets were calculated.
The results are presented in Fig. 16. Both methods showed
good performance at high target densities but the proposed
method achieved slightly better recall and localization pre-
cision. Deep-ULM recovered roughly 1.80mm−2 while the

(a) (b)

Fig. 16. Recall and localization precision re-calculated to compare CNN
method to Deep-ULM: (a) Positive detection density and (b) median of
Euclidean position errors with one standard deviation bars at different scatterer
densities.

proposed method recovered 2.26mm−2 at the target density
of 2.44mm−2, and Deep-ULM recovered roughly 2.10mm−2

at the target density of 3.53mm−2 when the proposed method
recovered 3.00mm−2 and at the target density of 3.42mm−2.
The median of Euclidean errors of Deep-ULM was approxi-
mately λ/12 but the proposed method achieved smaller errors
than that. It is difficult to conclude that the proposed method is
better than Deep-ULM since the evaluation was not performed
in the same test data. This, however, shows the potential of
the methods directly employing RF channel data.

To validate the proposed method for real world applications,
two 3-D printed phantom were measured. The benefit of
using the 3-D printed phantoms is that true scatterer positions
and the dimensions of the phantom and scatterers (cavities)
are known. It was important to modify the scatterers in the
training sets to match the cavity dimensions. The CNNs
trained for the simulation experiment failed showing too many
wrong detections when they were tested on the measured data.
The CNNs trained with the modified training set, however,
achieved results comparable with the DAS method. It is
notable that this was achieved only with the simulated training
set, since it is extremely difficult to obtain sufficient training
data with ground truth for these kinds of experiments.

The phantom experiment shows that the CNN method is
transferable to measured data by modelling scatterers properly
in the training data simulation. The baseline method performed
slightly better for the trivial case: the grid scatterer phantom
with three plane waves but the CNN method performed
better for the other cases. The CNN method on the random
scatterer phantom yet presented relatively large number of
false positives compared to the simulation results. This could
be because of factors not considered in the simulation such
as attenuation in the phantom medium, different scattering
intensity of the cavities, etc. The more accurate simulation
and better generalized CNN model would be able to increase
the CNN method performance on the measure data.

The proposed method gives 2-D images using a 1-D trans-
ducer. This limits the view of the target structure along the
elevation direction. The 3-D printed phantoms were essen-
tially 2-D phantoms which have elongated cavities and the
dimension along the elevation direction was not captured in the
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results. This limitation can be solved by using 2-D transducers
such as fully addressed transducers or row-column addressed
transducers.

There are several expected problems in order to apply the
CNN method to MB detection for SRI. MBs are not static but
move with different velocities depending on the vessel size.
This should be considered during training data generation. The
signals from tissue also need to be rejected. Clutter filtering
is normally used to remove these, but this will change the
signals from the scatterers too and the CNNs method might
fail. Therefore, a way of rejecting the tissue signals without
hurting the performance of CNNs needs to be investigated.
Also, it is important to model MBs properly in simulations
since their sizes are different. It was necessary to remodel
scatterers following the real physical structure for phantom
experiment. This is expected to be an important factor for
applying the CNN method on the measured MB signals.

Lastly, further research on the optimal imaging scheme and
scalability of CNN is required. Plane waves were used to
support the hypothesis in a small region. In practice, however,
a larger field of view is needed. Also, the more correlated data
are available, the better estimation can be achieved. The CNNs
with three plane waves achieved better performance than the
CNN with one plane wave in all evaluation criteria, but this
increases the required GPU memory. In addition, the imaging
scheme would affect the capability of the CNN method and
plane waves might not be the optimal choice. It is necessary
to examine how other imaging schemes, such as focused or
defocused waves affect the CNN method, or a new imaging
scheme could be developed.

VI. CONCLUSION

The CNN-based scatterer detection and localization method
is presented. CNNs were trained to return non-overlapping
Gaussian confidence maps from simulated RF channel data,
and the scatterer positions were estimated from the confi-
dence maps. The simulation results show that the proposed
method can identify high-density scatterers successfully even
when some of them are closer than the resolution limit of
conventional ultrasound imaging. It is also shown that the
CNN method can be transferred to real measured data by
modeling scatterers following the true scatterer structure. The
CNN method can potentially be extended to replace DAS
beamforming for high concentration MB detection and thus
reduce the long data acquisition times of SRI using ULM.
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Abstract—Fusion bonding is a common wafer bonding technique,
which can be used to form sealed cavities. The bonding process
is often conducted in a wafer bonder, which can provide
alignment bonding of two substrates as well as control of the
bonding conditions in terms of force on the wafer stack, wafer
temperature, and the atmospheric composition. A reduced cavity
pressure is often a desired or integral property in applications
such as absolute pressure sensors and in capacitive micro-
machined ultrasonic transducers, and is commonly obtained
by bonding inside a vacuum in a wafer bonder. However, as
demonstrated in this paper, a wafer bonder is not necessary to
obtain a reduced cavity pressure. Fusion bonding of silicon and
silicon nitride plates to substrates containing cavities formed in
silicon dioxide in four different atmospheres, all result in similar
cavity pressures. Hence, the final cavity pressure is determined
during the subsequent bond anneal, and not during the pre-
bond, making it possible to obtain a reduced cavity pressure
without using a wafer bonder. On the other hand, bonding in a
vacuum does not ensure a vacuum cavity in the finished device.

Index Terms—Bonding, direct bonding, fusion bonding, wafer
bonder

I. INTRODUCTION

Wafer bonding is a common processing technique for com-
bining multiple wafers into a single structure. It can be used
to stack structures which would otherwise not be possible
to combine by epitaxy or film deposition. Examples of wafer
bonding applications are in the production of silicon on insula-
tor (SOI) wafers and in the formation of sealed cavities, such
as in pressure sensors [1] or in capacitive micro-machined
ultrasonic transducers (CMUTs) [2], [3].
The original fusion bonding method was first described in the
literature in 1986 [4]. In this work, two hydrophilic, mirror-
polished silicon wafers were fusion bonded by being brought
in contact in a clean environment at room temperature. The
wafer stacks were then heated to 1000 ◦C, which completed
the bonding process. Since the initial introduction, the overall
processing has not changed; it still consists of a cleaning
and/or surface activation process; a pre-bond in which the
wafers to be bonded are placed in contact, typically with
an applied pressure on the wafer stack; and a subsequent
high-temperature bond-anneal. However, sophisticated wafer
bonders have been made, which are typically used during
the pre-bond. Such pieces of equipment allow for more ad-
vanced bonding methods, including alignment bonding when
structures on the top and bottom wafers should be aligned.
They can also provide control of the bonding conditions, in
terms of the bonding temperature, the pressure applied on the
wafer stack during the pre-bond, and the pre-bond atmosphere.
Additionally, it has been shown that it is possible to fusion
bond other materials together, such as silicon dioxide (SiO2)
to silicon [5], silicon nitride (Si3N4) to Si3N4 [6] or in fact
any combination of the three materials. The potential to obtain

Substrate Support Plate

Figure 1. Cross section of a cavity device consisting of a substrate wafer, a
support structure defining the cavities, and a plate which is bonded on top.

a reduced cavity pressure, by bonding in a vacuum, is in some
cases used as an integral part of the functional device [1], [2],
[3].
In this paper, it is shown that it is possible to obtain a reduced
cavity pressure, without bonding in a vacuum. The results not
only show that the bond anneal is the essential process in
determining the final cavity pressure, they also indicate that
even though the bonding is conducted in a vacuum chamber,
the resulting cavity pressure is not a vacuum. Essentially,
this means that unless alignment bonding or elevated pre-
bond temperatures are required, a wafer bonder will not be
necessary for obtaining reduced pressures in fusion bonded
cavities.

II. MATERIALS AND METHODS

A. Experimental Design

Test structures were made to determine any differences in
the cavity pressure after the bonding process. Simple wafer
bonded cavity test structures enable indirect determination of
the cavity pressure, by measurement of the deflection of a
plate suspended over the cavities in an ambient environment.
A cross section of such a device can be seen in Fig. 1.
The center deflection of an isotropic circular plate, w0, can
be expressed according to [7]

w0 =
3

16

(
1− ν2

)2
a4

E h3
∆p, (1)

where ν is Poisson’s ratio, ∆p is the pressure difference
across the plate, a is the radius of the plate, E is Young’s
modulus, and h is the plate thickness. Hence, any difference
in plate deflection between the devices is proportional to the
difference in cross-plate differential pressure, and thus, to the
cavity pressure as well.
To test the effect of the pre-bond environment on the
resulting cavity pressure, four bonding conditions were
compared: three formed inside a wafer bonder and one
formed directly by hand, referred to as hand-bonded. In the
wafer bonder, the atmospheric environment was changed
between 2× 10−4 mbar (Vacuum), air, and argon. Assuming
a perfect seal of the cavities, the three different atmospheres
should result in different cavity pressures. For the devices
bonded in a vacuum, the cavity pressure should be 0 bar,
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Figure 2. Schematic of the expected deflections for the four different bonding
conditions.

and ∆p = 1 bar when the ambient pressure is 1 bar. For
the devices bonded in 1 bar of argon ∆p = 0 bar, as the
argon atmosphere is inert and should remain intact. For the
devices bonded in air ∆p ≈ 0.2, since air is composed of
78% nitrogen, 21% oxygen and 1% argon, of which the 21%
oxygen will be consumed in oxidation of any silicon surfaces
of the cavities during the high-temperature bond-anneal.
The oxygen consumption has previously been described in
[8], [9]. Finally, for the devices bonded directly in hand
∆p ≈ 0.2 as the atmospheric environment is the same as
that of the air devices. As the plate deflection is linear in
pressure, these differences in ∆p should correspond directly
to the relative differences in plate deflections. The maximum
deflection is expected for the Vacuum devices, whereas the
Air and Hand-bond devices would only deflect one fifth
of the vacuum devices, and the Argon devices should not
deflect at all. These expectations are illustrated in Fig. 2.

B. Material Choices - Silicon Nitride Plates

There are a number of ways to fabricate fusion bonded
cavities, as fusion bonding can be made with the combination
of any two substrates with a surface of either silicon, SiO2,
or Si3N4. For ease of fabrication, the cavities are etched in a
SiO2 layer, which is grown on a silicon wafer. This provides
control of the cavity depth when using a selective wet etchant,
due to essentially an etch stop once the etchant reaches the
silicon below the SiO2. The plate can then be fabricated using
either silicon, SiO2, or Si3N4. To obtain a device layer of
a few µm as would be required for the chosen design when
using silicon as the plate material, commercial SOI wafers are
typically thinned by chemical mechanical polishing. This pro-
cessing unfortunately results in a thickness variation between
300 nm and 500 nm, providing large variations in deflection as
(1) scales with h3. Therefore, two alternative types of plates
were considered. Firstly, an SiO2 plate grown on a silicon
wafer. SiO2 would provide control of the layer thickness
and uniformity, but also introduce built-in compressive stress
when grown on a silicon substrate. This could result in
buckling of the plate with a direct influence on the deflection
measurements. Secondly, an Si3N4 film deposited on a silicon
wafer. Low pressure chemical vapor deposition (LPCVD) of
Si3N4 layers can, similarly to growth of SiO2 films, provide
good control of thickness and uniformity compared to the SOI
wafers. There will be a built-in stress, but as it is tensile, it
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Figure 3. Box-plot of the film thickness distribution across a furnace boat of
Si3N4 films. The film thickness is 225.0 nm± 0.8 nm between the dashed
lines, and therefore suitable for comparative experimentation.
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Figure 4. Stress distribution across a furnace boat of Si3N4 films. The
dashed lines indicate the same region selected in Fig. 3. The stress within
that region is 1223 MPa± 4 MPa, and therefore suitable for comparative
experimentation.

will not result in buckling, and is therefore acceptable.
To be able to compare the deflections of the different bonded
structures illustrated in Fig. 2, the variability of thickness and
the stress in the Si3N4 films is a critical parameter. Engholm
et al. [10] showed that both thickness and stress will influence
how much a plate deflects, describing the centre deflection,
w0, of a plate with a built in tensile stress as

w0 =
∆p a

2

√
C D

N3
t




1− I0

(√
Nt

C D a

)

I1

(√
Nt

C D a

)


+

∆p a2

4Nt
, (2)

where C is a constant based on the solution to the plate
equation, D is the flexural rigidity of the plate, In is the
modified Bessel function of first kind, and Nt = σ h is
the stress resultant, where σ is the planar biaxial stress in
the plate. Since it is not possible to change the bonding
atmosphere or method of pressure application locally on a
single wafer, the comparison of the four bonding conditions
will need to be between devices fabricated on separate wafers.
Therefore, it is essential that the inter-wafer variability in
thickness and stress of the plate is not so large, that it makes
distinguishing between the expected differences in deflection
across the different wafers impossible. Fig. 3 shows how the
LPCVD Si3N4 film thickness varies across a full quartz boat
of silicon wafers after a single batch process. The thickness
has been measured using an ellipsometer. Each box in the
box-plot represents the individual wafers in the quartz boat,
and consists of 49 thickness measurements distributed across
each wafer, thereby showing the intra-wafer variability. The
wafers in the central region of the quartz boat, marked by
the dashed lines, are uniform both in terms of the inter-wafer



and intra-wafer variability. The average thickness between the
dashed lines is 225.0 nm± 0.8 nm. Fig. 4 shows the stress
variation across the same batch of wafers. The stress has been
calculated from the wafer curvature. Within the central region,
the average stress is 1223 MPa± 4 MPa. In both cases, the
uncertainty is the standard deviation.
Using (2), it is possible to determine the expected deflections
of the four different types of devices, and more importantly,
the smallest expected difference between the devices. The
expected differential pressure across the plates for the four
different bonding conditions were 1 bar (Vacuum), 0.2 bar
(Air), 0 bar (Argon) and 0.2 bar (Hand-bond), which means
that the smallest difference in differential pressure between
any two devices would be 0.2 bar. Thus, for the devices with
a cavity radius of 32 µm, the smallest difference in deflection
for the average values of plate thickness and plate stress can
be calculated using (2) to be

∆w0,min = 18.0 nm.

The inter-wafer variability of the data in Fig. 3 and Fig. 4
can be used to estimate how large the expected variations
in deflection are. Assuming the sources of variation are
independent and random, the propagation of error in the centre
plate deflections, δw0, can be estimated using (2) to calculate

δw0 =

√(
∂w0

∂h
δh

)2

+

(
∂w0

∂σ
δσ

)2

, (3)

where δh is the uncertainty in the plate thickness, and δσ
is the uncertainty in the stress, and it is assumed that h and
σ are the only varying parameters [11]. The uncertainty in
the plate thickness and stress are estimated as the standard
deviations of the central regions of Fig. 3 and Fig. 4. The
calculated uncertainty in plate deflection will increase with
the applied cross plate differential pressure. For the largest
pressure difference (∆p = 1 bar), the uncertainty in plate
deflection will be

δw0 = 0.4 nm. (4)

This difference from the processing uncertainties is much
smaller than the expected difference between devices. Con-
sequently, the expected deflection differences due to different
cavity pressures should be distinguishable when choosing
Si3N4 as the plate material.

C. Fabrication of Test Devices

An illustration of the process flow can be seen in Fig. 5.
A 405 nm± 0.5 nm SiO2 layer was grown on a batch of
both single side polished four inch silicon (100) wafers and
double side polished four inch silicon (100) wafers in a dry
thermal oxidation process at 1100 ◦C (a). The single side
polished wafers were used as substrates, in which the cavities
were to be etched. The double side polished wafers were
used as support substrates for the plate layers. The plate
wafers were transferred directly to an LPCVD furnace for
deposition of a 226 nm± 0.8 nm Si3N4 layer (b). After the
deposition, the plate wafers were transferred to an oxidation
furnace for oxidation of the Si3N4 layer, which has been
shown to improve the bonding strength between SiO2 and
Si3N4 [6]. The plate wafers were left inside the furnace until

(a)

(b)

(c)

(d)

(e)

(f)

Si SiO2 Si3N4 Au

Figure 5. Process flow for the fabricated test devices.
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Figure 6. Infrared reflectance map of one of the device wafers bonded directly
in hand. Most of the interface is void-free.

needed for bonding to minimize particle contamination. The
cavities on the substrate wafers were defined in a lithographic
process with a radius of a = 32 µm. They were then etched
in a wet BHF etch to define the 405 nm deep cavities (c).
The substrate wafers were RCA cleaned to remove particles,
directly after which the substrate and plate wafers were fusion
bonded together, under the four different bonding conditions
(d). A Süss SB6 wafer bonder (Garching, Germany) was used
to bond the non-hand-bond devices. The Vacuum devices were
bonded at a pressure of 2× 10−4 mbar, the Air devices were
bonded without pumping down the chamber, and the Argon
devices were bonded in an argon atmosphere at a pressure
of 1 bar. All of the devices bonded in the wafer bonder had
a 600 mbar pressure applied on the wafer stack during the
pre-bond. All bonds were made at room temperature. After
the pre-bond, all bonded structures were annealed at 1100 ◦C
in 1 bar of N2 for 3 hours. The bonding interfaces were then
characterized by infrared reflectance measurements using the
infrared photoluminescence system Accent RPM2000 Com-
pound Semiconductor Photoluminescence System to check for
voids. An infrared reflectance map for one of the hand-bonded
wafers can be seen in Fig. 6. A few voids are visible, but
most of the interface has been properly bonded. The handle
layer of the top wafer was etched away using a sequential
combination of dry etching and wet KOH etching to release
the nitride plates (e). Finally, a layer of gold was sputtered
on top of the wafer to increase the reflectivity of the surface
for the subsequent analysis (f).
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Figure 7. Optical profile of one of the Vacuum devices. The blue regions
are deflecting plates.
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Figure 8. Histogram of the data shown in Fig. 7. The distinct behaviour, with
points of interest marked, allows for automatic detection of the maximum
deflection.

III. RESULTS AND DISCUSSION

A. Deflection Measurements

Eight different plates on each wafer were measured using
the Sensofar PLu Neox Optical Profiler (Sensorfar, Terrassa,
Barcelona) to determine their deflections. An example of a
such an optical height distribution is shown in Fig. 7 for a
Vacuum devices. The blue regions are the deflecting plates.
The corresponding histogram can be seen in Fig. 8. These
histograms are very distinct, and can be used to determine
a systematic estimate of the deflection of each measurement.
The highest probability density, Pmax, correlates with the area
between the cavities, the yellow region in Fig. 7. This peak
in the histogram can be used to offset the data to align all
measurements to the same reference point. For decreasing val-
ues (larger deflections) the density initially decreases rapidly,
reaching a local minimum, Plmin, between -40 nm and -80
nm in the case of Fig. 8 before increasing again slightly and
finally dropping to zero. This non-monotonic behaviour means
it is not possible to set a lower density threshold and use that
to find the maximum deflection value, as it could result in the
deflection value corresponding to Plmin. Also, choosing the
lowest probability value increases the susceptibility to data
outliers. By locating the first bin in the histogram with a
value larger than the tenth quantile of the density data, and
choosing the deflection corresponding to this as the deflection,
it is possible to systematically determine the deflection of the
plates near P0, while avoiding the risks listed previously.
Fig. 9 shows a comparison of the height distributions of
the four different types of bond conditions. All plates of

Figure 9. Comparisons of typical optical profiles of the four different bond
conditions. The lateral dimensions are all in µm.

the test structures deflect significantly and almost the same
amount. The deflection data can be seen in Fig. 10. It should
be noted that the magnitude of deflections of all devices
is large, regardless of the bonding conditions. This is a
remarkable result, as the Argon devices were not expected
to deflect at all. However, it seems that there are two groups,
namely the devices bonded in the wafer bonder which all
deflect ≈110 nm, and the hand-bonded devices which all
deflect ≈60 nm. The Air devices and Hand-bond devices are
directly comparable in terms of the pre-bond atmosphere, but
the Air devices which were bonded in a wafer bonder deflect
significantly more. These measurements indicate that whether
the devices were pre-bonded in a vacuum, in air, or in argon,
is not critical for the final cavity pressure, and that the cavity
pressures end up being similar regardless, but whether the
pre-bond is done in a wafer bonder or in hand will have an
effect. Although the deflection of the Hand-bond devices is
lower than that of the other devices, they still deflect more
than the expected fifth of the Vacuum devices. Finally, the
magnitude of the intra-wafer variation on most of the devices
as well as the inter-wafer variation, does not correlate with
the uncertainty estimate presented in Sec. II-B, which must
mean that there is a source of variability not accounted for.
However, it should not have an effect on the Argon devices,
since there should be no pressure difference across the plate
according to the hypothesis.

B. Hypothesis for Bond Interface Diffusion

The expectations for the experiments presented in Sec. II-A
were based on the cavities being sealed during the pre-
bond. However, if the bond-interfaces are not leak tight after
the pre-bond, a gas exchange between the cavities and the
external environment can occur. During the bond-anneal, the
temperature is increased to 1100 ◦C in 1 bar of nitrogen.
According to the ideal gas law, the high temperature will
increase the pressure inside of the cavities by a factor of about
4.5. As illustrated in Fig. 11, any pressure gradient will be able
to drive gas diffusion between the cavities and the external
environment, potentially equilibrating the pressures. For the
Vacuum devices, the pressure inside the cavities is initially
0 bar, while the external pressure in the furnace is 1 bar.
Therefore, gas will diffuse into the cavities during annealing.
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Figure 10. Box-plot showing the deflection measurements of each of
the devices. Each box consists of measurements of eight different cavities
distributed across a wafer.
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Figure 11. Sketches of gas diffusion during the annealing process, determined
by the direction of the pressure gradient between the cavities and the ambient
environment. (a) represents the Vacuum devices, where the pressure initially
is larger outside of the cavities. (b) represents the Air, Argon and Hand-bond
devices, where the pressure initially is larger inside the cavities. Note that
the deflecting plates are used to illustrate the pressure variation. During the
annealing process, the handle layer of the top wafer is still attached, meaning
practically no deflection will occur.

For the Air, Argon and Hand-bond devices, the pressure inside
the cavities will initially be around 4 bar, and gas will diffuse
out of the cavities during the anneal. Once the bond-anneal
is finished, and the cavities are sealed, the cavity pressure
will be reduced by the same factor of about 4.5 when the
temperature is returned to room temperature. This explains the
large deflection of the Argon devices, when the hypothesis of
a sealed cavity predicts no deflection at all. It also explains
why most wafers deflect the same amount, due to the pressure
inside the cavities having been equilibrated to the same value.
Both the intra-wafer and inter-wafer deflection variations
which are seen could potentially be explained by the sealing
of the cavities being obtained at different points in time for
the different cavities. If the gas diffusion has not managed
to equilibrate the pressure, a sealing of the cavity would
result in an off-equilibrium static pressure in the cavities. This
could suggest that the pre-bond of the Hand-bond devices was
stronger than that of the other devices.

C. Deflection Test With a Silicon Plate

In order to test whether the out-diffusion of gas was a unique
effect of using Si3N4 as the plate material, another set of
wafers were fabricated, using SOI wafers as the top plate.
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Figure 12. Deflection measurement of a hand-bonded cavity device fabricated
with a silicon top plate.

Table I
DEFLECTION MEASUREMENTS BEFORE AND AFTER 7 HOURS AT 2 BAR

HELIUM. THE BEFORE VALUE HAS BEEN MEASURED FIVE MONTHS AFTER
THE BONDING PROCESS. THE VACUUM2 WAFER WAS BROKEN IN HALF.

Deflection
after five

months [nm]

Deflection
after helium

exposure [nm]

Deflection
difference [nm]

Vacuum1 -113.2 -115.3 -0.8
Vacuum2 -134.4 +10.1 144.5
Air1 -105.4 -107.3 -1.9
Air2 -102.4 -103.5 -1.1
Argon1 -129.4 -128.4 1.0
Hand-bond1 -42.4 -43.2 -1.9
Hand-bond2 -45.6 -48.6 -3.0

Apart from the change of plate material and the metal being
used as an etch mask, the process flow was the same as
described in Sec. II-C. The thickness of the SOI device layer
was 3 µm ± 0.5 µm, as specified by the manufacturer. A
height distribution of the surface after fabrication of a silicon
plate device which was hand-bonded can be seen in Fig. 12.
The grainy appearance is not noise in the data, but roughness
of the surface due to the etching of the metal.
By using (1), the centre deflection is expected to be
w0 ≈ 6 nm when ∆p = 0.2 bar. To obtain the deflection
of w0 ≈ 30 nm seen in the figure, it would be required that
∆p ≈ 1 bar. This is similar to the Si3N4 devices, and shows
that it is plausible that the same out-diffusion is obtained when
bonding silicon to SiO2, as when bonding Si3N4 to SiO2.

D. Bond Interface Leak Rate Test

Deflection measurements do not reveal differences in leak
rates of the bonding interfaces for the four different types
of devices. In particular, such measurements do not indicate
whether there is a difference in leak rate between the devices
bonded in a wafer bonder and those bonded directly in hand.
They only document a static situation in a very narrow period
of time. A simple method for investigating the leak rates is
to measure the deflection after long periods of time. Table I
shows a collection of measurements conducted at different
points in time. The second column consists of deflection mea-
surements conducted five months after the device fabrication.
Considering the large variation in deflections observed for
each device type in Fig. 10, it is imperative that the exact
same cavities are compared. Unfortunately, the deflection
measurements conducted directly after fabrication were not



logged with exact cell placement, leaving direct comparison
to the deflections immediately after processing impossible.
However, the values after 5 months align well with those
presented in Fig. 10, suggesting that the leak rate must be
small. Another method of assessing the leak rate would be
by helium leak testing. Helium is commonly used for testing
of leak rates due to its small atomic size enabling faster
propagation through porous structures, than would be the case
for e.g. the molecules of atmospheric air.
Each device was exposed to 2 bar of helium for 7 hours,
and the deflections were measured within 30 minutes. Table I
also lists the comparative measurements after the helium
test, as well as the difference to the measurement before.
Positive differences in deflection means the cavity pressure
has decreased, and that some amount of helium has reached
the device cavities, as would be the expectation. A number
of interesting points can be made from these measurements.
Firstly, that most differences are small, suggesting a low
permeability of the bonding interface. Secondly, that the Vac-
uum2 device behaves significantly different than the others.
The measurements are highlighted in red font in the table.
This particular wafer had broken in half during the latter half
of processing, certainly setting it apart from the others, and
likely influencing the bonding interface. However, the wafer
had a large deflection after five months, indicating very little
leak rate at that point. Only the exposure to helium changed
the deflection significantly, demonstrating that a difference can
actually be detected simply by changing the gas to helium.
In addition, cavities next to the one investigated deflected
similarly to the measurement conducted five months after
bonding, showing that this is a very local effect, simply due to
the breakage. Thirdly, most values are negative, corresponding
to fewer gas particles being in the cavities after helium
bombardment, which does not make physical sense. More
likely, small changes in the exact region which is investigated
before and after helium testing, influence the deflection esti-
mate more than the leakage flow of helium. Thus, the listed
differences in pressure are indicators of the uncertainty of
each individual measurement. As a consequence, it does not
make sense to calculate individual leak rates for the devices.
However, by estimating that the true change in deflection is
no larger than the measurement uncertainty, estimated to be
the largest deflection difference in Table I namely 3 nm, it
is possible to calculate an upper limit of the leak rate. The
simplest estimate of the leak rate, will be calculated as

L =
d p

d t
V, (5)

where V is the cavity volume. Using (2), a 3 nm deflection
difference is found to correspond to a 34 mbar pressure
difference. Combining this with the geometrical parameters
of the cavity, namely a radius of a = 32 µm and a height of
h = 405 nm, the upper estimate for the leak rate is becomes

L ≤ 1.76× 10−15 mbar L
s . (6)

This order of magnitude agrees with the literature [12], albeit
having been determined through a different method.

IV. CONCLUSION

A study of the resulting cavity pressure after fusion bond-
ing has been presented. Fabrication of cavity test structures

consisting of etched SiO2 cavities, with Si3N4 plates fusion
bonded on top, enabled measurements of the deflection of
the nitride plates as an indirect measure of the cavity pres-
sure. Four sets of bonding conditions were used, three in
a wafer bonder in atmospheres of vacuum, air and argon,
and the last set was bonded directly in hand in atmospheric
conditions. Qualitative arguments and observations of the
plate deflections over time and after helium testing revealed
a maximum leak rate of the fusion bonded structures of
1.76 × 10−15 mbar L s−1. Comparison of the test devices
revealed similar deflections for all devices. The same phe-
nomenon was observed for devices fabricated with silicon
plates, showing that this is not an isolated feature of using
Si3N4 plates. This has lead to the conclusion, that the initial
pre-bond of the wafers did not provide a leak-tight bond-
interface. Instead, gas is able to diffuse from and to the
cavities during the subsequent bond-anneal, until reaching an
equilibrium pressure between the cavities and the surrounding
atmosphere, prior to the cavities being sealed. The cavities
reaching an equilibrium pressure explains why the different
bonding conditions resulted in similar plate deflections, and
reveals that the bonding conditions do not influence the final
cavity pressure, and even bonding in vacuum does not ensure a
vacuum cavity. Thus, whether the pre-bond is made in a wafer
bonder or directly in hand does not matter, and therefore, it
is not necessary to use a wafer bonder in order to obtain a
reduced cavity pressure.
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Presented posters

D.1 Poster 1 - 3D printed flow phantoms with fiducial mark-
ers for super-resolution ultrasound imaging
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D.2 Poster 2 - Reduced cavity pressure in fusion bonded
devices: is a wafer bonder necessary? (no)
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Fusion Bonding in Short
A three step process:

• Cleaning of the wafers
• Formation of pre-bond
• Anneal of the bond

Pre-bond

Anneal

Sketch of the fusion bonding process. The arrows indicate applied pressure.

Plate Deflection
The center deflection, w0, of a plate at a given pressure
depends on the plate material.
For unstressed materials, such as silicon

w0 =
3
16

(
1−ν2

)2 a4

E h3 ∆p (1)

where ν is Poisson’s ratio, a is the radius of the plate, ∆p is the
pressure difference across the plate, E is Young’s modulus,
and h is the plate thickness.
For plate materials with tensile stress, such as Si3N4

w0 =




a
2

√
C D
N3

t




1− I0

(√
Nt

C D a
)

I1

(√
Nt

C D a
)


+

a2

4Nt


∆p

where a is the radius, C is a constant based on the solution
to the plate equation, D is the flexural rigidity of the plate, In
is the modified Bessel function of first kind, Nt is the stress
resultant, and ∆p is the pressure difference across the plate.
In both cases

w0 ∝ ∆p

Working Hypothesis: The Bonding
Atmosphere is the Cavity Atmosphere
Four pre-bond conditions:

• Bonding in vacuum (WB)
• Bonding in air (WB)
• Bonding in argon (WB)
• Bonding directly in hand

Air Composition
O2

21%

N2

78%

Ar (1%)

Vacuum

Argon

Air

Handbond

Substrate Cavity material Plate

The three first pre-bond conditions are all acquired in a wafer
bonder (WB). Considering only the gases present during the
pre-bond, the vacuum bonded devices would be expected
to deflect the most, the air and hand bonded devices should
deflect about a 5th of the vacuum devices, due to the oxygen
of the atmosphere being used to oxidize the silicon surfaces
during the high temperature anneal (corresponding to a pres-
sure decrease of 21%), and the argon in the argon bonded
devices should not react at all during the anneal, and the
plates should therefore not deflect.

Fabrication and Design

(1)

(2)

(3)

(4)

(5)

(6)

Si SiO2 Si3N4 Au

1. Top and bottom wafer oxidation
2. Top wafer Si3N4 deposition
3. Bottom wafer SiO2 etch
4. Fusion bond and anneal top and bottom wafer
5. Handle wafer etch
6. Gold deposition for increased reflectivity

Wafer bonder parameters: Pre-bond at RT, 600 mbar stack
pressure, 5 minutes
Anneal parameters: 1100 ◦C, 1 bar N2, 3 hours

Deflection Measurements
The cavity pressure was indirectly measured by measuring
the plate deflections using a Sensofar PLu Neox Optical Pro-
filer. This enables measuring the deflection without applying
a force on the plate, as would be the case for any stylus
measurement system.
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All devices deflect significantly. The argon device is particu-
larly noticeable, since according to the hypothesis this should
not deflect at all. This indicates that the initial hypothesis can
not be correct, and there must be a gas exchange between
the cavities and the external environment. The handbonded
devices are not deflecting as much. However, the deflection
is still larger than the expected 5th of the maximally deflecting
device.

Modified Hypothesis: Gas Diffuses In
and Out of Cavities During Anneal

The wafers are annealed at 1100◦C in 1 bar of N2. As the
temperature increases, the initial pressure inside the cavities
will change according to the ideal gas law, increasing approx-
imately 4-fold for the air, handbond and argon devices, while
the vacuum devices remain unchanged.

pinpout

pin < pout

N2 N2

N2 N2

When the cavity pressure is smaller than the pressure outside of the cavity, such as

in the vacuum devices, the pressure gradient will enable gas to diffuse into the cavity

during the high temperature anneal.

pinpout

pin > pout

Ar N2

Ar N2

When the cavity pressure on the other hand is larger than the pressure outside of the

cavity, such as in the air, handbond and argon devices, the pressure gradient will enable

gas to diffuse out of the cavity during the high temperature anneal.

All devices will thus acquire a similar cavity pressure, corre-
sponding to 1 bar at 1100◦C, or ∼0.2 bar at room tempera-
ture assuming gas diffusion continues until equilibrium. Once
the interface has been annealed sufficiently, the cavities are
sealed. This also means that interfaces may seal themselves
before the equilibrium has been reached, which would result
in different plate deflections.

Comparative Silicon Plate Study
To verify whether the gas diffusion is only happening with
Si3N4 plates, a set of handbonded wafers with SOI device
layers as plates were made.
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Applying the unstressed plate Equation (1), −30 nm should
correspond to ∆p∼1 bar, significantly more than the expected
∼0.2 bar.

Conclusion
• All devices deflect similarly
• The bonding interface is not leak tight directly after the

pre-bond
• Gas diffusion during the high temperature anneal

equilibrates the cavity pressure to the furnace pressure
• Lowering of the temperature after the anneal results in

reduced cavity pressure regardless of the bonding
atmosphere

• Bonding in a vacuum does not result in a post-anneal
cavity vacuum

• The effect is seen for both silicon- and Si3N4 plates

No, a wafer bonder is not required to obtain a reduced
cavity pressure.

Micro- and Nano-Engineering, September 2018, Copenhagen, Denmark marlio@nanotech.dtu.dk www.nanotech.dtu.dk



APPENDIX E

Statistical modelling

E.1 Optical characterisation of scatterer sizes

This section provides a larger overview of the statistical model of the printed scatterer size analysis
presented in Section 7.2.3, along with model diagnostics and model reduction. The combination of
fixed and random factors makes the fitted model a linear mixed effects model. Such a model can
be analysed using the lmerTest package [144] in R [145].

The data was analysed using a linear model of the form

Yi = µ+ α1(Shapei) + α2(DoseSchemei)

+ α3(Shape:DoseSchemei)

+ [β1 + β2(Shapei) + β3(DoseSchemei)

+ β4(Shape:DoseSchemei)] xdesign,i

+ γ1(Rowi) + γ2(PrintColumni)

+ γ3(Row2
i ) + γ4(PrintColumn2

i )

+ γ5(Row:PrintColumni)

+ d(Phantomi) + εi (E.1)

where Yi is the measured printed side length or diameter, µ is the overall intercept, α1(Shapei) is
an intercept addition due to the Shape factor, α2(DoseSchemei) is an intercept addition due to the
DoseScheme factor, α3(Shape:DoseSchemei) is an intercept addition due to the interaction between
the Shape and the DoseScheme factor, β1 is the overall slope of the model for correlation with the
design size, β2(Shapei) is a correction to the slope depending on the Shape factor, β3(DoseSchemei)
is a correction to the slope depending on the DoseScheme factor, β4(Shape:DoseSchemei) is a
correction to the slope depending on the interaction between the Shape and the DoseScheme factors,
γ1(Rowi) is a slope addition due to the Row factor, γ2(PrintColumni) is a slope addition due to the
PrintColumn factor, γ3(Row2

i ) is a quadratic addition due to the Row factor, γ4(PrintColumn2
i ) is

a quadratic addition due to the PrintColumn factor, γ5(Row:PrintColumni) is an addition due to
the interaction between the Row and the PrintColumn factor, d(Phantomi) ∼ N(0, σ2

Phantom) is
a random offset from phantom to phantom, and εi ∼ N(0, σ2) is the residual error, with N(µ, σ2)
being a normal distribution with mean µ and standard deviation σ, all for the ith response. All
d(Phantomi)’s and εi’s are independent.

Model diagnostics of the initial model shows no issues with the residuals. They appear to be
normal distributed, and show no obvious tendencies with the tested factors. This can be seen in
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Table E.1: BIC values of the compared models for the scatterer size analysis. Each model has only had
a single term removed from the previous model, which is noted under column “Removed term”. ∗Model 5
is the final model as Model 6 increases BIC.

Removed term Degrees of freedom BIC

Model 1 ∼ 19 4325.9645
Model 2 γ3(Row2) 18 4315.2182
Model 3 β4(Shape:DoseScheme) 16 4309.0732
Model 4 β2(Shape) 15 4301.4394
Model 5 γ5(Row:PrintColumn) 14 4291.3226
Model 6∗ α3(Shape:DoseScheme) 12 4295.1404

Figure E.1. Normalised residuals are plotted against theoretical N(0,1) quantiles in a quantile-
quantile (Q-Q)-plot (Figure E.1(a)), against model predicted values (Figure E.1(b)), and against
the main factors investigated (Figure E.1(c), E.1(d), and E.1(e)). The dashed lines mark the range
within which 95% of the residuals is expected to lie. Note that with a total of 720 measurements,
36 are expected to lie outside of the region.

The model was reduced based on the bayesian information criterion (BIC). The BIC values of
the compared models can be seen in Table E.1. Model 1 represents the full model in Equation (E.1).
The other models have had a single term removed from the previous model, based on the highest
p − value, while making sure not to remove terms included in higher order effects. The removed
factor in each model is noted under column “Removed term”.

The model reduction converges at Model 5, as the BIC increase in Model 6. This model was
presented in the main text as

Yi = µ+ α1(Shapei) + α2(DoseSchemei)

+ α3(Shape:DoseSchemei)

+ (β1 + β3(DoseSchemei))xdesign,i

+ γ1(Rowi) + γ2(PrintColumni)

+ γ4(PrintColumn2
i )

+ d(Phantomi) + εi (E.2)

Model diagnostics of the final model once again showed no issues with the residuals. These
can be seen in Figure E.2. The dashed lines mark the range within which 95% of the residuals is
expected to lie. Note that with a total of 1440 measurements, 72 are expected to lie outside of the
region.

E.2 Scattering strength

This section provides a larger overview of the statistical model of the scatterer intensity analysis
presented in Section 7.2.4, along with model diagnostics and model reduction. The combination of
fixed and random factors makes the fitted model a linear mixed effects model. Such a model can
be analysed using the lmerTest package [144] in R [145].
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(e) Normalised residuals against dose
scheme

Figure E.1: Residual analysis of initial model of the scatterer size. (a) shows a Q-Q-plot of the residuals.
Apart from a single extreme residual, all residuals fall on the expected line, indicating normal distributed
data. (b) shows the normalised residuals plotted against model prediction value. (c), (d), and (e) shows
the normalised residuals against the main factors. The dashed lines mark the range within which 95% of
the residuals is expected to lie. No abnormal tendencies are seen in the data.
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(a) Q-Q-plot of normalised residuals
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(c) Normalised residuals against de-
sign size
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Figure E.2: Residual analysis of final model of the scatterer size. (a) shows a Q-Q-plot of the residuals.
Apart from a single extreme residual, all residuals fall on the expected line, indicating normal distributed
data. (b) shows the normalised residuals plotted against model prediction value. (c), (d), and (e) shows
the normalised residuals against the main factors. The dashed lines mark the range within which 95% of
the residuals is expected to lie. No abnormal tendencies are seen in the data.
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The data was analysed using a linear model of the form

Yi = µ+ α1(Shapei) + α2(DoseSchemei)

+ α3(Shape:DoseSchemei)

+ [β1 + β2(Shapei) + β3(DoseSchemei)

+ β4(Shape:DoseSchemei)] xdesign,i

+ γ1(Rowi) + γ2(Row2
i )

+ γ3(ImageColumni)

+ γ4(PrintColumni) + γ5(Column2
i )

+ γ6(Row:PrintColumni)

+ d(Phantomi) + e(Phantom:Flip) + εi, (E.3)

where Yi is the measured scattering intensity in dB, µ is the overall intercept, α1(Shapei) is an
intercept addition due to the Shape factor, α2(DoseSchemei) is an intercept addition due to the
DoseScheme factor, α3(Shape:DoseSchemei) is an intercept addition due to the interaction be-
tween the Shape and the DoseScheme factor, β1 is the overall slope of the model for correlation
of intensity with the design size in voxels, β2(Shapei) is a correction to the slope depending on
the Shape factor, β3(DoseSchemei) is a correction to the slope depending on the DoseScheme
factor, β4(Shape:DoseSchemei) is a correction to the slope depending on the interaction between
the Shape and the DoseScheme factors, γ1(Rowi) is a slope addition due to the Row factor,
γ2(Row2

i ) is a quadratic addition due to the Row factor, γ3(ImageColumni) is a slope addition
due to the ImageColumn factor, γ4(PrintColumni) is a slope addition due to the PrintColumn
factor, γ5(Column2

i ) is a quadratic addition due to the PrintColumn or ImageColumn factor (in-
distinguishable), γ6(Row:PrintColumni) is an addition due to the interaction between the Row
and the PrintColumn factor, d(Phantomi) ∼ N(0, σ2

Phantom) is a random offset from phantom to
phantom, e(Phantom:Flipi) ∼ N(0, σ2

Phantom:Flip) is a random offset further separated into and

εi ∼ N(0, σ2) is the residual error, with N(µ, σ2) being a normal distribution with mean µ and
standard deviation σ, all for the ith response. All d(Phantomi)’s and εi’s are independent.

Model diagnostics of the initial model shows no issues with the residuals. They appear to be
normal distributed, and show no obvious tendencies with the tested factors. This can be seen in
Figure E.3. Normalised residuals are plotted against theoretical N(0,1) quantiles in a Q-Q-plot
(Figure E.1(a)), against model predicted values (Figure E.1(b)), and against the main factors
investigated (Figure E.1(c), E.1(d), and E.1(e)). The dashed lines mark the range within which
95% of the residuals is expected to lie. Note that with a total of 1440 measurements, 72 are
expected to lie outside of the region.

The model was reduced based on the BIC. The BIC values of the compared models can be seen
in Table E.2. Model 1 represents the full model in Equation (E.3). The other models have had a
single term removed from the previous model, based on the highest p− value, while making sure
not to remove terms included in higher order effects. The removed factor in each model is noted
under column “Removed term”.

The model reduction converges at Model 7, as the BIC increase in Model 8. This model was
presented in the main text as

Yi = µ+ α2(DoseSchemei)

+ [β1 + β2(Shapei)

+ +β3(DoseSchemei)] xdesign,i

+ γ1(Rowi) + γ2(PrintColumni)

+ γ3(Row2
i ) + γ4(Column2

i )

+ d(Phantomi) + εi, (E.4)

Model diagnostics of the final model once again showed no issues with the residuals. These
can be seen in Figure E.4. The dashed lines mark the range within which 95% of the residuals is
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Figure E.3: Residual analysis of initial model of the scatterer intensity. (a) shows a Q-Q-plot of the
residuals. Apart from a single extreme residual, all residuals fall on the expected line, indicating normal
distributed data. (b) shows the normalised residuals plotted against model prediction value. (c), (d), and
(e) shows the normalised residuals against the main factors. The dashed lines mark the range within which
95% of the residuals is expected to lie. No abnormal tendencies are seen in the data.



E.2. SCATTERING STRENGTH 267

-2

0

2

-2 0 2

Theoretical N(0,1) quantiles

S
am

p
le

n
or
m
a
li
se
d
re
si
d
u
a
ls

(a) Q-Q-plot of normalised residuals

-2

0

2

0 10 20

Model predictions

S
am

p
le

n
or
m
a
li
se
d
re
si
d
u
a
ls

(b) Normalised residuals against model prediction

-2

0

2

3 6 9 12

Designed number of voxels

S
a
m
p
le

n
or
m
al
is
ed

re
si
d
u
al
s

(c) Normalised residuals against de-
sign size

-2

0

2

Circular Square

Shape

S
a
m
p
le

n
or
m
al
is
ed

re
si
d
u
al
s

(d) Normalised residuals against
shape

-2

0

2

Base GradientSingle
PixelDose scheme

S
a
m
p
le

n
or
m
al
is
ed

re
si
d
u
al
s

(e) Normalised residuals against dose
scheme

Figure E.4: Residual analysis of final model of the scatterer intensity. (a) shows a Q-Q-plot of the
residuals. Apart from a single extreme residual, all residuals fall on the expected line, indicating normal
distributed data. (b) shows the normalised residuals plotted against model prediction value. (c), (d), and
(e) shows the normalised residuals against the main factors. The dashed lines mark the range within which
95% of the residuals is expected to lie. No abnormal tendencies are seen in the data.
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Table E.2: BIC values of the compared models for the scatterer intensity analysis. Each model has
only had a single term removed from the previous model, which is noted under column “Removed term”.
∗Model 7 is the final model as Model 8 increases BIC.

Removed term Degrees of freedom BIC

Model 1 ∼ 21 7246.7330
Model 2 e(Phantom:Flip) 20 7239.4606
Model 3 γ6(Row:PrintColumn) 19 7225.2174
Model 4 γ3(ImageColumn) 18 7213.0861
Model 5 β4(Shape:DoseScheme) 16 7203.2678
Model 6 α3(Shape:DoseScheme) 14 7188.9880
Model 7 α1(Shape) 13 7181.8277
Model 8∗ γ5(Column2

i ) 11 7282.0486

expected to lie. Note that with a total of 1440 measurements, 72 are expected to lie outside of the
region.



APPENDIX F

Process optimisation and analysis scripts

F.1 Thin film thermal processing time

A description of the furnace processing time script is given in the following. The script is fairly
long and most parts are only of local relevance due to the way processes are logged. Therefore
it is not included directly, but conceptually described. The script takes the film thickness as an
input, and provides the processing time required to obtain that thickness, along with the residual
error of the statistical model based on the data log from the furnace used. Instead of creating
a purely theoretical model to predict idealised processing times, the actual process logs from the
used furnaces are used as input, providing very good results. The data is based on measurements
of a new wafer centrally placed in the quartz boat during every process. Thus the residual error
marks the variability of the film thicknesses from deposition to deposition. The issue with using
processing logs is that the furnace might change behaviour over time, meaning not all data is
necessarily equally representative of what to expect from the furnace when it is actually going to
be used. Therefore, it is possible to input exactly how many of the log entries to include, resulting
in only that amount of the newest entries being analysed. Another issue is the human factor, with
users occasionally inputting bad data in the process log. This is tested by iteratively analysing the
residuals of the model, and discarding outlier values which do not fit the distribution of outliers
sufficiently well, before remodelling the remaining data.

Figure F.1 shows two the output plots of the furnace data and the fitted model. Figure F.1(a)
shows the output from an oxidation furnace, and Figure F.1(b) shows the output from an low
pressure chemical vapour deposition (LPCVD) Si3N4 furnace. The processes are different with
the thermal oxidation being described by the Deal-Grove model, and LPCVD deposition being a
linear deposition. The models are shown in the figures. The script recognises the process based on
the input furnace log file name.

A few input errors can be seen for short processing time in Figure F.1(a), likely due to a user
entering for instance 1 hour as 1 minute, or a 0 thickness value near 40 minutes in Figure F.1(b),
likely simply because the user forgot to enter a value. The erroneous values should be removed
automatically.

Some furnaces provide multiple different process recipes, in which case the data log first needs
to be filtered based on this. Once the correct data has been selected, the data is fitted to either the
Deal-Grove model or a linear model. The fitting function in MATLAB has trouble fitting a square
root expression for the film thickness, and would often provide ambiguous results. For oxidations,
the relationship is flipped, fitting time as a function of thickness instead, making the fitting model
depend on x2, which works without problems. After a model has been fitted to the data, an
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Figure F.1: Output plots from the furnace script. Figure F.1(a) shows the output from an oxidation
furnace, and Figure F.1(b) shows the output from an LPCVD Si3N4 furnace. The fits are based on different
models for the two types of deposition.

outlier detection loop starts. The following procedure is the same regardless of the fitted model.
The residuals of the data log points to the fitted model are calculated. These are normalised to
the standard deviation of the residuals, and any normalised residual larger than 3 are marked as
outliers, seen as red crosses in the figures. The model is then fitted again without the outlier
values, resulting in slight changes to the model. This procedure of refitting and outlier detection
can be run any number of times as input in the furnace script. For stable processes, which the
oxidation furnaces typically run, very small deviations from the average model will be marked as
outliers. LPCVD processes are typically less stable, and the furnaces even change behaviour over
time. Therefore, it is also possible to enter the number of data entries to use for the fit, with only
the newest entries corresponding to the input value being considered. Finally, the last remaining
input value is the desired thickness. The last fitted model is used to determine what processing
time will result in the desired thickness. The residuals of the fitted model can be used to determine
the magnitude of the variation in the furnace operation.

F.2 Film thickness map

The film thickness map script is included below. The script allows for creating a wafer map of
thicknesses, or other parameters, based on a set of measurements at different coordinates. The
script works with a variety of number of samples, regardless of distribution of the points, as the
coordinates are also used as input.

The script allows for using a companion file containing the values of the mean square error
(MSE) of the thickness measurements. The distribution of MSE values is considered, and any
thickness values which are deemed outliers are discarded, and the wafer contour map will be
created based on the remaining valid points. The distribution of MSE values are typically one-
sided, with a majority of values around a fairly low value, with outliers always being high. It is not
uncommon with extreme MSE outliers. A single extreme MSE value might create a large offset
to the mean value of the population. Instead, the median MSE value was used. The difference
from each point to the median value was calculated for all points. Outliers were flagged as values
differing by more than 1.5 standard deviations away from the median value. The exact distance
varied with film type.

Note that for better performance, the differences should have been normalised to the variation
of the difference to the median value instead of the pure standard deviation.

1 # -*- coding: utf-8 -*-
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2 """

3 Created on Mon Mar 21 11:17:55 2016

4

5 @author: s113044

6 """

7

8 import numpy as np

9 #from matplotlib.mlab import griddata # uses x y and z columns

10 from scipy.interpolate import griddata # uses matrix of x y and z data

11 import matplotlib.pyplot as plt

12 #from mpl_toolkits.axes_grid1 import make_axes_locatable

13 import os

14

15 os.chdir("/Volumes/NTCH$/Group_members/MartinLindOmmen/Projects/
↪→ FurnaceCharacterisation/A3") # change directory to the directory of your

↪→ datafiles

16 # Load Files

17

18 plt.rcParams.update({’font.size’: 13})

19 dataT = np.loadtxt(open("a3Slot29Thick.txt","rb"), skiprows=2) # change filename

↪→ to the thickness .txt file

20 # load MSE data to be able to replace badly fitted values. If MSE data is not

↪→ available, code should be modified manually below

21 dataMSE = np.loadtxt(open("a3Slot29MSE.txt","rb"), skiprows=2) # change filename

↪→ to the MSE .txt file

22

23 # separate the x, y and z data - mse comes later

24 xT = dataT[:,0]

25 yT = dataT[:,1]

26 zT = dataT[:,2]

27 # Optional - uncomment line below to subtract mean of Z to observe variation

↪→ around mean (and get nice variation in the contours - negative values give

↪→ dashed lines)

28 #zT = zT - np.mean(zT)

29

30 # define the edges of the grid from the min/max values

31 min_xT = np.min(xT)

32 min_yT = np.min(yT)

33 max_xT = np.max(xT)

34 max_yT = np.max(yT)

35 dim_xT = np.size(xT)

36 dim_yT = np.size(yT)

37

38

39 # Create interpolated plot of full dataset, without replacing measured values

40 #create interpolation grid

41 interpFactor = 3 # set the factor for how much densor you would like your

↪→ gradients

42 x = np.linspace(min_xT, max_xT, interpFactor*dim_xT)

43 y = np.linspace(min_yT, max_yT, interpFactor*dim_yT)

44 # convert to matrix

45 X,Y = np.meshgrid(x, y)

46 #interpolate Z data in new grid
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47 Z = griddata((xT,yT), zT, (X,Y), method=’cubic’) # nearest, linear or cubic -

↪→ fill value writes NaN outside of the measured region as a default

48

49 # draw wafer outline

50 WaferR = 5 #wafer radius

51 flatX = [-1.58,1.58] # flat x values

52 y1 = 4.7+0.16 # lower bound for plotting area (cuts of part of circle)

53 flatY = [y1*1.007,y1*1.007]

54

55 #begin figure

56 fig = plt.figure(1)

57 ax = fig.add_subplot(111) # add to control plot behaviour

58 ax.set_aspect(’equal’) # add to set aspect ratio

59 # contour the gridded data, plotting dots at the nonuniform data points.

60 v = np.linspace(1200, 2400, 100, endpoint=True) # optional line - fix color bar

↪→ range

61 CS = plt.contour(X, Y, Z, 12, linewidths=0.5, colors=’k’) # draw contour lines.

↪→ 12 is the default number chosen

62 CS = plt.contourf(X, Y, Z, 100, cmap=’gist_rainbow’) # syntax (xdata,ydata,zdata,

↪→ numberOfColors,linewith....), for fixed color range, change numberOfColors

↪→ to v

63 cbar = plt.colorbar(label = ’Thickness [nm]’) # draw colorbar

64 tick_locator = plt.MaxNLocator(nbins=8) # define the ticks for the colorbar

65 cbar.locator = tick_locator

66 cbar.update_ticks()

67 # # plot data points.

68 plt.scatter(xT, yT, marker=’o’, c=’b’, s=5) # draw the originally measured points

↪→ as blue dots

69 circle2=plt.Circle((0,0.15),5,color=’k’, fill=False, linewidth=1) #Perimiter of

↪→ wafer

70 fig.gca().add_artist(circle2)

71 plt.plot(flatX,flatY, linewidth=1, color = ’k’) # Wafer flat

72 plt.xlim(-WaferR*1.02, WaferR*1.02)

73 plt.ylim(-WaferR*1.02, y1*1.01)

74 plt.axis(’off’)

75 plt.gca().invert_xaxis() # invert x (and y) axis, to orient wafer properly

76 plt.gca().invert_yaxis() # invert y (and x) axis, to orient wafer properly

77 #plt.show()

78 # fig.savefig(’afterDevelopmentProximityAbsolute.png’, format=’png’, dpi=500,

↪→ bbox_inches=’tight’)

79

80

81

82 ###########################

83

84

85 # now modify data to consider MSE data, to automatically remove badly fitted

↪→ values

86 zMSE = dataMSE[:,2]

87 medianMSE = np.median(zMSE) # median is chosen due to the distribution not being

↪→ even, and the results are therefore better (prettier). This can be

↪→ optimised

88 #meanMSE = np.mean(zMSE)
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89 stdMSE = np.std(zMSE)

90 mseResiduals = zMSE - medianMSE

91

92 stResiduals = mseResiduals/stdMSE

93 outlierIND = np.nonzero(stResiduals>1.5) # outliers defined as being more than 3

↪→ standard deviations from median. the amount may vary depending on film

↪→ type

94

95 xTrep = np.delete(xT,outlierIND)

96 yTrep = np.delete(yT,outlierIND)

97 zTrep = np.delete(zT,outlierIND)

98

99 xTOutlier = xT[outlierIND]

100 yTOutlier = yT[outlierIND]

101

102 # define the grid

103 min_xT = np.min(xTrep)

104 min_yT = np.min(yTrep)

105 max_xT = np.max(xTrep)

106 max_yT = np.max(yTrep)

107 dim_xT = np.size(xTrep)

108 dim_yT = np.size(yTrep)

109

110 # start by creating interpolated plot of full dataset

111

112 #create interpolation grid

113 x = np.linspace(min_xT, max_xT, interpFactor*dim_xT)

114 y = np.linspace(min_yT, max_yT, interpFactor*dim_yT)

115 # convert to matrix

116 X,Y = np.meshgrid(x, y)

117 #interpolate Z data in new grid

118 Z = griddata((xTrep,yTrep), zTrep, (X,Y), method=’cubic’) # nearest, linear or

↪→ cubic - fill value writes NaN outside of the measured region as a default

↪→ ,fill_value = ’nan’

119

120 #begin figure

121 fig = plt.figure(2)

122 ax = fig.add_subplot(111) # add to control plot behaviour

123 ax.set_aspect(’equal’) # add to set aspect ratio

124 # contour the gridded data, plotting dots at the nonuniform data points.

125 v = np.linspace(1200, 2400, 100, endpoint=True) # optional line - fix color bar

↪→ range

126 CS = plt.contour(X, Y, Z, 12, linewidths=0.5, colors=’k’) # draw contour lines.

↪→ 12 is the default number chosen

127 CS = plt.contourf(X, Y, Z, 100, cmap=’gist_rainbow’) # syntax (xdata,ydata,zdata,

↪→ numberOfColors,linewith....), for fixed color range, change numberOfColors

↪→ to v

128 cbar = plt.colorbar(label = ’Thickness [nm]’) # draw colorbar

129 tick_locator = plt.MaxNLocator(nbins=8) # define the ticks for the colorbar

130 cbar.locator = tick_locator

131 cbar.update_ticks()

132 # # plot data points.

133 plt.scatter(xT, yT, marker=’o’, c=’b’, s=5) # draw the originally measured points
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↪→ as blue dots

134 plt.scatter(xTOutlier, yTOutlier, marker=’o’, c=’r’, s=5) # draw data points

↪→ marked as outliers as red dots

135 circle2=plt.Circle((0,0.15),5,color=’k’, fill=False, linewidth=1) #Perimiter of

↪→ wafer

136 fig.gca().add_artist(circle2)

137 plt.plot(flatX,flatY, linewidth=1, color = ’k’) # Wafer flat

138 plt.xlim(-WaferR*1.02, WaferR*1.02)

139 plt.ylim(-WaferR*1.02, y1*1.01)

140 plt.axis(’off’)

141 plt.gca().invert_xaxis() # invert x (and y) axis, to orient wafer properly

142 plt.gca().invert_yaxis() # invert y (and x) axis, to orient wafer properly

143 plt.show()

F.3 Characterisations of furnaces

The distribution of film thicknesses on a wafer boat for a nitride furnace was presented in the main
text. Similar characterisations were made for other furnaces in the cleanroom. These are included
here.

Figure F.2 shows the thickness uniformity across a furnace boat in the oxidation furnace A3.
The two subfigures compares a full boat of wafers with that of half a boat of wafers. It is not
uncommon to use a set of dummy wafers at each end of the boat to increase the temperature
uniformity of the remaining wafers. This is likely the effect seen in the figures as the thickness
decreases towards either end of the wafer boat. Note that depending on the uniformity require-
ments, it might be necessary with more than two wafers at each end. With only half a boat, the
same decreasing tendencies are observed, only moved in towards the centre. This shows that it is
in fact the dummy wafers at the ends which stabilises the process.

Another oxidation furnace is shown in Figure F.3.
Finally, the B2 nitride furnace is repeated here in Figure F.4.
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Figure F.2: Film thicknesses across a wafer boat of wafers after thermal oxidation using DRY1100 in
the A3 oxidation furnace. (a) shows the thickness distributions across a full wafer boat. (b) shows the
thickness distributions when run with only half a boat of wafers.



276 APPENDIX F. PROCESS OPTIMISATION AND ANALYSIS SCRIPTS

Furthest inside furnace
370

380

390

400

1 2 3 4 5 6 7 8 9 101112131415161718192021222324252627282930

Wafer Slot

F
il
m

T
h
ic
k
n
es
s
[n
m
]

C1 - DRY1100

Figure F.3: Film thicknesses across a wafer boat of wafers after thermal oxidation using DRY1100 in the
C1 oxidation furnace.
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Figure F.4: Film thicknesses across a wafer boat of wafers after nitride deposition using nitride4 in the
B2 nitride deposition furnace.



APPENDIX G

Phantom generation scripts

G.1 Flow channel scripts

The flow phantom script was conceptually described in the main text, Section 8.3. The channel
generation scripts are included here.

G.1.1 Cylindrical channels

1 function [phantom, path] = axilinearParametricCylinderChannel(phantom, diameter,

↪→ channelCurvature, startCoordinate, endCoordinate)

2

3 % determine size of the phantom matrix in order to ensure nothing is done

4 % for negative matrix indices or indices beyond the original phantom size

5 [zDim, xDim, ~, yDim] = size(phantom);

6

7 coordDim = size(startCoordinate);

8 if numel(diameter) == coordDim(1)-1

9 % do nothing - everything is fine

10 elseif numel(diameter)==1

11 % same diameter for all segments - just repmat

12 %diameter = repmat(diameter,1,coordDim(1)-1);

13 % edit to not break

14 else

15 fprintf(’Error: The number of diameters passed does not match with the number

↪→ of channel segments’)

16 end

17

18 % first, convert input diameter to pixel values

19 pixelSize = 10.8;

20 pixDiameter = diameter/pixelSize;

21 pixCurvature = channelCurvature/pixelSize;

22

23 layerSize = 20;

24

277
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25 % correction factor due to the anisotropy of the different axes - might

26 % need modification depending on the design orientation - right now, the

27 % prints are defined on the side, essentially switching z and y. -

28 % therefore the correction relates to y - but if the designs are not

29 % rotated, it will relate to z.

30 anisotropyCorrection = pixelSize/layerSize; %

31

32

33

34 %rescale the coordinates to the voxel grid of 10.8x10.8x20 micrometer3

35 % note rescaling is made according to the rotated coordinate system, with y

36 % being the layer height - each y is 20 micrometer

37 startCoordVox = round([rescale(startCoordinate(1),1,xDim,’InputMin’,0,’InputMax’,

↪→ xDim*10.8), ...

38 rescale(startCoordinate(2),1,yDim,’InputMin’,0,’InputMax’,yDim*20), ...

39 rescale(startCoordinate(3),1,zDim,’InputMin’,0,’InputMax’,zDim*10.8)]);

40 endCoordVox = round([rescale(endCoordinate(1),1,xDim,’InputMin’,0,’InputMax’,xDim

↪→ *10.8), ...

41 rescale(endCoordinate(2),1,yDim,’InputMin’,0,’InputMax’,yDim*20), ...

42 rescale(endCoordinate(3),1,zDim,’InputMin’,0,’InputMax’,zDim*10.8)]);

43

44 %% there are a ton of special cases

45 % first outer loop case will be that if multiple coordinates are passed,

46 % the very first segment starts out straight, but any following segments

47 % will be rounded in the connections between each bend - until the very

48 % last one which will also be straight.

49

50 % In addition, if one or more of the

51 % coordinates dont change (i.e. start x is the same as end-x) - this will both

52 % affect the linear segments, as well as the curve segments

53

54 % it will be necessary to potentially adjust the length of the segments

55 % with the radius of curvature of the curved segments - if they are present

56

57 % make start-coordinate/end-coordinate a parametric curve

58 % first section along the x-axis

59

60

61

62

63 if startCoordVox(1) == endCoordVox(1) % if start and endcoordinate of x is the

↪→ same,

64 % the ’x’ part of the path will not exist

65 pathAX = [];

66 pathAY = [];

67 pathAZ = [];

68 else

69 if startCoordVox(1) < endCoordVox(1)

70 fac = 1;

71 else

72 fac = -1;

73 end

74 if startCoordVox(2) ~= endCoordVox(2) || startCoordVox(3) ~= endCoordVox(3) %
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75 % if both y and z start and end in the same coordinate (no

76 % segments) no correction will need to be made to the length of the

77 % x segment. If even just one of them changes (as above), the length

↪→ should be

78 % reduced by the radius of curvature

79 correction = round(pixCurvature/2);

80 else

81 correction = 0;

82 end

83 pathAX = startCoordVox(1):fac:(endCoordVox(1)-fac*correction);

84 pathAY = repmat(startCoordVox(2),1,length(pathAX));

85 pathAZ = repmat(startCoordVox(3),1,length(pathAX));

86 end

87

88 if startCoordVox(2) == endCoordVox(2) % if start and endcoordinate of y is the

↪→ same,

89 % the ’y’ part of the path will not exist

90 pathBX = [];

91 pathBY = [];

92 pathBZ = [];

93 else

94 if startCoordVox(2) < endCoordVox(2)

95 fac = 1;

96 else

97 fac = -1;

98 end

99 if startCoordVox(1) == endCoordVox(1) && startCoordVox(3) == endCoordVox(3) %

100 % four cases - x start = x end, z start = z end, xstart = xstart and

↪→ zstart = zstart and both not equal

101 correction1 = 0;

102 correction2 = 0;

103 elseif startCoordVox(1) == endCoordVox(1) && startCoordVox(3) ~= endCoordVox

↪→ (3)

104 correction1 = 0;

105 correction2 = round(pixCurvature/2);

106 elseif startCoordVox(1) ~= endCoordVox(1) && startCoordVox(3) == endCoordVox

↪→ (3)

107 correction1 = round(pixCurvature/2);

108 correction2 = 0;

109 elseif startCoordVox(1) ~= endCoordVox(1) && startCoordVox(3) ~= endCoordVox

↪→ (3)

110 correction1 = round(pixCurvature/2);

111 correction2 = round(pixCurvature/2);

112 end

113 pathBY = (startCoordVox(2)+round(fac*correction1*anisotropyCorrection)):fac:(

↪→ endCoordVox(2)-round(fac*correction2*anisotropyCorrection));

114 pathBX = repmat(endCoordVox(1),1,length(pathBY));

115 pathBZ = repmat(startCoordVox(3),1,length(pathBY));

116

117 end

118

119 if startCoordVox(3) == endCoordVox(3) % if start and endcoordinate of y is the

↪→ same,
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120 % the ’z’ part of the path will not exist

121 pathCX = [];

122 pathCY = [];

123 pathCZ = [];

124 else

125 if startCoordVox(3) < endCoordVox(3)

126 fac = 1;

127 else

128 fac = -1;

129 end

130 if startCoordVox(1) ~= endCoordVox(1) || startCoordVox(2) ~= endCoordVox(2)

131 correction1 = round(pixCurvature/2);

132 else

133 correction1 = 0;

134 end

135 pathCZ = (startCoordVox(3)+fac*correction1):fac:(endCoordVox(3));

136 pathCX = repmat(endCoordVox(1),1,length(pathCZ));

137 pathCY = repmat(endCoordVox(2),1,length(pathCZ));

138 end

139

140

141 % Add corner rounding

142 % at each bend, the channel should be curved, connecting the two segments

143 % at first, it is made very detailed, and rescaled to the coordinate grid.

144 % Then only unique combinations are kept

145 % depending on the direction of segment 1 and 2, the rotation will be

146 % different

147

148 % note that since the data has already been converted to the voxelgrid

149 % which is anisotropic, there needs to be a correction factor for anything

150 % involving y. - the factor is created above

151

152 t = 1:100;

153

154 if startCoordVox(1) ~= endCoordVox(1) && startCoordVox(2) ~= endCoordVox(2) % if

↪→ there is both an x and y segment, they need to be joined by a curved

↪→ segment

155 if startCoordVox(1) < endCoordVox(1) && startCoordVox(2) < endCoordVox(2)

156 curveAX = round(pathAX(end)+round(pixCurvature/2)*cos(t/100*pi/2-pi/2));

157 curveAY = round(pathAY(end)+round(pixCurvature/2*anisotropyCorrection)*(1+

↪→ sin(t/100*pi/2-pi/2)));

158 curveAZ = repmat(pathAZ(end),1,length(t));

159 elseif startCoordVox(1) < endCoordVox(1) && startCoordVox(2) > endCoordVox(2)

160 curveAX = round(pathAX(end)+round(pixCurvature/2)*cos(t/100*pi/2-pi/2));

161 curveAY = round(pathAY(end)-round(pixCurvature/2*anisotropyCorrection)*(1+

↪→ sin(t/100*pi/2-pi/2)));

162 curveAZ = repmat(pathAZ(end),1,length(t));

163 elseif startCoordVox(1) > endCoordVox(1) && startCoordVox(2) < endCoordVox(2)

164 curveAX = round(pathAX(end)-round(pixCurvature/2)*cos(t/100*pi/2-pi/2));

165 curveAY = round(pathAY(end)+round(pixCurvature/2*anisotropyCorrection)*(1+

↪→ sin(t/100*pi/2-pi/2)));

166 curveAZ = repmat(pathAZ(end),1,length(t));

167 else
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168 curveAX = round(pathAX(end)-round(pixCurvature/2)*cos(t/100*pi/2-pi/2));

169 curveAY = round(pathAY(end)-round(pixCurvature/2*anisotropyCorrection)*(1+

↪→ sin(t/100*pi/2-pi/2)));

170 curveAZ = repmat(pathAZ(end),1,length(t));

171 end

172 else

173 curveAX = [];

174 curveAY = [];

175 curveAZ = [];

176 end

177

178 if startCoordVox(2) ~= endCoordVox(2) && startCoordVox(3) ~= endCoordVox(3)

179 if startCoordVox(2) < endCoordVox(2) && startCoordVox(3) < endCoordVox(3)

180 curveBX = repmat(pathBX(end),1,length(t));

181 curveBY = round(pathBY(end)+round(pixCurvature/2*anisotropyCorrection)*(

↪→ cos(t/100*pi/2-pi/2)));

182 curveBZ = round(pathBZ(end)+round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

183 elseif startCoordVox(2) < endCoordVox(2) && startCoordVox(3) > endCoordVox(3)

184 curveBX = repmat(pathBX(end),1,length(t));

185 curveBY = round(pathBY(end)+round(pixCurvature/2*anisotropyCorrection)*(

↪→ cos(t/100*pi/2-pi/2)));

186 curveBZ = round(pathBZ(end)-round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

187 elseif startCoordVox(2) > endCoordVox(2) && startCoordVox(3) < endCoordVox(3)

188 curveBX = repmat(pathBX(end),1,length(t));

189 curveBY = round(pathBY(end)-round(pixCurvature/2*anisotropyCorrection)*(

↪→ cos(t/100*pi/2-pi/2)));

190 curveBZ = round(pathBZ(end)+round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

191 else

192 curveBX = repmat(pathBX(end),1,length(t));

193 curveBY = round(pathBY(end)-round(pixCurvature/2*anisotropyCorrection)*(

↪→ cos(t/100*pi/2-pi/2)));

194 curveBZ = round(pathBZ(end)-round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

195 end

196 else

197 curveBX = [];

198 curveBY = [];

199 curveBZ = [];

200 end

201

202 if startCoordVox(1) ~= endCoordVox(1) && startCoordVox(3) ~= endCoordVox(3) &&

↪→ startCoordVox(2) == endCoordVox(2)

203 if startCoordVox(1) < endCoordVox(1) && startCoordVox(3) < endCoordVox(3)

204 curveCX = round(pathAX(end)+round(pixCurvature/2)*(cos(t/100*pi/2-pi/2)));

205 curveCY = repmat(pathAY(end),1,length(t));

206 curveCZ = round(pathAZ(end)+round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

207 elseif startCoordVox(1) < endCoordVox(1) && startCoordVox(3) > endCoordVox(3)

208 curveCX = round(pathAX(end)+round(pixCurvature/2)*(cos(t/100*pi/2-pi/2)));

209 curveCY = repmat(pathAY(end),1,length(t));



282 APPENDIX G. PHANTOM GENERATION SCRIPTS

210 curveCZ = round(pathAZ(end)-round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

211 elseif startCoordVox(1) > endCoordVox(1) && startCoordVox(3) < endCoordVox(3)

212 curveCX = round(pathAX(end)-round(pixCurvature/2)*(cos(t/100*pi/2-pi/2)));

213 curveCY = repmat(pathAY(end),1,length(t));

214 curveCZ = round(pathAZ(end)+round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

215 else

216 curveCX = round(pathAX(end)-round(pixCurvature/2)*(cos(t/100*pi/2-pi/2)));

217 curveCY = repmat(pathAY(end),1,length(t));

218 curveCZ = round(pathAZ(end)-round(pixCurvature/2)*(1+sin(t/100*pi/2-pi/2))

↪→ );

219 end

220 else

221 curveCX = [];

222 curveCY = [];

223 curveCZ = [];

224 end

225

226

227 combine = [pathAX curveAX pathBX curveBX curveCX pathCX ; ...

228 pathAY curveAY pathBY curveBY curveCY pathCY; pathAZ curveAZ pathBZ curveBZ

↪→ curveCZ pathCZ];

229

230 path = unique(combine’,’rows’,’stable’);

231

232

233

234 for l = 1:length(path)

235 for i = (path(l,1)-round(pixDiameter/2)):(path(l,1)+round(pixDiameter/2))

236 for j = (path(l,2)-round(pixDiameter/2)):(path(l,2)+round(pixDiameter/2))

237 for k = (path(l,3)-round(pixDiameter/2)):(path(l,3)+round(pixDiameter

↪→ /2))

238 if i <= 0 || j <= 0 || k <= 0 || i > xDim || j > yDim || k > zDim

239 %

240 else

241 if sqrt((i-path(l,1))^2+((j-path(l,2))/anisotropyCorrection)

↪→ ^2+(k-path(l,3))^2) < pixDiameter/2

242 % note anisotropycorrection again

243 phantom(k,i,1,j) = 0;

244 end

245 end

246 end

247 end

248 end

249 end

250

251

252 end
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G.1.2 Square channels

1 function phantom = axilinearCylinderAndSphereChannel(phantom, diameter,

↪→ startCoordinate, endCoordinate)

2

3

4

5

6 % first, convert input diameter to pixel values

7 pixelSize = 10.8;

8 pixDiameter = diameter/pixelSize;

9

10 % determine size of the phantom matrix in order to ensure nothing is done

11 % for negative matrix indices or indices beyond the original phantom size

12 [zDim, xDim, ~, yDim] = size(phantom);

13

14

15 %first channel along x

16 for j = (startCoordinate(2)-round(pixDiameter/2)):(startCoordinate(2)+round(

↪→ pixDiameter/2))

17 for k = (startCoordinate(3)-round(pixDiameter/2)):(startCoordinate(3)+round(

↪→ pixDiameter/2))

18 if j <= 0 || k <= 0 || j > yDim || k > zDim

19 %

20 else

21 if sqrt((j-startCoordinate(2))^2+(k-startCoordinate(3))^2) <

↪→ pixDiameter/2

22 phantom(k,startCoordinate(1):endCoordinate(1),1,j) = 0;

23 end

24 end

25 end

26 end

27

28 % then channel along y

29 for i = (endCoordinate(1)-round(pixDiameter/2)):(endCoordinate(1)+round(

↪→ pixDiameter/2))

30 for k = (startCoordinate(3)-round(pixDiameter/2)):(startCoordinate(3)+round(

↪→ pixDiameter/2))

31 if i <= 0 || k <= 0 || i > xDim || k > zDim

32 %

33 else

34 if sqrt((i-endCoordinate(1))^2+(k-startCoordinate(3))^2) < pixDiameter

↪→ /2

35 phantom(k,i,1,startCoordinate(2):endCoordinate(2)) = 0;

36 end

37 end

38 end

39 end

40

41 % then channel along z

42 for i = (endCoordinate(1)-round(pixDiameter/2)):(endCoordinate(1)+round(

↪→ pixDiameter/2))
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43 for j = (endCoordinate(2)-round(pixDiameter/2)):(endCoordinate(2)+round(

↪→ pixDiameter/2))

44 if i <= 0 || j <= 0 || i > xDim || j > yDim

45 %

46 else

47 if sqrt((i-endCoordinate(1))^2+(j-endCoordinate(2))^2) < pixDiameter/2

48 phantom(startCoordinate(3):endCoordinate(3),i,1,j) = 0;

49 end

50 end

51 end

52 end

53

54

55 % each joint between sections should also be rounded

56

57

58 % round corner between entrance to first section section by distance in 3D

59 for i = (startCoordinate(1)-round(pixDiameter/2)):(startCoordinate(1)+round(

↪→ pixDiameter/2))

60 for j = (startCoordinate(2)-round(pixDiameter/2)):(startCoordinate(2)+round(

↪→ pixDiameter/2))

61 for k = (startCoordinate(3)-round(pixDiameter/2)):(startCoordinate(3)+

↪→ round(pixDiameter/2))

62 if i <= 0 || j <= 0 || k <= 0 || i > xDim || j > yDim || k > zDim

63 %

64 else

65 if sqrt((i-startCoordinate(1))^2+(j-startCoordinate(2))^2+(k-

↪→ startCoordinate(3))^2) < pixDiameter/2

66 phantom(k,i,1,j) = 0;

67 end

68 end

69 end

70 end

71 end

72

73

74 % round corner between x and y section by distance in 3D

75 for i = (endCoordinate(1)-round(pixDiameter/2)):(endCoordinate(1)+round(

↪→ pixDiameter/2))

76 for j = (startCoordinate(2)-round(pixDiameter/2)):(startCoordinate(2)+round(

↪→ pixDiameter/2))

77 for k = (startCoordinate(3)-round(pixDiameter/2)):(startCoordinate(3)+

↪→ round(pixDiameter/2))

78 if i <= 0 || j <= 0 || k <= 0 || i > xDim || j > yDim || k > zDim

79 %

80 else

81 if sqrt((i-endCoordinate(1))^2+(j-startCoordinate(2))^2+(k-

↪→ startCoordinate(3))^2) < pixDiameter/2

82 phantom(k,i,1,j) = 0;

83 end

84 end

85 end

86 end
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87 end

88

89 % round corner between y and z section by distance in 3D

90 for i = (endCoordinate(1)-round(pixDiameter/2)):(endCoordinate(1)+round(

↪→ pixDiameter/2))

91 for j = (endCoordinate(2)-round(pixDiameter/2)):(endCoordinate(2)+round(

↪→ pixDiameter/2))

92 for k = (startCoordinate(3)-round(pixDiameter/2)):(startCoordinate(3)+

↪→ round(pixDiameter/2))

93 if i <= 0 || j <= 0 || k <= 0 || i > xDim || j > yDim || k > zDim

94 %

95 else

96 if sqrt((i-endCoordinate(1))^2+(j-endCoordinate(2))^2+(k-

↪→ startCoordinate(3))^2) < pixDiameter/2

97 phantom(k,i,1,j) = 0;

98 end

99 end

100 end

101 end

102 end

103

104 % round corner at end of z section by distance in 3D

105 for i = (endCoordinate(1)-round(pixDiameter/2)):(endCoordinate(1)+round(

↪→ pixDiameter/2))

106 for j = (endCoordinate(2)-round(pixDiameter/2)):(endCoordinate(2)+round(

↪→ pixDiameter/2))

107 for k = (endCoordinate(3)-round(pixDiameter/2)):(endCoordinate(3)+round(

↪→ pixDiameter/2))

108 if i <= 0 || j <= 0 || k <= 0 || i > xDim || j > yDim || k > zDim

109 %

110 else

111 if sqrt((i-endCoordinate(1))^2+(j-endCoordinate(2))^2+(k-

↪→ endCoordinate(3))^2) < pixDiameter/2

112 phantom(k,i,1,j) = 0;

113 end

114 end

115 end

116 end

117 end

118

119

120 end
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APPENDIXH

Experimental setups

H.1 Hand-bonding recess

The handbonding recess model was created in Autodesk Inventor and can be seen in Figure H.1.
It was made to aid in supplying an initial pre-bond pressure in the middle of the wafer stack. The
centre of the recess is slightly elevated compared to the boundary, only allowing for pressure to be
applied in the middle.

H.2 Pressure chamber

The pressure chamber model was created in Autodesk Inventor and can be seen in Figure H.2. A
recess for a 4” wafer is milled in the centre. The pressure chamber lid is fastened using bolts and
nuts, and a small rim fitted for an o-ring is made to seal the chamber. Two tube-connectors are
placed at the top of the lid, to allow for controlled flushing of the chamber.

H.3 3D printed holder for optical measurements of swelling

A small sample holder was designed for mounting of the hydrogel samples for inspection of sample
dimensions in optical microscope. The samples should be inspected while submerged in water,
since exposure to air will dehydrate the samples which will affect the size of the sample. The
hydrogels cannot themselves be glued to the bottom of a petri dish, but it would be possible to
glue a polylactic acid (PLA) 3D printed sample holder.
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102 mm

5 mm

2 mm

Figure H.1: Isometric view of the handbonding recess 3D model made to aid in supplying an initial
pre-bond pressure in the middle of the wafer stack. The centre of the recess is slightly elevated compared
to the boundary, only allowing for pressure to be applied in the middle.

102 mm

Figure H.2: Isometric view of the pressure chamber 3D model. A recess for a 4” wafer is milled in the
centre. The pressure chamber lid is fastened using bolts and nuts, and a small rim fitted for an o-ring is
made to seal the chamber. Two tube-connectors are placed at the top of the lid, to allow for controlled
flushing of the chamber.
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13.2 mm

5.4 mm

24.9 mm

Figure H.3: Hydrogel sample holder model, created to fixate samples while submerged in water for
inspection of sample dimensions under water.
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APPENDIX I

Additional phantom designs

I.1 Scatterer phantom for neural network testing

The scatterer phantom designed for testing of a neural network can be seen in Figure I.1, in which
Figure I.1(a) is the base exposure, and Figure I.1(b) is the single pixel overexposure around each
scatterer. The figures show the 10 by 10 grid of scatterers designed for neural network scatterer
detection. Each scatterer is designed to be 7 by 7 voxels, which results in actual printed dimensions
of 55.3 µm by 55.3 µm according to the scatterer size statistical model.
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(a) Base exposure

(b) Single pixel exposure

Figure I.1: 10 by 10 grid of scatterers designed for neural network scatterer detection. Each scatterer is
designed to be 7 by 7 voxels, which results in actual printed dimensions of 55.3 µm by 55.3 µm according
to the scatterer size statistical model.
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3D printing of hydrogels

J.1 True PEGDA concentration

The actual concentration of poly(ethylene glycol) diacrylate (PEGDA) might be slightly higher
than 20%. Figure J.1 shows a comparison of two resin constituent solutions, with PEGDA on the
left, and lithium phenyl-2,4,6-trimethylbenzoylphosphinate (LAP) on the right. Both are supposed
to be 5 ml in total volume. However, the PEGDA volume is smaller. The solution is made from
4 g PEGDA and 1.4 ml of water. It seems that water and PEGDA are able to pack slightly
closer than the constituents. This difference means that the actual PEGDA concentration will be
slightly higher in the mixed solution. Based on measurements directly on the shown image, the
final concentration of PEGDA ends up being 21% instead of 20%. If one wants a true 20% solution,
it will be necessary to determine how much water needs to be mixed into the PEGDA solution,
before the combined solution reaches 5 ml.

J.2 Optical microscope images of scatterers

Additional optical microscope images of each scatterer size and type is shown in Figure J.2. The
images have been cropped to enlarge the scatterers. However, the dose gradient of the dose gradient
scatterers is no longer visible.

J.3 Additional process optimisation and printing issues

J.3.1 Stress-induced bending of hydrogel samples

The phantoms swell after being printed. However, the bottom part of the phantoms which are
printed on the cover glass cannot swell freely since they are fixated laterally on the cover glass. The
initial thought was that the stress induced bending would be a temporary state, with the stress
being released as soon as the phantom was removed from the cover glass. However, if enough time
passes, it appears that the stress induced bending might be frozen into the printed structure. This
is seen in Figure J.3. Figure J.3(a) is a phantom which has been removed from the cover glass
shortly after the print was finished. Figure J.3(b) is a phantom which was kept on the cover glass
for more than a month. The second image was taken a week after the phantom had been removed
from the cover glass. It did not recover. The phantom is permanently deformed.
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Figure J.1: Two resin constituent solutions solutions with PEGDA on the left, and LAP on the right.
Although both are supposed to result in a volume of 5 ml, the PEGDA appears to be higher, resulting in
a lower total volume.

J.3.2 Ghost image

An example of the ghost image was illustrated in Section 6.3 for the 100% PEGDA sample. In the
main text, it was only observed to a lesser extend, with the intended separation between the two
parts of the phantom being partly polymerised. A more severe case was also seen. This is shown
in Figure J.4.

J.3.3 Minimum scatterer separation

The minimum separation study in Section 7.2.5 showed that it is possible to place scatterers only
1 voxel apart, seemingly without issue. However, the scatterer shapes seemed to change depending
on where in the field of view of the printer it was. Two different groups of scatterers separated by
1 voxel can be seen in Figure J.5. The printed shapes of the scatterers are different even though
they are designed to be the same. This is not simply a matter of the placement in the printer field
of view, since the shapes even differ within each group of scatterers.

J.3.4 Scratches in the film

A transparent film is placed on the transparent bottom of the vat, with a non-stick surface to
minimise the hydrogel adhesion to the vat bottom. Over time, the film will inevitably become
scratched, and the scratch pattern will influence the printed structures. These structures are
visible to the naked eye all the way through the print, and is the likely course for the noisy static
background seen in ultrasound images of hydrogel samples. The scratches are directly visible on
the surface of the phantoms, and can be seen in the line patterns in previously shown hydrogel
microscope images. Figure J.6 shows two different scatterers from two different phantom, printed
in the same exact position of the phantom. The same scratch pattern is visible in the top right of
both images, since they are printed on top of the same part of the film. The slight difference in
position of the scratch pattern relative to the scatterers show the precision of vat placement from
print to print.
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Figure J.2: Examples of the optical microscope images with different sizes and different dosing schemes.
Note that the images have been cropped, resulting in the dose gradient of the dose gradient scatterers not
being visible as it was in the images in the main text.
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(a) FP-V3 as it is supposed to look (b) FP-V3 with stress induced bending

Figure J.3: Phantoms which are not removed from the cover glass might suffer permanent deformation
due to the fixation at the cover glass. (a) is a phantom which has been removed from the cover glass
shortly after the print was finished. (b) is a phantom which was kept on the cover glass for more than a
month. Image was taken a week after it was removed from the cover glass. The phantom is permanently
deformed.

(a) Ghost image sketch

(b) 100% PEGDA sample with ghost image (c) 100% PEGDA sample with ghost image - top view

Figure J.4: Ghost image. (a) illustrates the concept, and how the solid line pattern is offset to the dashed
line regions. (b) and (c) are images of the most severe sample showing the ghost image.
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300 µm

(a) 1 voxel separation - shape 1

300 µm

(b) 1 voxel separation - shape 2

Figure J.5: Images of scatterer separation phantom groups. The voxels in both groups are separated by
only a single voxel. The shapes are different, even though they are designed to be similar.

(a) Single Pixel scatterer placed in the middle of the
phantom

(b) Base dose scatterer placed in the middle of the
phantom

Figure J.6: Two different scatterers from two different phantom, printed in the same exact position of
the phantom. The same scratch pattern is visible in the top right of both images, since they are printed
on top of the same part of the film. The slight difference in position of the scratch pattern relative to the
scatterers show the precision of vat placement from print to print.
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