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Since the exfoliation of graphene in 2004, 2D materials have offered an intriguing playground for researchers to study new quantum mechanical effects at the quantum scale in materials. Due to the atomically thin nature of 2D materials these structures exhibit a very low dielectric screening which leads to strong light-matter interaction and pronounced many-body effects. It has in recent years become possible to not only isolate single monolayers of 2D sheets, but also to stack the monolayers into so-called van der Waals heterostructures (vdWHs) which, as the name suggests, are layered monolayers only weakly interacting through the van der Waals force. The possibility to seamlessly freely stack and rotate the individual monolayers in vdWHs relative to each other in the lab, makes accurate ab-initio calculations unable to describe such multilayer systems and effective models are needed to calculate the electronic and optical properties of vdWHs.

In this thesis, entitled Computational Studies of Two-Dimensional Materials and Heterostructures, computational methods and models have been applied, developed, and implemented into the electronic structure code GPAW to overcome the computational difficulties when performing ab-initio calculations of vdWHs. The Bethe-Salpeter Equation (BSE) has been implemented with the previously developed Quantum Electrostatic Heterostructure (QEH) model to efficiently calculate exciton binding energies and absorption spectra for multilayer vdWHs and is found to accurately calculate the redshift of intralayer exciton energies in vdWHs. A feature shown not to be accurately described by the already existing Mott-Wannier equation. An appealing feature of the BSE-QEH implementation is that the computational requirement scales linearly with the number of layers in the vdWH. The fact that excitonic states have previously been described accurately by the Mott-Wannier model shows the hydrogen-like nature of the exciton state. In this thesis it is shown that this picture is not complete in the presence of a dielectric substrate, where the system enters a substrate-dominated screening regime. This new dielectric screening regime of exciton physics is explored, where the exciton series becomes underbound rather than overbound as in the usual 2D excitonic hydrogen model. Furthermore, To help the scientific community in the calculation of electronic and optical properties of vdWHs, an efficient scheme has been developed to calculate the interlayer hybridisation and charge transfer in large vdWHs. The method corrects the (possibly) wrong description of the interlayer hybridisation offered by non-self-consistent state-of-the-art ab-initio methods such as the G0W0 approximation.

By combining the developed methods with ab-initio calculations we benchmark to
what accuracy exciton energies can be calculated in comparison to experimental measurements in vdWHs by explicitly calculating the effect of twist-angle and substrate effects on the exciton energies. Furthermore we show that the inherent non-locality of the dielectric screening in 2D can be used to accurately control quasi-particle energies in semiconductors by placing the 2D semiconductor on a gated graphene layer. A direct example of the potential in using vdWHs for applications such as photodetectors, pn-junctions, solar cells, or single-photon emission devices is shown by proving the existence of a vdWH with strong low-energy exciton states as a low-energy infrared photodetector.

In the final chapter is presented a thorough study of the properties of the new class of 2D Janus monolayers. This class of 2D monolayers exhibit an intrinsic out-of-plane dipole moment and it is shown how both the electronic and optical properties of vdWHs can be accurately manipulated and controlled by use of this class of structures. Finally, a new paradigm of materials science is introduced, by proving the existence of and examining self-intercalated bilayers: 2D bilayers with self-intercalated single-atoms. It is shown that the self-intercalation process in fact leads to stable self-intercalated structures, for a large set of host bilayers and that the self-intercalation significantly alters the electronic properties and magnetic phase of the bilayer.
Siden den første isolering af grafen i 2004, har 2D materialer været en ideel platform for at studere nye kvantemekaniske effekter på kvanteskalaen i materialer. På grund af deres atomer tynde karakter, har 2D materialer en meget lav dielektrisk afskærmning, hvilket giver en stærk lys-materiale interaktion og udtalte excitoniske effekter. Det har i de foregående år vist sig muligt, ikke bare at isolere enkelte 2D lag, men også at stakke lagene til såkaldte van der Waals heterostrukture (vdWH), som er lagdelte monolag der kun interagerer svagt gennem van der Waals kraften. Da det er muligt tilsydenladende at stakke og rotøre lagene relativt til hinanden, er det næsten umuligt korrekt at beskrive og beregne egenskaberne af disse strukture med ab-initio metoder og effektive modeller som for eksempel den tidligere udviklede Quantum Electrostatic Heterostructure (QEH) model er nødvendige for at beregne de elektroniske og optiske egenskaber.

I denne afhandling, med titlen Computational Studies of Two-Dimensional Materials and Heterostructures, er beregningsmetoder og -modeller udviklet og implementeret i elektronstrukturkoden GPAW, til at overkomme de beregningsmæssige udfordringer når man udfører ab-initio beregninger for vdWH. I denne afhandling er Bethe-Salpeter Ligningen (BSE) blevet implementeret med den tidligere udviklet QEH model til effektivt at beregne exciton bindingsenergier, absorption spektra, og viser sig korrekt at beskrive rødforskydningen af excitonenergi i vdWH. En egenskab som ikke er præcist beskrevet af den allerede eksisterende Mott-Wannier ligning. En tiltrækkende egenskab af BSE-QEH implementering er at de beregningsmæssige krav skalerer lineært med antallet af monolag i vdWH. Siden excitonistiske tilstande har vist sig at være velbeskrevet af Mott-Wannier modellen viser dette den hydrogen-lignende karakter af excitontilstanden. Vi viser her at det nuværende hydrogenbillede ikke er komplett i nærheden af et skærmende dielektrisk substrat og undersøger dette nye substratdominerede regime af excitonfysik, hvor excitonserien bliver underbundet istedet for overbundet som i den sædvanlige excitoniske hydrogenmodel. For at hjælpe det videnskabelige miljø med at udføre præcise beregninger af de elektroniske og optiske egenskaber af vdWH, har vi udviklet en model til effektivt at beregne interlagshybridiseringen og -ladningsoverførslen i vdWH. Metoden korrigerer den (muligvis) forkerte beskrivelse af interlagshybridiseringen ved bruk af ikke-selvkonsistente ab-initio metoder som for eksempel G0W0 approksimationen.

Ved at kombinere de udviklede metoder med ab-initio beregninger benchmarker vi præcisionen af beregnede excitonenerghier der kan opnås når man sammenligner disse med eksperimentielt målte excitonenerghier i vdWH. Vi viser desuden eksplicit afhængigheden af både rotationsvinklen mellem lagene samt tilstedeværelsen af et dielektrisk substrat på
excitonenergierne. Derudover viser vi hvordan kvasipartikkelenergierne i halvledere kan
kontrolleres og manipuleres ved at udnytte den ikke-lokale karakter af den dielektriske
funktion. Dette bliver vist ved eksempel ved at placere en halvleder på et grafen lag. Et
direkte eksempel af potentialet for anvendelse af vdWHs for eksempel fotodetektore,
pn-overgange, solceller og/eller enkelt-foton-udsendere er vist ved at bevise eksistensen
af en vdWH med stærke lavenergi excitontilstande som en lavenergi infrarød fotodetek-
tor.

I det sidste kapitel præsenteres et grunddigt studie af egenskaberne af en ny klasse af
2D Janus monolag. Denne klasse af 2D monolag har et intrinsisk dipolmoment i retning-
en ud af planen og det påvises hvordan både de elektroniske og optiske egenskaber af vd-
WHs kan manipuleres og kontrolleres præcist ved anvendelse af denne klasse af strukture.
Endeligt introduceres et nyt paradigme af materialevidskab, ved at påvise eksistensen
af og undersøge selv-indskudte bilag: 2D bilag med selv-indskudte enkeltatomer. Det
vises at selv-indskydelsesprocessen leder til stabile selv-indskudte strukture, for et stort
sæt af bilag og at selv-indskydelsesprocessen signifikant kan manipulere de elektroniske
egskaber og den magnetiske fase af bilagene.
This thesis is submitted in candidacy for the Ph.D degree in physics from the Technical University of Denmark (DTU). The work enclosed in this thesis has been carried out at the section for Computational Atomic-scale Materials Design at the Institute of Physics. The study was carried out in the period from July 2017 to July 2020 under the supervision of professor Kristian S. Thygesen and co-supervisor professor Karsten W. Jacobsen. The Ph.D project was funded by an internal scholarship from DTU.

"The agreement of this law with nature will be better seen by the repetition of experiments than by a long explanation."

- Hans Christian Ørsted
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Physics is the study of why things happen. It is the result of people staring into nothing observing a sycamore seed helicoptering its way down to Earth or a glass of beer falling to the ground in a bar, asking "why did that happen?" (the latter probably has a more straightforward answer than the first). While it is rather easy to develop a specific explanation as to the origin and nature of each observation we make, such a large set of specific explanations, let us call them theories, will in general contradict each other in the areas where the individual observations overlap. On the other hand, it is immensely difficult to develop a complete theory that describes all that has happened and all that will happen for a larger collection of observations. The fact that physics in many aspects has done this over hundreds of years is an astonishing achievement. Physics can to some extent be viewed as divided into several different "branches of physics" each exploring their own set of observations. However, it is intriguing that the theories and equations used in each branch of physics, let that be the study of fluid mechanics, general relativity, electrostatics, or quantum mechanics to mention a few, visually appear very similar. And not only do they look similar, the more one thinks about it, the more one realises that they indeed are very similar and merely differ by the length scale of the observations they are applied to and of the symmetries the mind of the physicists can find in a certain observation. To study one branch of physics in detail it can therefore be extremely beneficial to study other branches of physics to gain ideas and to understand specific observations. Because of the very high similarity between the theories and equations of different branches of physics, it is therefore fascinating how much of the "physics" is going on inside our head when we apply the equations to very different observations. Physics use mathematics to write down the physical theories and laws in the form of equations. Mathematics and physics differ in the way that while mathematics consists of generalised abstract theories, physics (the physicists) always know what it is (they are) talking about: the physical theories and laws are centered around objects and observations, which defines the above mentioned length scales.

In this thesis, the objects we will study are two-dimensional (2D) materials: atomically thin materials that were first discovered in 2004 by Geim and Novoselov [89]; a discovery that later granted them the Nobel prize in physics. The length scale of the objects and observations we will be concerned with will therefore be the atomic scale and the branch of physics we will apply will mainly be quantum mechanics. Quantum mechanics governs the peculiar effects pronounced at the atomic length scale such as the Heisenberg’s uncertainty principle and discretisation of allowed energies. We will study the electronic and optical properties of 2D materials and stacks of 2D materials,
the so-called van der Waals Heterostructures (vdWHs) \([98, 50, 27]\), which is the study of what happens when photons interact with matter. The peculiar optical properties of these structures have been studied extensively in the past years, where the properties have been shown to be very sensitive to the layer thickness \([82, 114]\), which is one of the very reasons for the vast interest in vdWHs. Previous state-of-the-art research includes proving the existence of strongly bound states inside the band gap \([101, 99, 127, 87, 81, 120, 18, 17]\), strong sensibility to the surrounding electrostatic environment \([105, 60, 117, 10, 115]\), for instance electric fields \([57]\) or mechanical strain \([23, 14]\). It is evident that 2D materials and vdWHs possess a large potential for (opto-)electronic devices, for which their application is currently being investigated. An outline of the content of the research and results obtained in this thesis can be found below. As we will already see in chapter 2, the quantum mechanical problem of 2D materials (and other fields of materials science) is an incredible difficult problem to solve both analytically and computationally. The complexity arises from the huge number of particles that are involved in single observations, the difficulties especially come from the electrons and we will see that the key to model the properties of materials is all about the electrons. As such efficient computational methods are necessary to even come close to a proper description of these materials. This thesis sets out to apply and develop such computational methods to investigate the electronic and optical properties of 2D materials and vdWHs.

Since the combined theory of physical laws necessary to understand and describe the whole world of quantum mechanics in the light of materials science, itself would take up several books, I have chosen to only go through the theory necessary to understand the presented methods and results in this thesis and this will be derived and/or discussed as it is needed. Furthermore the thesis contains several results, explanations, and ideas not presented in the included papers. The scientific study results in a considerable time spend in understanding problems and theory, that are not necessarily used in relation to any publications and thus not written down anywhere, but the back-head of the mind. However, the obtained knowledge still comes with a responsibility. These results, understandings, or ideas might be useful and save time for future students and some of them are therefore included in the main text when appropriate.

On a personal level I by far do not know nor understand everything in physics, however studying physics for many years now, allows me to understand, a little better, some of the phenomena we encounter in our everyday life and that is a gift I will bring with me for the rest of my life. I find myself privileged to do my doctorate degree in a field I find so incredibly interesting. While the thesis presents the results obtained by the author throughout the Ph.D study, the remaining part of the thesis is written in "we-form". This is because modern science is a highly collaborative field and the results obtained in this thesis, and in general in most scientific papers and reports in the literature nowadays, are a result of combining the skills and knowledge of several individuals.
1.1 Outline

The outline of the thesis is the following:

Chapter 2 starts out by examining the complexity of the quantum mechanical many-body problem to understand the need of effective methods for the study of the electronic and optical properties of materials. The theory of density functional theory is presented as an efficient formalism to overcome this complexity and its implementation flowchart in GPAW is outlined. Finally, the foundation of this thesis, namely the experimental realisation of 2D materials and vdWHs, is discussed where we will see that essentially any combination of 2D monolayers can be stacked together to form vdWHs.

Chapter 3 starts out with describing the theory of the dielectric response of a material to an external perturbation. We will study the fundamental difference between dielectric screening in 2D and 3D and the difficulties with accurately describing excited state properties of vdWHs are discussed. The many-body ab-initio formalism GW is introduced and derived as a mean of calculating quasi-particle states in materials. By combining the previously developed QEH model and the GW approximation we will compute quasi-particle energies in a vdWHs and show how the non-local nature of the dielectric screening, presented in the beginning of chapter 3, can be utilised to tune the electronic properties of a 2D semiconductor without changing the wave function nor hybridisation pattern of the semiconductor (paper I). Excitonic effects are then introduced and the Mott-Wannier equation and the Bethe-Salpeter equations (BSE) will be derived and presented as methods to calculate exciton energies. After this, the development and implementation of the BSE model with the QEH model is presented and shown to accurately calculate exciton binding energies in vdWHs and vdWH absorption spectra to be used in chapter 4. Finally, we will see that the current understanding of the 2D excitonic Rydberg series is not complete: we will study how the excitonic Rydberg series in 2D semiconductors can change qualitatively when placed on a strongly screening substrate (paper II and III). At the end of the chapter, we will show the existence of an excitonic type-II semiconducting vdWH as an efficient low-energy infrared photodetector (paper IV).

Chapter 4 will discuss the effect of interlayer orbital hybridisation on the quasi-particle and exciton energies in vdWHs, an effect that is in general not well described by most conventional ab-initio many-body methods. In this chapter we present and implement a method to correctly calculate the interlayer orbital hybridisation and interlayer charge transfer in vdWHs and apply it to calculate exciton energies in vdWHs. Furthermore, we will see that it is possible to accurately calculate (and isolate) the contribution from the interlayer hybridisation in the renormalisation of exciton energies in vdWHs, and finally show how this renormalisation in general can be disentangled into its three components: substrate dielectric screening, interlayer dielectric screening, and interlayer orbital hybridisation and charge transfer effects. This leads us to a benchmarking study
of how accurately exciton energies can be computed \textit{ab-initio} relative to experimental observations (paper V).

Chapter 5 presents the Computational 2D Materials Database (C2DB) and the main components of the workflow that has been developed to carry out high-throughput materials discovery and large-scale calculation of materials properties (paper VI). A recipe of how the calculated properties in the database can be utilised to calculate the photovoltaic potential of 2D semiconductors is presented.

Chapter 6 studies the peculiar intrinsic properties of the new class of 2D Janus structures. We will classify the properties of this new class and show how these properties can be used to manipulate the electronic and optical properties of vdWHs (paper VII, VIII, and IX). In the last part of this chapter we will consider a new method for manipulating and achieving new and interesting properties of vdWHs, namely the process self-intercalation of single atoms in 2D bilayers which introduces a new paradigm of low-dimensional materials science. We will prove that the self-intercalation process leads to a new stable phase for a wide range of bilayers and the self-intercalation process can lead to the development of ferromagnetic order (paper X).

Chapter 7 discusses and puts the main results in the thesis in an overall perspective and concludes the thesis with an outlook.

Chapter 8 includes the papers of which the results are presented in the thesis.
CHAPTER 2

It is All About the Electrons

Given the many decades since the development of the theory of quantum mechanics and the fact that physicists spent years to understand this complex theory, it is intriguing that only few ideal problems can be solved analytically. The difficulty mainly arises from the enormous number of particles present in the minimal description of any realistic quantum system which makes only few many-body problems possible to be solved exact even numerically. In section 2.1 we will discuss the quantum mechanical many-body problem in greater detail and in section 2.2 present Density Functional Theory (DFT) which is a widely used formalism in quantum mechanical materials science to calculate ground-state properties of materials. It overcomes the complexity of the many-body problem by working with the electron density as the main parameter of interest instead of the position of all individual particles. This greatly simplifies the computational cost for solving many quantum mechanical problems, but also lacks accuracy in terms of some electronic properties in 2D materials and the need for more advanced methods is required. These will be presented in chapter 3, however as we will see, such many-body theories are based on the single-particle description provided by DFT and it is therefore advantageous to study the theory of DFT first. The implementation flowchart of the DFT formalism in GPAW [85] is outlined in section 2.3. Finally in the last section of chapter 2 we will discuss the experimental realisation of 2D materials and vdWHs.

2.1 The Many-Body Problem

To determine the allowed energies of any time-independent quantum mechanical problem, one starts out by writing down the time-independent Schrödinger’s equation:

$$\hat{H}\Psi(\textbf{r}) = E_n \Psi(\textbf{r})$$

(2.1)

where $\Psi(\textbf{r})$ is the total wave function, $E_n$ are the allowed energy levels, where $n$ uniquely defines a quantum state, and $\hat{H}$ is the Hamiltonian of the problem containing all possible interactions and energy contributions to $E_n$. We note already here that for the arguments in this chapter it suffices to consider the time-independent problem. Since $\Psi$ is given by the particles in the system of consideration the allowed values of $E_n$ are determined by the interactions included in the Hamiltonian. If one is interested in for instance the electronic or thermal properties of a material, let that be a bulk crystal, a 2D material, a nanorod or -tube, or a molecule, the governing interactions and terms in $\hat{H}$ defining $E_n$ are the Coulomb interactions between all charged particles and the kinetic energy of
It is All About the Electrons

Dividing the Coulomb interaction into electron-electron, electron-nucleus, and nucleus-nucleus interactions, \( \hat{H} \) reads:

\[
\hat{H} = -\sum \frac{\nabla_i^2}{2} - \sum \frac{\nabla_i^2}{2M} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} + \frac{1}{2} \sum_{i \neq j} \frac{Z_i Z_j}{|R_i - R_j|} - \sum_{ij} \frac{Z_j}{|r_i - r_j|}
\]  

(2.2)

where \( \nabla_i \) is the real-space coordinate derivative in the electron and nuclei kinetic energy for particle \( i \), \( M \) is the nuclei mass, \( r_i \) (\( R_i \)) is the real-space coordinate of electron (nuclei) \( i \), \( Z_i \) is the charge of nuclei \( i \), and the factor of a half on the Coulomb terms accounts for double counting. We note this is true for a non-radioactive material such that strong force interactions within the nuclei can be neglected.

Analytical solutions for eq. 2.1 with the Hamiltonian in eq. 2.2 exist for single electron systems (i.e. the hydrogen atoms and ionised heavier atoms) and numerical solutions can be found for only few configurations containing the very lightest atoms in the periodic system. However, since materials are not made up of a few single atoms, but bound collections of many atoms, further approximations are needed to obtain solutions for eq. 2.1 for realistic interesting systems. The problem comes from the fact that the Coulomb interaction has to be evaluated between any two charged particles, and that each particle has its own spatial coordinate dependence. We will already at this point apply a quite significant approximation known as the Born-Oppenheimer approximation [11], which is applied in all calculations in this study. The support for already employing the Born-Oppenheimer approximation at this point in our presentation of electronic structure theory calculations is that this approximation is widely used in most of computational materials and molecular science. The approach is to assume that the electronic properties is mainly governed by the shape and energy of the electronic orbitals and that the nuclei merely contribute with a constant background potential. To be precise, since the mass of the nuclei is much larger than the mass of the electrons we assume that the motion of the nuclei is confined to a much smaller region of space than the motion of the electrons and move significantly slower. First of all this means that the kinetic energy of the nuclei is much smaller than that of the electrons: \( \sum_i \frac{\nabla_i^2}{2} >> \sum_i \frac{\nabla_i^2}{2M} \). Second, if we let \( \bar{r}_k \) and \( \bar{R}_l \) be the mean position of electron \( k \) and nucleus \( l \) and let \( \delta r_k \) and \( \delta R_l \) be the standard deviation of their spatial positions the assumption above corresponds to \( \delta r_k >> \delta R_l \) for all \( k, l \). Assuming the real-space coordinate system to be 1 dimensional for simplicity and writing the real space position as: \( r_i = \bar{r}_i + \delta r_i \) the electron-electron Coulomb interaction can be Taylor expanded about \( \frac{\delta r_k - \delta r_j}{|\bar{r}_i - \bar{r}_j|} \) to obtain:

\[
\frac{1}{|r_i - r_j|} \approx \frac{1}{|\bar{r}_i - \bar{r}_j|} - \frac{\delta r_i - \delta r_j}{|\bar{r}_i - \bar{r}_j|^2}.
\]  

(2.3)

Similarly for the electron-nucleus and nucleus-nucleus interactions we get:

\[
\frac{1}{|r_i - R_j|} \approx \frac{1}{|\bar{r}_i - \bar{R}_j|} - \frac{\delta r_i - \delta R_j}{|\bar{r}_i - \bar{R}_j|^2}
\]  

(2.4)

\[
\frac{1}{|R_i - R_j|} \approx \frac{1}{|\bar{R}_i - \bar{R}_j|} - \frac{\delta R_i - \delta R_j}{|\bar{R}_i - \bar{R}_j|^2}
\]  

(2.5)
respectively. In all three expressions the first term on the right hand side is constant by definition. For a chemical bond the mean electron-electron, electron-nucleus, and nucleus-nucleus distances all attain similarly values (to within the same order of magnitude). However, under the assumption that $\delta r_i >> \delta R_j$ we immediately get that:

$$|\delta R_i - \delta R_j| << |\delta r_i - \delta r_j| < |\delta r_i - \delta R_j|,$$

and the nucleus-nucleus Coulomb interaction can consequently be assumed to attain a constant value proportional to $\frac{1}{|\bar{R}_i - \bar{R}_j|}$ for each nucleus-nucleus pair. This approximation also means that the electronic and nuclei part of the total wave function can be decoupled and that the total wave function can instead be written as a product of the electronic wave function ($\psi_{\text{elec}}(r)$) and the nuclear wave function ($\Phi_{\text{nuc}}(R)$):

$$\Psi(r) = \psi_{\text{elec}}(r)\Phi_{\text{nuc}}(R).$$

Assuming the nucleus-nucleus interaction to be constant and neglecting the kinetic energy of the nuclei is the foundation of the Born-Oppenheimer approximation. In this approximation the Hamiltonian reads:

$$\hat{H} = -\sum_i \frac{\nabla_i^2}{2} + \frac{1}{2} \sum_{i \neq j} \frac{1}{|r_i - r_j|} - \sum_i \frac{Z_i}{|r_i - \bar{R}_j|} + \hat{V}_{n-n}. \quad (2.6)$$

In practice, the constant contribution from the nucleus-nucleus Coulomb interaction can be inserted as an effective field in the electron-nucleus Coulomb interaction or added as an extra constant term ($\hat{V}_{n-n}$). While this is a great simplification of the Hamiltonian in eq. 2.2 it is still computationally unsolvable for most realistic systems due to the double sums in the electron-electron and electron-nucleus Coulomb interactions. In the next section we will present the DFT formalism which effectively overcomes the double sums by taking the electronic density as the main parameter instead of the position of each single particle. The Born-Oppenheimer approximation breaks down when there is only a small energy difference between the total ground-state energy and the total energy of the second lowest solution to the Schrödinger equation. In this case, the wave function can undergo a rapid spatial change of shape for only small displacements of the nuclei, and as such the static picture of the nuclei positions is no longer a good approximation.

## 2.2 Density Functional Theory

Considering the eigenvalue problem of eq. 2.1 with the Hamiltonian in eq. 2.6, the expectation value of the total energy is given as:

$$E = \langle \Psi(r)|\hat{H}|\Psi(r)\rangle. \quad (2.7)$$

As mentioned above, evaluating this expression is difficult (in practice impossible for most systems) due to three main reasons: 1) the total wave function is a complex parameter to evaluate and store numerically, 2) evaluating the double sum in the electron-electron Coulomb interaction, and 3) evaluating the double sum in the electron-nucleus Coulomb interaction. We will in the following outline how each of these difficulties is overcome within the DFT approximation.
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Even though we showed in the previous section that the total wave function can be decoupled into a product of an electronic and a nuclear wave function, and one therefore only has to evaluate the inner product with the Hamiltonian with the electronic wave function (including the nuclei contribution effectively through the electron-nucleus interaction), a further approximation is normally applied. We write the electronic wave function as a Slater determinant \[ \psi_{\text{elec}}(r) = \frac{1}{\sqrt{N!}} \det \{ \phi_1(r_1), \phi_2(r_2), ..., \phi_N(r_N) \} \] (2.8) for an \( N \)-electron wave function where \( \phi_i(r_i) \) is the non-interacting wave function for the single electron \( i \). This expression for the electronic wave function is anti-symmetric by construction and fulfills the Pauli exclusion principle. The simplification of the total electronic wave function into a sum of products of single-particle electronic states already makes the evaluation of the kinetic energy term straightforward.

To simplify the electron-nucleus interaction term, instead of evaluating the Coulomb interaction between each nucleus and each electron, we model the nuclei contribution to the energy as an external effective background potential, \( v_{\text{ext}}(r) \). This could in principle be applied to all individual single-particle electron states reducing the term to a single summation loop, however it turns out that it is convenient to introduce the definition of the electronic density \( n(r) \) defined from the single-particle wave functions:

\[
    n(r) = |\psi_{\text{elec}}(r)|^2 = \sum_i |\phi_i(r)|^2, \tag{2.9}
\]

constructed to equal the true many-body electronic density. The usefulness of the electronic density comes from the existence of the first Hohenberg-Kohn theorem \[53\], which states that there exists a unique bijective mapping between the external potential and the ground-state electron density of the many-body interacting system. We denote the ground-state electronic density \( n_0(r) \), and since the single-particle electronic density in eq. 2.9 is constructed to equal the true many-body electronic density, the Hohenberg-Kohn theorem applies. The main parameter of interest is thus the electronic ground-state density, calculated from the Slater determinant of the non-interacting single-particle ground-state wave functions. With the Hohenberg-Kohn theorem in our hands, to find the ground-state energy, we can rephrase the original ground-state energy problem:

\[
    E = \langle \Psi(\mathbf{r}) | \hat{H} | \Psi(\mathbf{r}) \rangle = \langle \Psi(\mathbf{r}) | \hat{T} + \hat{v}^{\text{ee}} + \hat{v}^{\text{en}} | \Psi(\mathbf{r}) \rangle \tag{2.10}
\]

where \( \hat{T} \), and \( \hat{v}^{\text{ee}} \) and \( \hat{v}^{\text{en}} \) are the kinetic energy, electron-electron, and electron-nucleus Coulomb interaction operators, into an effective problem defined by the non-interacting ground-state electronic density by letting the external potential act on the ground-state density:

\[
    E \rightarrow E[n_0] = F[n_0] + \int d\mathbf{r} n_0(\mathbf{r}) v_{\text{ext}}(\mathbf{r}) \tag{2.11}
\]

where \( F[n_0] = \langle \Psi[n_0] | T + v^{\text{ee}} | \Psi[n_0] \rangle \) is a universal functional. By the second Hohenberg-Kohn theorem the energy \( E[n_0] \) is known to be smaller than the energy obtained from
any other trial density, \( n' \neq n_0 \): \( E[n_0] < E[n'] \) and thus it is closer to the true ground-state energy of the many-body interacting system: \( E^{\text{true}} < E[n_0] < E[n'] \).

Before we approximate the electron-electron Coulomb interaction term we take a step back and discuss the physical characteristics any approximation must satisfy. Since any approximation to the electron-electron Coulomb interaction should be applied on the same length scale as the exact electron-electron Coulomb interaction, \( i.e. \) the potential must have a \( 1/r \) dependence on the interaction, the Coulomb interaction in the independent particle (single-particle) picture can readily be written in terms of the electronic density:

\[
E_{\text{Hartree}} = \frac{1}{2} \sum_{i \neq j} \int d\mathbf{r}_1 d\mathbf{r}_2 \frac{n_i(\mathbf{r}_1)n_j(\mathbf{r}_2)}{|\mathbf{r}_1 - \mathbf{r}_2|},
\]

which is known as the Hartree approximation. In principle we can plug this expression directly into the eigenvalue problem in the single-particle description to solve a wide set of problems, but this expression does not fulfill the energy contribution associated with the anti-symmetric nature of the electronic wave function. This effect is not physically intuitive, however it turns out there is in fact a finite contribution to the energy by what is commonly referred to as exchanging electrons of parallel spin. This point of concern can effectively be seen by the following argument (we note originally the exchange term comes out mathematically from derivation and does not have a physical origin apart from the fact that it is related to the anti-symmetric nature of the electronic wave function, but is interpreted as an exchange of electrons of parallel spin. We will still however here pursue an intuitive argument for its origin). Taking the inner product of \( E_{\text{Hartree}} \) with the electronic wave function and exchanging the coordinates of the electron single-particle wave function we also have to exchange the coordinates in the Coulomb interaction Hamiltonian:

\[
n(\mathbf{r}_1)n(\mathbf{r}_2) = \sum_{i \neq j} \phi_i^*(\mathbf{r}_1)\phi_j^*(\mathbf{r}_2)\phi_i(\mathbf{r}_1)\phi_j(\mathbf{r}_2) \quad \text{and} \quad n(\mathbf{r}_2)n(\mathbf{r}_1) = \sum_{i \neq j} \phi_i^*(\mathbf{r}_2)\phi_j^*(\mathbf{r}_1)\phi_i(\mathbf{r}_2)\phi_j(\mathbf{r}_1)
\]

which is not anti-symmetric upon exchange of the real-space coordinates and thus does not give an energy contribution from anti-symmetry considerations. This can be corrected by adding an exchange term, which accounts for the anti-symmetry of the electronic wave function and gives a finite contribution to the exchange of two electrons with the same spin in two quantum states:

\[
E_x = -\sum_{i \neq j} \int d\mathbf{r}_1 d\mathbf{r}_2 \frac{\phi_i^*(\mathbf{r}_1)\phi_j^*(\mathbf{r}_2)\phi_i(\mathbf{r}_2)\phi_j(\mathbf{r}_1)}{|\mathbf{r}_1 - \mathbf{r}_2|},
\]

and is anti-symmetric upon exchange of \( \mathbf{r}_1 \) and \( \mathbf{r}_2 \). Approximating the expectation value of the electron-electron Coulomb interaction by \( E_{\text{Hartree}} + E_x \) is known as the Hartree-Fock approximation [34]. This approximation slightly overestimates the energy of the electronic system. We note that the Hartree approximation for the Coulomb interaction is normally written in terms of the single-particle electron wave functions, since the Hatree(-Fock) approximation is a framework independent of the DFT framework. However, writing out the Hartree term as a function of the electronic density, makes more clear how DFT is combined with and build on Hartree-Fock theory.
In a simple picture the overestimation of the total energy within the Hartree-Fock approximation can be understood in the following way: when working within the single-particle picture, we lose information on the small-scale instantaneous Coulomb interaction between nearby electrons, affecting their relative distance and thus interaction potential. This effect, known as the electronic correlation, is to increase the average electron-electron interaction distance \([92]\). This in turn reduces the Coulomb interaction, which decreases the total energy of the system. The electronic correlation can be seen as the error associated with the total energy of the system, we make by approximating the true wave function by a Slater determinant. While no simple expression exists for this term, we define the expectation value of \(v_{\text{xc}}\) to be the exchange energy \((E_x)\) plus the correlation energy \((E_c)\) in the single-particle description. By defining the Hartree energy to be the expectation of \(v_{\text{Ha}}\) we can now write down the single-particle Kohn-Sham eigenvalue problem \([65]\):

\[
\left( -\sum_j \frac{\nabla^2_j}{2} + v_{\text{Ha}}[n](\mathbf{r}) + v_{\text{xc}}[n](\mathbf{r}) + v_{\text{ext}}[n](\mathbf{r}) \right) \phi_i(\mathbf{r}) = \epsilon_i \phi_i(\mathbf{r}), \tag{2.14}
\]

which can be solved self-consistently numerically for a wide range of systems and the problem is now reduced to apply an appropriate approximation for the exchange-correlation functional. The DFT description of the interacting many-body system gives an exact description of the ground-state energy, but as argued above one is usually also interested in the eigenvalues of the system, however this cannot formally directly be obtained from DFT. While \(E_i\) in the many-body picture are the true eigenvalues of states \(i\), the eigenvalues, \(\epsilon_i\), in the Kohn-Sham equation have physically no exact meaning due to the single-particle nature of the equation. The only well-defined \(\epsilon_i\) is that of the highest occupied molecular orbital (HOMO) which equals minus the ionisation energy of the system. It is important to stress that this is not given by Koopman’s theorem \([66]\) from Hartree-Fock theory, which cannot be applied to DFT due to the non-exact nature of the exchange-correlation term. Instead, to show the above statement, which is formally known in the literature as the ”DFT Koopman’s theorem”, the argument can be carried out by realising that the non-interacting electronic density in DFT equals the interacting electronic density, and thus the removal energy of one electron must be the same for the two systems. Despite this, DFT has had some success in describing band gaps of materials, for instance by invoking the derivative discontinuity between the ionisation potential and the lowest unoccupied state, however, since the Hohenberg-Kohn theorem strictly governs the ground state of the system, DFT cannot be applied accurately to obtain excitation energies and more advanced many-body descriptions have to be applied, as we will see in the next chapter. On the other hand, what is well-defined is the total ground-state energy, which by the second Hohenberg-Kohn theorem is minimised using a variational approach with the ground-state electron density of the interacting system and can be written as:

\[
E = T[n] + E_{\text{xc}}[n, \nabla n] + E_{\text{Ha}}[n] + E_{\text{ext}}[n] \tag{2.15}
\]

where we have combined the exchange and correlation contributions in \(E_{\text{xc}}[n, \nabla n]\) which possibly is also dependent on the gradient of the electronic density, depending on the
chosen approximation of the exchange-correlation interaction. We here write any generic density \( n \) since the expression is true for any electronic density and minimised by using the ground-state electronic density. We will not enter a deep discussion of the existing exchange-correlation functionals in the literature, but mention in passing the two most widely applied functionals. The Local Density Approximation (LDA) which estimates the exchange part of \( v_{xc}[n](r) \) by the local homogeneous electron gas approximation: 
\[
E_{x}^{\text{LDA}}[n] \sim \int d\mathbf{r}n^{4/3}(\mathbf{r})
\]
and different schemes for estimating the correlation energy exist. Another widely applied approximation is the Generalised Gradient Approximation (GGA) (such as the Perdew-Burke-Ernzerhof (PBE) functional \([95]\)), which also include the local gradient of the electron density in the description. In practice the GGA functionals are normally built by taking the LDA result for the local density description for the exchange part and adding a correction to this that is calculated from the local density gradient \([59]\): 
\[
E_{x}^{\text{GGA}} = E_{x}^{\text{LDA}}[n] + \Delta E[\nabla n(\mathbf{r})]
\]
and similarly for the correlation part. These are the two main exchange-correlation functionals applied in this thesis to solve the Kohn-Sham equations, and it is important to stress that none of the functionals includes the long range van der Waals interactions between atoms, which is important especially in the optimisation of the atomic structures of interest in this study. This effect has been included by applying for instance the BEEF-vdW \([80]\) or D3 \([45]\) functionals in the optimisation of the structures. Furthermore, both descriptions are inherently local and as we will see in the next chapter non-local effects play an important part in the description of the dielectric properties and many-body description of 2D materials. The application of exchange-functional is stated throughout this thesis and/or in the included papers when appropriate.

2.3 The Projector Augmented Wave Function Method: Implementation in GPAW and Spin-Orbit Interaction

To solve the DFT and many-body problems we are faced with in this thesis, the \textit{ab-initio} electronic structure calculation software GPAW \([31, 85]\) has been used. Since we will need to reference specific parts of the implementation of GPAW in chapter 4, we will here briefly go through the implementation flowchart of GPAW. GPAW supports three types of calculation modes for solving the DFT eigenvalue problem presented in the previous chapter: a finite difference (FD) mode, where the atomic orbitals are resolved on a real space grid, a mode where the wave functions are represented in a basis of a linear combinations of atomic orbitals (LCAO), and finally a plane-wave (PW) mode where the wave functions are expanded as a linear combination of plane-waves. All calculations throughout this thesis are performed in PW mode except in chapter 4 where we will encounter the LCAO mode.
As outlined in the previous chapter, when calculating the energy levels of single atoms, molecule, or periodic solid system we need to solve the generalised eigenvalue problem:

$$H\psi_n = E_n\psi_n$$

where $n$ is a combined state index uniquely defining the quantum state (we will omit the "hat" notation on the Hamiltonian for simplicity in the following). While the DFT formalism greatly reduces the complexity and computational requirements of the general many-body problem, numerical problems arise in describing $\psi_n$ close to the atomic cores. The core orbitals, subject to an immensely strong potential, must oscillate rapidly (this can intuitively be visualised from a simply quantum well picture), and is numerically difficult to represent in a feasible manner. To overcome this the general approach is simply to define a setup for each atomic orbitals, where a number of core states are calculated once and for all, and therefore assumed to be independent of the neighbourhood of the atoms. This approximation is in general valid when only properties related to the valence states are considered and is formally known as the frozen core approximation. However, since the set $\psi_n$ have to be internally orthogonal to be the complete set of eigenfunctions for eq. 2.16, the valence states will also oscillate rapidly in the core regions, where they have a finite overlap with the core states. This means, that even within the frozen core approximation, it is numerically infeasible to describe the electronic properties of the valence states. In the following we will adapt the notation used in [31] and the discussion below will be focused on obtaining the expression for the Hamiltonian defining the eigenvalue problem in GPAW.

In PW mode the problem is overcome by assuming that the rapidly oscillating part of the valence wave function in the core region can be represented by a smooth wave function, to be denoted $\tilde{\psi}_n$, and that a transformation ($\hat{T}$) from the smooth wave function to the exact wave function exist:

$$\psi_n = \hat{T}\tilde{\psi}_n = (1 + \hat{T}^a)\tilde{\psi}_n.$$  

(2.17)

The last equal sign stems for the fact that since the rapid oscillations are confined to a region of space close to the nuclei we define $\hat{T}$ to be equal to unity outside and equal to $\hat{T}^a$ inside confinement region, defined by a cutoff radius $r_a^c$.

$a$ is an atomic index since the value of $r_a^c$ is atom-dependent. The eigenvalues in eq. 2.16 can be calculated from the expectation value of the Hamiltonian:

$$E_n = \langle \psi_n | H | \psi_n \rangle$$

(2.18)

which upon transformation to the smooth wave function reads:

$$E_n = \langle \tilde{\psi}_n | \hat{T}^\dagger H \hat{T} | \tilde{\psi}_n \rangle.$$  

(2.19)

This introduces the need of defining the transformed Hamiltonian: $\hat{H} = \hat{T}^\dagger H \hat{T}$ and defines the transformed eigenvalue problem in eq. 2.16 which can be obtained directly by inserting the smooth wave functions and applying $\hat{T}^\dagger$:

$$\hat{H}\tilde{\psi}_n = E_n\tilde{\psi}_n.$$  

(2.20)
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where the overlap operator have been defined as: $\hat{S} = \hat{T}^\dagger \hat{T}$. Our aim is now to find an expression for the transformed Hamiltonian. To continue we state that the smooth wave function (and similarly the exact wave function) inside the augmentation sphere can be expanded as a linear combination of partial waves:

$$\tilde{\psi}_n^a = \sum_i \langle \tilde{p}_i^a | \tilde{\psi}_n^a \rangle \tilde{\phi}_i^a$$

(2.21)

where $\tilde{p}_i^a$ are coefficients to be determined and we define the projection elements as projectors: $P_{i,n}^a = \langle \tilde{p}_i^a | \tilde{\psi}_n^a \rangle$. Furthermore, since $\tilde{\psi}_n$ is only defined within the augmentation sphere we must have $\tilde{p}_i^a = 0$ outside the augmentation sphere. From this we can define the atomic density matrix:

$$D_{i_1,i_2}^a = \sum_n f_n \langle \tilde{\psi}_n^a | \tilde{p}_i^a_{i_1} \rangle \langle \tilde{p}_i^a_{i_2} | \tilde{\psi}_n^a \rangle.$$  

(2.22)

where $f_n$ are occupation numbers. We are now finally in a position where we can directly determine the transformed Hamiltonian. As we saw in the previous section, the total energy (eq. 2.15) is composed of four terms: the kinetic energy, the electrostatic potential, the exchange-correlation potential, and the external perturbation potentials. The transformed Hamiltonian is determined by taking the functional derivative of the total energy with respect to the smooth wave function:

$$\frac{\delta E}{\delta \tilde{\psi}_n^a} = f_n E_n \hat{S} \tilde{\psi}_n^a = f_n \hat{H} \tilde{\psi}_n^a.$$  

(2.23)

The total energy to be inserted is the one defined from the smooth wave functions (and the derived smooth electronic densities). As a consequence of the transformed eigenvalue problem, the total energy has an extra non-physical atom-dependent contribution which is a function of the atomic density matrix: $\Delta E^a[D_{i_1,i_2}^a]$. Setting the external potential to zero for simplicity, the transformed operator form of the Coulomb and exchange-correlation potentials attains the following forms:

$$\tilde{v}_{Ha}^a[n] = \frac{\delta E_{Ha}^a[\tilde{n}]}{\delta \tilde{n}}$$  

(2.24)

and

$$\tilde{v}_{xc} = \frac{\delta E_{xc}[\tilde{n}]}{\delta \tilde{n}}$$  

(2.25)

where $\tilde{n}$ is the electronic density determined from the smooth wave function. The first term is uniquely defined by the Poisson equation with the smooth electronic density and the latter term is defined by the choice of exchange-functional in the DFT Kohn-Sham description (LDA, GGA, etc.). We here see how this choice enters in the solution of the eigenvalue problem. The functional derivative of the non-local augmentation sphere correction is not straightforward since $\Delta E^a$ contains atomic corrections to both the kinetic, the Coulomb, the exchange-correlation, and an extra term not present in the physical expression for the total energy. For a full derivation of this term we refer to
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and here simply state that it can be written in a neat form as a projection of a tensor onto the projector expansion coefficients defined above. With these definitions the transformed Hamiltonian takes the form of:

\[
\hat{H} = -\frac{1}{2} \nabla^2 + \tilde{v}_{\text{Ha}} + \tilde{v}_{\text{xc}} + \sum_{i_1,i_2} |\tilde{p}_{i_1}^a\rangle \Delta H^a_{i_1i_2} \langle \tilde{p}_{i_2}^a | \tag{2.26}
\]

where the last term is the non-local atomic correction:

\[
\Delta H^a_{i_1i_2} = \frac{\partial \Delta E^a}{\partial D^a_{i_1i_2}} + \int dr \tilde{v}_{\text{Ha}} \frac{\partial \tilde{n}}{\partial D^a_{i_1i_2}}. \tag{2.27}
\]

Eq. 2.26 defines the Hamiltonian within the transformed eigenvalue problem. At this point it is important to comment on the orthogonality of the smooth wave functions. By construction, the exact wave functions are orthogonal: \( \langle \psi_n | \psi_m \rangle = \delta_{nm} \). Upon transformation to the smooth wave functions we find that the orthogonality is only maintained in terms of the overlap operator: \( \langle \tilde{\psi}_n | \hat{S} | \tilde{\psi}_m \rangle = \delta_{nm} \). In practice the completeness is controlled (and converged) by the number of plane-wave coefficients included in the expansion. This is important since \( \tilde{\psi}_n \) is defined as a linear combination of plane-waves which consequently are not internally orthogonal.

While the full derivation of the implementation flowchart can be found elsewhere in greater detail \cite{85, 31}, including the electronic density, atomic forces, total energy etc. we will mainly be interested in referencing the PAW Hamiltonian, eq. 2.26, in chapter 4. We will therefore truncate our brief overview of the PW mode in GPAW, however the author could not refrain from giving a short introduction to the evaluation of the electronic density since this is the driving force in DFT. This discussion can be found in appendix B.

In chapter 4 we will encounter the use of GPAW in LCAO mode. As we will see, the main principle behind the LCAO mode is very similar to the PW mode, however it handles the numerical difficulty of representing the wave function close to the nuclei differently. Instead of expanding the smooth valence wave functions in eq. 2.17 as a linear combination of plane-waves, in the LCAO mode the valence states are represented as a linear combination of atomic orbitals (hence the name). Inspired by the solution of the standard hydrogen problem, the atomic orbitals, which we will denote by \( \Psi \), are separated into a product of a radial component of the wave function \( R \) and spherical harmonical functions \( Y \): \( \Psi(r) = R(r)Y(\theta,\phi) \), where since \( R \) is only a function of the radial coordinate, \( R \) can be found by solving a usual 1D problem as encountered in a standard separation of variables problem. This means that in the LCAO mode the smooth wave function is represented as:

\[
\langle \tilde{\psi}_n \rangle = \sum_{\mu} c_{\mu n} \langle \Psi_{\mu} \rangle = \sum_{\mu} c_{\mu n} \langle RY \rangle, \tag{2.28}
\]

where \( c_{\mu n} \) are coefficients that gives the weight of each atomic-like orbital in the expansion and again \( n \) is a common state index uniquely defining the quantum state. For a detailed
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discussion on how $c_{\mu n}$ and $R_n$ are determined to define a basis setup for each atom we refer to [73] since this is not the main topic of this thesis.

Considering the definition of the projectors and the atomic density matrix in PW mode, their corresponding definitions in the LCAO mode now comes in naturally from eq. 2.28:

$$P^a_{1,\mu} = \langle \tilde{p}^a_{1} | \Psi_{\mu} \rangle$$

$$D^a_{i_1,i_2} = \sum_{\mu \nu} \sum_n f_n \langle \tilde{p}^a_{i_1} | c_{\mu n} | \Psi_{\mu} \rangle \langle \Psi_{\nu} | c_{\nu n}^{*} | \tilde{p}^a_{i_2} \rangle = \sum_{\mu \nu} \sum_n f_n P^a_{1,\mu} c_{\mu n} c_{\nu n}^{*} P^{a*}_{i_2,\nu}.$$ (2.29)

Since the smooth wave functions are defined by the expansion coefficients $c_{\mu n}$, the transformed eigenvalue problem in this formalism is defined in terms of these coefficients:

$$\sum_{\nu} \tilde{H}_{\mu \nu} c_{\nu m} = \sum_{\nu} \hat{S}_{\mu \nu} c_{\nu m} E_m$$ (2.30)

where the overlap operator defines the overlap between state $\nu$ and state $\mu$ of the atomic-like expansion orbitals: $\hat{S}_{\mu \nu} = \langle \Psi_{\mu} | \hat{S} | \Psi_{\nu} \rangle$ and the expansion orbitals are still only orthogonal with respect to the overlap operator: $\sum_{\mu \nu} c_{\mu n}^{*} \hat{S}_{\mu \nu} c_{\nu m} = \delta_{nm}$, meaning that the LCAO mode is subject to the same (lack of) completeness issue as the PW mode. Finally the transformed Hamiltonian in the LCAO mode takes the same form as the Hamiltonian in PW mode (eq. 2.26) where the LCAO projectors take the place of the PW projectors and the kinetic, Coulomb, and exchange-correlation terms are evaluated from the basis functions $\{ \Psi \}$:

$$\hat{H}_{\mu \nu} = -\frac{1}{2} \langle \Psi_{\mu} | \nabla^2 | \Psi_{\nu} \rangle + \langle \Psi_{\mu} | \tilde{v}_{Ha} | \Psi_{\nu} \rangle + \langle \Psi_{\mu} | \tilde{v}_{xc} | \Psi_{\nu} \rangle + \sum_{i_1,i_2} P^a_{1,\mu} \Delta H^a_{i_1,i_2} P^{a*}_{i_2,\nu}.$$ (2.31)

In chapter 4 we will make use of the very neat discretised form of the LCAO eigenvalue problem in eqs. 2.31 and 2.32.

Finally, we will comment on the effect and calculation of spin-orbit coupling in GPAW. For heavier metals, such as the transition metals, which will have a special interest in this study, the spin-moment ($s$) of the electron couples to the effective magnetic field ($B$) present when moving with velocity $v$ relative to the positively charged nuclei setting up an electric field $E$, in the reference point of the electron: $B = -\frac{v \times E}{c^2}$. The coupling interaction is given by

$$H^{SO} = -s \cdot B$$ (2.32)

with $s = \frac{e}{m_e} S$ and $B = \frac{1}{m_e c^2} \frac{\partial v(r)}{\partial r} L$. $e$ is the electron charge, $m_e$ the electron free space mass, $c$ the speed of light, $v(r)$ the Kohn-Sham electrostatic potential, and $S$ and $L$ the spin and angular momentum vectors. We here changed to SI units to highlight the dependence on the electron mass and charge. Putting this together and accounting for the Thomas precession correction (a factor of $\frac{1}{2}$) results in:

$$H^{SO} = -\frac{1}{2m_e^2 c^2} \frac{\partial v(r)}{\partial r} S \cdot L.$$ (2.32)
To get the spin-orbit correction to the eigenvalues, one has to evaluate the inner product of the electron wave function (now a spinor state) with the spin-orbit Hamiltonian over all space. However, since the electrostatic potential oscillates most rapidly (i.e. \( \frac{1}{r} \frac{\partial v}{\partial r} \) is largest) near the core region, one approximates the inner product to only be evaluated within the augmentation sphere, i.e. the wave functions in the inner product in eq. 2.18 are taken to equal the (spinor) smooth wave functions in eq. 2.21 inside the augmentation sphere and equal 0 outside.

\[
\delta E_n^{SO} = \sum_a \langle \tilde{\psi}^a_n | H^{SO} | \tilde{\psi}^a_n \rangle = \sum_a \sum_{ij} \langle \tilde{\psi}^i_n | \tilde{p}^a_i \rangle \langle \tilde{\phi}^a_i | H^{SO} | \tilde{\phi}^a_j \rangle \langle \tilde{p}^a_j | \tilde{\psi}^i_n \rangle \quad (2.35)
\]

where state index \( i \) (and \( j \)) now also contains the spin state. For efficient computation, similarly to the LCAO flowchart, the wave function is split into a radial part \( R(r) \) and an angular part \( Y(\theta, \phi) \), such that the evaluation of the spin-orbit Hamiltonian can be split into a product of the expectation value of the radial part: \( \langle R(r) | \frac{1}{r} \frac{\partial v}{\partial r} | R(r) \rangle \) and angular part: \( \langle Y(\theta, \phi) | \mathbf{S} \cdot \mathbf{L} | Y(\theta, \phi) \rangle \) evaluated separately. The spin-orbit effects have a considerable effect on the quasi-particle and exciton energies in 2D materials and vdWHs containing transition metals, and are fully included throughout this study, unless otherwise stated.

After this small note on the implementation flowchart of the DFT formalism in GPAW, we will in the next section discuss the very reason for this study, namely the experimental realisation of 2-dimensional monolayers, which will conclude the opening chapter on the basics of electronic structure theory and calculations.

### 2.4 2D Materials, van der Waals Heterostructures, and van der Waals interactions

The general density functional theory presented in the previous sections can readily be applied to a wide range of materials including bulk crystals, 2D materials, 1D nanotubes and -rods, and molecules to calculate for instance electronic band gaps, wave function patterns, and total energies, and also optical absorption spectra in combination with the Random Phase Approximation (RPA) [9, 96, 8]. The first exfoliation of monolayer graphene introduced a new paradigm to materials science with the introduction of 2D materials. While the 2D materials offer a wealth of interesting materials properties for application in electronic devices they also impose significant computational difficulties that are different from those found in 0D, 1D, and 3D materials. We will here discuss the class of 2D materials which will be of main interest in the following chapters and briefly discuss the specific computational problems that need to be overcome to accurately model the properties of 2D materials and how these differ from for instance 3D bulk crystals.
Since the first exfoliation of monolayer graphene in 2004, many more 2D materials have been experimentally synthesised. Some of the most well-known include monolayer hBN and the transition metal dichalcogenides (TMDs). The TMDs consist of a sheet of a transition metal encapsulated between two layers of chalcogenide atoms. MoS$_2$ was the first TMD monolayer to be exfoliated in 2010 [82] and introduced the world of 2D semiconductors for opto-electronic applications. The exfoliation of MoS$_2$ offered the opportunity to study how the optical properties in 2D materials differ from those of bulk crystals. Due to the atomically thin nature of 2D materials, the dielectric screening of the Coulomb interaction between charged particles in the monolayer is significantly reduced compared to bulk crystals. The reduced dielectric screening leads to more pronounced quasi-particle effects such as strongly bound excitonic states having optical transition energies below that of the electronic band gap. We will discuss the origin of these quasi-particle states in the next chapter. Consequently, advanced many-body methods, which are computationally significantly heavier than conventional DFT calculations, are needed to accurately describe the electronic band structure, quasi-particle states, and the absorption spectra of 2D materials. Furthermore, while the dielectric screening in semiconducting bulk crystals to a large degree can be considered to be a constant, a strong dependence on the reciprocal space lattice vector of the dielectric function is present in 2D materials. This is due to the atomically thin nature of 2D materials which have the consequence that the dielectric function have to approach one for arbitrarily small momentum vectors in reciprocal space. This imposes an additional challenge in the calculation of electronic and optical properties of 2D monolayer, especially when in close proximity to other materials.

In the years around 2011 it was experimentally demonstrated that 2D monolayers can be stacked together to form multilayer structures, van der Waals heterostructures, where the layers are bonded together by weak van der Waals forces [98, 50, 27]. The potential energy for the equilibrium distance between the layers is governed by the Lennard-Jones potential [61]:

$$U(r) \sim -\left(\frac{r_d}{r}\right)^6 + \left(\frac{r_p}{r}\right)^{12}$$

with $r_d$ and $r_p$ being constants and where the first term is an attractive dipole-dipole interaction (between two dipoles residing in neighbouring monolayers) and the last term is a Pauli repulsion interaction between the monolayers. We will here briefly comment in greater detail on the nature of these two interactions, since this discussion is significantly lacking in most descriptions of vdWHs. The first term is commonly known to be the dipole-dipole interaction between the two layers, however, what is usually not clarified is that this term in general have 3 contributions. The electronic charge distribution of a freestanding 2D monolayer will have a net zero dipole moment in the out-of-plane direction averaged over a long time interval for 2D monolayers with a mirror plane symmetry. However, at any instance of time, the charge distribution will be asymmetric, meaning that two neighbouring monolayers will be attracted by an instantaneous dipole-dipole interaction. The instantaneous dipole-dipole interaction is formally known as the London dispersion interaction and the potential energy associated with this interaction
is proportional to the product of the polarisabilities ($\alpha$) and ionisation energies ($I$) of the two monolayers: $U^{\text{lon}}(r) \sim -\frac{\alpha_1 \alpha_2 I_1 I_2}{r^6}$. Secondly, if one of the monolayers lack a mirror plane symmetry resulting in a time-averaged finite out-of-plane dipole moment, this permanent dipole moment ($p$) interacts with the instantaneous dipole in the other layer known as the Debye interaction: $U^{\text{deb}}(r) \sim -p_1^2 \alpha_2^2 \frac{1}{r^6}$. Finally, if both of the layers have a finite out-of-plane dipole moment, the attraction between the two layers have an additional contribution from the interaction between the two permanent dipoles. This interaction is known as the Keesom interaction and have the interesting feature that it is dependent on the temperature $T$: $U^{\text{kes}}(r) \sim -k_B T p_1^2 p_2^2 \frac{1}{r^6}$. The fact that all three terms are proportional to $\frac{1}{r^6}$, means that these are usually put together in the attractive term of the Lennard-Jones potential. The combined proportionality constant of the three terms determines $r_d$. For some of the most well-known vdWHs, consisting of TMDs, only the London dispersion interaction is present. However, for the class of 2D Janus structures, which we will study in chapter 6, both the Debye and Keesom interactions are present. In the future, it could be interesting to study the significance of these two interaction potentials on the distance dependent potential surface of vdWHs with Janus monolayers and its temperature dependency. The factor of the second term in the Lennard-Jones potential does not have a similar stringent physical explanation. While the term models the effect of the repulsive Pauli interaction between the electronic clouds of the neighbouring monolayers, its dependency on $r$ is not known and the power of 12 is arbitrary with the only restriction to be higher than 6 to have a potential minimum. In practice, this means the factor $r_d$ is determined from fit to experimental values to match the potential minimum and gradient near the minimum, in DFT functionals including van der Waals corrections.

While it is not too surprising that identical monolayers can be stacked to form a layered homostructure it is more surprising that different monolayers can be stacked to form so-called vdWHs irregardless of the lattice constant of the monolayers and with no significant strain effects on any of the monolayers. The latter is possible due to the weak interlayer coupling between the monolayers. The possibility to stack all 2D monolayers to vdWHs with an in principle arbitrary number of layers has been nicely depicted by the, by now, very well-known Lego-picture. Given the few hundred synthesisable 2D monolayer candidates this picture illustrates the close to infinite number of possible vdWHs that can be formed by forming vdWHs with 5, 10, or even more layers and offers a fantastic playground to manipulate and design materials with specific properties. The picture is further enlarged by the possibility to, to a large extend, freely rotate the individual layers relative to each other. Due to weak interlayer coupling and consequently rather long interlayer binding distance interlayer orbital hybridisation effects are limited. Nevertheless, it has recently been shown experimentally that by relative twisting of the layers it is possible to manipulate the interlayer hybridisation pattern to achieve a superconducting phase in bilayer graphene [12] and complicated intra- and interlayer exciton hybridisation effects in bilayer TMDs [3]. This gives yet another knot to turn in designing vdWHs.

When different 2D monolayers are stacked together they will in most cases have
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Figure 2.1: Supercell of rotated bilayer MoS$_2$/WSe$_2$ shown in red containing 2283 atoms. The supercell is repeated 3 times in both in-plane directions to illustrate the emerging Moiré pattern.

significantly different lattice constants. To apply computational methods such as DFT and many-body theories it is necessary to define a common unit cell for the full vdWH. When incommensurate layers are stacked or homo multilayer structures are rotated relative to each other it is consequently necessary to either significantly strain one or more layers (which is usually not desired) or define a supercell containing repeated unit cells for each layers. Such supercells are characterised by Moiré patterns that emerge as shown in fig. 2.1 where a supercell for incommensurate bilayer MoS$_2$/WSe$_2$ is shown. The supercell containing 2283 atoms is highlighted in red and is itself repeated 3x3 times to illustrate the Moiré pattern. The Moiré pattern leads to a small Moiré effect that have recently been shown to only alter the energy of optical states a few meV [83] and will not be studied further in this work. On one hand, the combination of the huge supercells needed to computationally model even few-layer vdWHs and the need to use advanced many-body methods to accurately describe electronic and excited states in these structures introduces an obvious obstacle. On the other hand, because of the tremendously large number of possible synthesisable vdWHs it is clear that experimentalists need guidance from computational predictions to point to which combinations of 2D monolayers potentially offer the most interesting materials properties for application or new physical phenomena to be studied. Vast efforts have been put and is currently put in the field of 2D monolayers and vdWHs to calculate, determine, and continuously develop methods and models for calculating the properties of vdWHs more efficiently. In the following chapters we will introduce the physical concepts, theory, and many-body formalisms necessary to accurately calculate the electronic and optical properties of 2D monolayers and vdWHs. The goal of the following chapters is to help
advance the theoretical understanding of vdWHs by applying such many-body methods and developing new theoretical and computational methods to more efficiently calculate excited state properties of vdWHs and aid the field of materials discovery.
CHAPTER 3
Electronic and Optical Properties of 2D Materials and van der Waals Heterostructures

Since for 2D materials the electronic density is confined to an atomically thin sheet, the movement of the electrons in the out-of-plane direction is significantly limited, an effect formally known as quantum confinement. In this regard, 2D materials have introduced a new paradigm of electronic structure calculations in materials science. Because of this, the electron density can only to a limited degree screen out external perturbations and consequently 2D materials are characterised by reduced dielectric screening compared to 3D bulk crystals. In the opening section we will review the theory of linear response and explain the peculiar form of the dielectric screening in 2D. The reduced dielectric screening offer an exciting playground to study the pronounced many-body effects in 2D materials, for example excitonic effects which we will be specially interested in, in the following chapters. In section 3.2 we will see that adopting a Green’s function formalism and going beyond the single-particle description, leads to the introduction of so-called quasi-particle states: a many-body electronic state and we will derive the GW approximation which is the gold standard of calculating quasi-particle energies in materials. While advanced many-body methods such as the GW formalism are necessary to accurately describe electronic and optical properties of 2D materials and vdWHs, they come at a significant computational cost and it is consequently not possible to carry out such calculations for even few-layer vdWHs. However, the weak interlayer bonding between the layers in vdWHs opens up the possibility to combine many-body \textit{ab-initio} calculations for the freestanding monolayers with analytical or feasible numerical algorithms to model the interlayer interaction. Such methods have previously been developed in the literature, and we will here consider the Quantum Electrostatic Heterostructure (QEH) model [4]. The QEH model has been shown to accurately capture the effect of interlayer dielectric screening on the quasi-particle energies [74, 75]. However, a major shortcoming of the QEH model is that it does not account for the effect of interlayer orbital hybridisation and interlayer charge transfer effects. We will return to this delicate subject in chapter 4 where we will implement these effects into the QEH model and apply it to
exciton energies in vdWHs. Meanwhile, in section 3.5 we will present the result of paper I, where we apply the G0W0 method in combination with the QEH model to calculate quasi-particle energies of 2D monolayer semiconductors on a gated graphene monolayer, and show how the non-local nature of the dielectric screening can be used to accurately control the quasi-particle band gap in 2D semiconductors, which concludes the first part of chapter 3 on quasi-particle energies.

In section 3.6 we will see that by including electron-hole interactions in the many-body description leads to bound electron-hole pair states, excitons, with an excitation energy lower than the electronic band gap. While such excitonic effects live on the meV scale in conventional 3D bulk semiconductors, they are significantly pronounced in 2D materials due to the low dielectric screening and are thus necessary to include in any accurate description of the optical properties of 2D materials and vdWHs. The Bethe-Salpeter Equation (BSE) has been shown to accurately describe excitonic states and we will derive and discuss this formalism. Due to the two-particle nature of the electron-hole pair it is maybe not too surprising that exciton energies can to some extent be modelled by hydrogen-like models, for instance the Mott-Wannier (MW) model, with much less computational effort than the BSE formalism. The QEH model has previously been implemented with the Mott-Wannier equation (the MW-QEH model) to calculate exciton binding energies [75] in vdWHs. This offers an efficient and fast algorithm to calculate the exciton binding energies in vdWHs including the dielectric screening of the electron-hole pair interaction. In chapter 3.7 we will expand upon this and implement the QEH model with the BSE method. This not only gives us the possibility of also calculating the absorption spectrum of many layers vdWHs including excitonic effects, but it also turns out to give a good description of the observed redshift of exciton energies in vdWHs. An effect that the MW-QEH does catch for few-layer vdWHs. Given that the excitonic spectrum can be accurately calculated by a hydrogen-like model, as the MW model suggests, the exciton shares a great resemblance with the hydrogen model. This is indeed true, and it has previously been shown that the exciton spectrum contains a full non-hydrogenic Rydberg series [21, 90]. In chapter 3.8 we will discuss the importance of the results of papers II and III, where we introduce a new dielectric screening regime of exciton physics, by studying the excitonic Rydberg series of intralayer excitons in 2D materials located on dielectric bulk substrates. In fact, we find that depending on the dielectric constant of the bulk substrate we show that an inherent hydrogenic 2D Rydberg series can be obtained in the 2D material and for high dielectric constants the 2D exciton enters a new unexplored dielectric screening regime in exciton physics. It is exciting that it is still possible to elaborate on and introduce new physical regimes to such fundamental models as hydrogen picture based models.

Finally this chapter will discuss how excitonic devices hold a great potential in terms of applications due to the strong light-matter interaction. This is illustrated by discussing the result in paper IV, where we study the WS₂/HfS₂ bilayer. In this system we locate a low-energy interlayer exciton in the absorption spectrum with a peak energy in the infrared (IR) spectrum. While such interlayer excitons usually have low oscillator
strengths, the detected interlayer exciton has a high oscillator strength making it ideal for application as an IR photodetector. Chapter 3.9 presents the main results of this work and discusses the peculiar nature of this excitonic state.

3.1 Dielectric Response Theory and Dielectric Screening in 2D

As we discussed in the introduction, physics is about observing an event and asking “why did that happen?”. Since something new happened, this suggests that the system we are observing went from being in an equilibrium state to a non-equilibrium state upon some kind of external perturbation. In this section we will see that, if the external perturbation is small, the change (the non-equilibrium response) of the system can easily be obtained from its equilibrium properties. By pursuing this, we will see that this leads us to response theory and the response functions of our system quantified by the Kubo formulas [69].

If we assume that the system in equilibrium is governed by the Hamiltonian $H_0$ and the external perturbation is given by $H_{\text{ext}}(t)$, i.e. only the external perturbation depends on time, then the total Hamiltonian of the system is given by: $H(t) = H_0 + H_{\text{ext}}(t)$. Before we go into the world of quantum mechanics, it is instructive to first consider the classical case, since this discussion is lacking in most modern textbooks. Classically, if the system is described by a thermal distribution function, $\rho(t)$, then the time evolution of the system is governed by the Liouville equation of motion: $\frac{\partial \rho(t)}{\partial t} = L\rho(t)$, where $L$ is the Liouville operator which contains the full Hamiltonian of the system. The trick is now to assume that the time-dependence of the thermal distribution function can be isolated, such that: $\rho(t) = \rho_0 + \Delta \rho(t)$. By inserting this in the Liouville equation of motion, we immediately capture the essence of (linear) response theory and the Kubo formulas: if one assumes the product of the external perturbation and the time-dependent thermal ensemble fluctuations to be small ($H_{\text{ext}}\Delta \rho \sim 0$), it is then possible to describe the response of the system to the external perturbation in a linear form, known as the Kubo formula. What is usually disregarded in the literature, is that the Kubo formalism comes in two different shapes, and we will present both in the following for completeness. If we let $B$ be some physical observable of the system and $\delta B$ the change of the observable upon the external perturbation $H_{\text{ext}}$, then Kubo showed that these three quantities are related by:

$$\delta B(t) = \int_{t_0}^{t} dt' \langle \{B(t - t'; p, q), H_{\text{ext}}(t)\}\rangle_{\text{eq}}$$

(3.1)

where $p$ and $q$ are the canonical position and momentum variables respectively, the round parenthesis are the Poisson brackets, and the square brackets denote that the thermal average is taken in equilibrium. While it is astonishing that the change of the physical observable in non-equilibrium can be calculated from an equilibrium ensemble average, the Poisson parenthesis are in practice tedious to evaluate. Instead, one utilise
a mathematical trick, by factorising the external perturbation into a product of two conjugate variables: \( H_{\text{ext}}(t) = K(t)A \), with only \( K \) being dependent on time. Mathematically, this eases the evaluation of the Liouville operator since the differentiation with respect to the canonical real-space coordinate and momentum only acts on \( A \) and in this form \( \delta B \) can now be found from:

\[
\delta B(t) = \frac{1}{k_b T} \int_{t_0}^{t} dt' K(t') \langle B(t-t'; p, q) \hat{A} \rangle_{\text{eq}} \tag{3.2}
\]

where the dot denotes the canonical Liouville derivative, \( k_b \) is the Boltzmann constant, and \( T \) is the temperature.

The Kubo formulas are general and widely used in most branches of physics. While we, in eqns. 3.1 and 3.2, considered the classical forms of the Kubo formulas, it is straightforward to derive the corresponding quantum mechanical counterparts starting from the Heisenberg equation of motion with a quantum mechanical ensemble description. In this study we will be interested in their applications to the calculation of materials properties. The form of the response functions shows that the change of the observable will be proportional to the external perturbation and to some proportionality constant, which we will here denote as the response function. It turns out, that the two main response functions of interest in materials science come about by asking what is the change in electronic density and the total potential upon some external perturbation to the potential. For the change in electronic density to an external perturbation this is given by:

\[
\delta n(r, t) = \int_{t_0}^{t} dt' \int d\mathbf{r} \chi(r_t, r'_{t'}) v_{\text{ext}}(r'_{t'}) \tag{3.3}
\]

and the total potential is given by:

\[
v_{\text{tot}}(r, t) = \int_{t_0}^{t} dt' \int d\mathbf{r} \epsilon^{-1}(r_t, r'_{t'}) v_{\text{ext}}(r'_{t'}). \tag{3.4}
\]

The proportionality constant, from now to be denoted the response function, for the density response is known as the density response function, \( \chi \), and the response function for the total potential, \( \epsilon \), is known as the dielectric function. As we will see below, the electronic and optical properties of a material can be determined from these two functions. It is very interesting and it shows the strength of the Kubo formulas that the materials properties can be determined by simply asking what is the response of the material to an undefined external potential. It is useful to rewrite the expression for the perturbation of the electronic density to define the density response function as:

\[
\chi(r_t, r'_{t'}) = \frac{\delta n(r_t)}{\delta v_{\text{ext}}(r'_{t'})}. \tag{3.5}
\]

We note here \( \chi \) is also known as the reducible polarisability and is formally calculated from the correlation function of the electronic density operators:

\[
\chi(r_t, r'_{t'}) = -i\Theta(t - t') \langle [\hat{n}(r_t), \hat{n}(r'_{t'})] \rangle. \tag{3.6}
\]
3.1 Dielectric Response Theory and Dielectric Screening in 2D

We will return to the actual calculation of $\chi$ below. The fact the $\chi$ is labelled the reducible polarisability heavily suggests the existence of an irreducible polarisability. The irreducible polarisability is defined as the functional derivative of the electronic density with respect to the total potential:

$$P(rt, r't') = \frac{\delta n(rt)}{\delta v_{\text{tot}}(r't')}$$ (3.7)

In the next section it will be obvious how this naming comes about. By simply expanding the reducible polarisability with the total potential and carrying out the functional derivative, it is easy to show that $\chi$ and $P$ are related through a Dyson equation:

$$\chi(r, r', \omega) = P(r, r', \omega) + \int dr_1 dr_2 P(r, r_1, \omega) v(r_1, r_2) \chi(r', r_2, \omega)$$ (3.8)

where $v$ is the bare Coulomb interaction. In this step we have also employed a Fourier transform from time- to frequency-space: in the following we assume the external potential to take the form of a plane-wave (in time) which makes the Fourier transform straightforward and simply transfers the time integral into a product in frequency-space. This approximation corresponds to assuming $(t, t') \rightarrow (t - t')$. Since the materials of consideration in this thesis are (in-plane) periodic, a similar trick can be done for the real-space coordinate, but we will refrain from doing for now. The introduction of the irreducible polarisability from the total potential offers a remarkable possibility as can be seen be examining eq. 3.4 again. Since $\epsilon$, the dielectric function, similarly to $P$ is defined in terms of the total potential it is in fact possible to relate all three response functions: the dielectric function and the irreducible polarisability can directly be related by a Dyson equation:

$$\epsilon(r, r', \omega) = \delta(r, r') - \int dr_1 v(r, r_1) P(r_1, r', \omega)$$ (3.9)

which again can be related to the reducible polarisability through eq. 3.8. In other words, not only are the properties of a material defined by the response functions of the system to an undefined external potential perturbation, but the response functions are also internally related. The actual evaluation of the response function, starting from the definition of $\chi$ through the density correlation-correlation function is a difficult and complex exercise, since this involves and describes all interactions in the same manner as the eigenvalue problem in the many-body picture. To overcome this in practice, we employ a similar approach as in the previous chapter and define a non-interacting single-particle density response function:

$$\chi^0(r, r', \omega) = \sum_{k,q, n,n'} (f_{nk} - f_{n'k+q}) \frac{\phi_{nk}(r) \phi_{n'k+q}(r) \phi_{nk}(r') \phi_{n'k+q}(r')}{(\epsilon_{nk} - \epsilon_{n'k+q}) - \omega + i\eta}$$ (3.10)

where $\phi(r)$ is the single-particle Kohn-Sham wave function, similar to the definition of the single-particle electronic density in the DFT formalism in the previous chapter and $\epsilon_i$ are the Kohn-Sham eigenvalues. The non-interacting response function fulfills a
similar response relation as the irreducible polarisability (eq. 3.7), \textit{i.e.} it relates the total potential to the fluctuation in the electronic density, however what makes $\chi^0$ attractive to work with is that it can immediately be calculated within the single-particle picture. Consequently, the reducible polarisability and non-interacting density response function are also related by a Dyson equation:

$$
\chi(r, r', \omega) = \chi^0(r, r', \omega) + \int dr_1 dr_2 \chi^0(r, r', \omega) v(r_1, r_2) \chi(r_2, r', \omega).
$$  \hfill \text{(3.11)}

We note in passing that the Coulomb kernel also contains an exchange-correlation term, for which the adiabatic LDA is employed in GPAW, but we will not discuss this detail further. The similarity between $\chi^0$ and $P$ can be confusing. One of the most employed approximations in electronic structure theory calculations is to replace the irreducible polarisability in eq. 3.4 with $\chi^0$ which is known as the Random Phase Approximation (RPA) and gives a direct flowchart to calculate the dielectric function, which we will see below is the main object of interest for the optical properties of materials. In the next sections we will more clearly see how this approximation comes about and the importance of many-body effects neglected in this approximation. In practice the dielectric function within the RPA is calculated in reciprocal lattice vectors $G$ (plane-wave components). In this formalism the expression for evaluating the dielectric function (eq. 3.9) within the RPA from the non-interacting density response function is in reciprocal space given as:

$$
\epsilon_{G'G}(q, \omega) = \delta_{GG'} - \frac{4\pi}{|q+G|} \chi_{GG'}^0(q, \omega) \frac{1}{|q+G'|}
$$  \hfill \text{(3.12)}

and $\chi_{GG'}^0$ is directly evaluated from the Kohn-Sham system. For a longer introduction to details of this evaluation the reader can consult \cite{39}.

We will comment on the relation between the theoretical framework for calculating the dielectric properties, quantified by the dielectric function, and the results obtained from performing an actual measurement. While the calculated dielectric function, contains detailed microscopic quantities and describes the physical variation down to the atomic length scale, actual experiments probing the optical properties of materials are working at wave lengths of several hundreds of nanometers. Consequently the result of optical measurements is an average over a large area of the material. To be able to compare computed optical properties to experimental measurements it is therefore necessary to define an averaged dielectric function, defining the macroscopic response of the system. To do this, one averages the external potential over all (in-plane in 2D) space, \textit{i.e.} in a computation this corresponds to averaging over one unit cell. In the PW description picking out the macroscopic component of the dielectric function corresponds to evaluating the $G = G' = 0$ component of $\epsilon$ in eq. 3.12. However, since the microscopic details of the dielectric function are given by the off-diagonal elements of the dielectric matrix, the macroscopic dielectric function is defined by 1 over the inverse $G = G' = 0$ component of $\epsilon_{GG'}$:

$$
\epsilon^M(q, \omega) = \frac{1}{\epsilon_{00}^M(q, \omega)},
$$  \hfill \text{(3.13)}
where $\epsilon^M$ is the macroscopic dielectric function which is the parameter that makes sense in relation to an experiment performed on a macroscopic scale. From this definition, where we effectively include the off-diagonal terms of $\epsilon_{GG}'$ in the definition of the macroscopic dielectric function is in the literature formally known as including the local-field effects. The introduction and definition of the macroscopic dielectric function further enables the theoretical definition of the absorbance. This is of particular interest since, the experimental optical measurement enables the extraction of the absorption spectrum of the material. In general, the dielectric function can be decomposed into a real and an imaginary part:

$$\epsilon = \epsilon_1 + i\epsilon_2,$$

where $\epsilon_1$ and $\epsilon_2$ denote the real and imaginary part respectively. From classical electrostatics it is well known that the real part is related to the reflectance of the material, the imaginary part is related to the absorbance of the material, and furthermore that the imaginary part is proportional to the polarisability of the material \[56\], which in the optical limit in reciprocal space takes the form:

$$\text{Abs}(q \rightarrow 0, \omega) = -4\pi \lim_{q \rightarrow 0} \left[ \frac{1}{q^2} \text{Im} P(q, \omega) \right].$$  \hspace{1cm} (3.14)

where Abs is the absorption coefficient at frequency $\omega$. The problem of obtaining the absorption coefficient is thus reduced to finding an expression for the irreducible polarisability. The form of eq. 3.14 shows that the irreducible polarisability must be proportional to $q^2$ for the left hand side to be dimensionless. By taking the imaginary part of eq. 3.9 in reciprocal space directly gives:

$$\text{Im} \epsilon_{GG}'(q, \omega) = v(q) \text{Im} P_{GG}'(q, \omega)$$

in a PW description. In 3D the Coulomb interaction scales as $1/q^2$, and thus by comparing to eq. 3.14 one can immediately define the optical absorbance in 3D from the imaginary part of the microscopic dielectric function:

$$\text{Abs}^{3D}(q \rightarrow 0, \omega) = \lim_{q \rightarrow 0} \left[ \text{Im} \epsilon_{M}(q, \omega) \right] = \lim_{q \rightarrow 0} \left[ \text{Im} \frac{1}{\epsilon_{00}} \right].$$ \hspace{1cm} (3.15)

In 2D where the Coulomb interaction scales as $1/q$ a similar definition cannot be carried out, in fact the macroscopic dielectric function equals unity as $q \rightarrow 0$ as can be seen from examining eq. 3.12 in 2D and thus such a definition does not have any physical meaning. Instead we consider eq. 3.8 in reciprocal space. If we isolate the irreducible polarisability we get:

$$P(q, \omega) = \chi(q, \omega)/(1 + v(q)\chi(q, \omega))^{-1}.$$ \hspace{1cm} (3.16)

In all dimensions the density response function scales as $q^2$ in the optical limit. This means that $v(q||)\chi(q||, \omega) \sim q||$ (in 2D we here explicitly state that we only consider in-plane $q$-vectors), which can be assumed to be much smaller than 1 in the $q|| \rightarrow 0$ limit. The 2D absorption coefficient can therefore instead be defined from the macroscopic density response function:

$$\text{Abs}^{2D}(q \rightarrow 0, \omega) = -4\pi \lim_{q|| \rightarrow 0} \left[ \text{Im} \frac{1}{q||} \chi_{00}(q||, \omega) \right].$$ \hspace{1cm} (3.17)
In principal the 3D absorption coefficient could similarly be defined from this expression. Due to $q$-dependence of the 3D Coulomb interaction, only the density response function in the denominator would carry a $q$-dependence on the right hand side, and the $q$-treatment would then in fact be exact in the 3D case.

At this point we still own the reader a more intuitive explanation of the physical significance of the response functions in terms of the direct particle-particle interaction. From electrostatics, it is well known that the dielectric function of a material reduces the strength of electric field lines passing through the material. If we consider two charged particles in free space, both of charge $c$ with a separation length $\mathbf{r}_0$, the Coulomb interaction between the two particles is given by: $v(\mathbf{r}_0) = \frac{c^2}{4\pi\varepsilon_0 r_0}$, where we explicitly write the interaction potential out in SI units to highlight the presence of the vacuum permittivity. If the two charged particles instead were located inside a dielectric media, the interaction potential is reduced (physically due to the presence of all other free charged particles, which will reduce their interaction) by the dielectric function of the media. Since this physical dielectric screening is inherently non-local (the interaction strength at position $\mathbf{r}$ depends on electronic density at all other positions), the screened Coulomb interaction is now given by integrating over all space:

$$W(\mathbf{r}, \mathbf{r}', \omega) = \int d\mathbf{r}_1 v(\mathbf{r}, \mathbf{r}_1) \epsilon^{-1}(\mathbf{r}_1, \mathbf{r}', \omega).$$

(3.18)

This definition can straightforwardly be carried out for the microscopic dielectric function (as shown here) and for the macroscopic dielectric function as well. We will refer to $W$ as the screened Coulomb interaction and to $v$ as the bare Coulomb interaction. If one considers the pair of interacting charged particles the electric field lines penetrate space in all 3 dimensions, and the strength of these can in a simple picture be seen to be reduced everywhere in space with the presence of other charge particles. In a 3D bulk crystal, the interacting charged particle pair are thus everywhere surrounded by other charged particles, which leads to a significant reduction of their interaction potential. However, in a 2D monolayer, where all charge is closely confined around the 2D plane, the majority of the electric field lines penetrate free space. As a consequence of this, the screened Coulomb interaction between charged particles is much stronger in 2D than in 3D. Another peculiar artefact of the dielectric function in 2D is its dependence on the reciprocal wave-vector $\mathbf{q}$. In most introductory text books, $\epsilon$ is taken to be a constant without elaborating on its intrinsic dependence on $\mathbf{q}$. As illustrated in fig 3.1, where we plot the macroscopic dielectric function, this is found to be a good approximation, since the macroscopic dielectric function in bulk 3D crystals (shown in black) is constant over a wide range of $\mathbf{q}$ and can be taken to equal its values at $\mathbf{q} = \mathbf{0}$. The story is very different for 2D monolayers, where the macroscopic dielectric function changes rapidly even for small $\mathbf{q}$ (shown in green). This can intuitively be understood from the following reasoning: at $\mathbf{q} = \mathbf{0}$, corresponding to an infinitely long separation between the charged interacting particles, varying the distance between the particles only have little effect in a bulk crystal, since one is effectively averaging over the full crystal. However, in a 2D monolayer, at an infinite separation distance, all electric field lines
are located in the vacuum surrounding the monolayer, and the macroscopic dielectric function must consequently attain the value one. As one reduces the distance in 2D $\epsilon$ takes a complicated form, since the electric field lines are partly located inside the 2D monolayer and in the vacuum. For large $q$, the distance between the interacting charged particles becomes so close, that we are now in the limit where most electric field lines are located inside the 2D monolayer. Thus, in this limit the 2D macroscopic dielectric function will attain similar values to the 3D macroscopic dielectric function. Especially, when the interacting distance becomes smaller than the characteristic extension of the electronic density in the out-of-plane direction, it becomes impossible to differentiate between the 2D and the 3D case explaining the overlap between the two functions in this limit.

![Figure 3.1: Illustration of the macroscopic dielectric function for a freestanding 2D monolayer (green) and a 3D bulk crystal (black) as a function of the reciprocal lattice vector. In grey is shown the vacuum dielectric permittivity.](image)

If one further inspects the 2D macroscopic dielectric function in fig. 3.1 for small $q$, one finds that this takes a close to linear form around $q = 0$. That the 2D dielectric function can be approximated to be linear in this limit, is now a well-known and widely used approximation in the 2D monolayer community [24, 117]. To verify the linear approximation for the dielectric function we consider the $N$-dimensional version of eq. 3.12 within the RPA:

$$\epsilon_{G\nu}(q, \omega) = \delta_{G\nu} - v(q) \chi_{G\nu}^0(q, \omega)$$

(3.19)

where $q'$ is the Coulomb kernel which can take any value $q + G$. As mentioned above, in reciprocal space the non-interacting density response function, eq. 3.11, is known to
be proportional to $q^2$ for $q \to 0$ in all dimensions [24] \textit{(i.e. in the optical limit)}. Since in 2D the Coulomb kernel is proportional to $1/q$ while in 3D the Coulomb kernel is proportional to $1/q^2$, inserting this in eq. 3.19 one immediately gets for $G = G' = 0$:

$$
\epsilon^{2D}_{00}(q \to 0) = \delta_{00} + a^{2D} q_{||}
$$

(3.20)

$$
\epsilon^{3D}_{00}(q \to 0) = \delta_{00} + a^{3D}
$$

(3.21)

where $a^{ND}$ is a combined (positive) constant of proportionality from the exact form of $\chi^0$. From this several aspects of fig. 3.1 can be explained. First it shows, that the dielectric function in 2D attains the value one for $q = 0$, while it takes some finite value larger than one in 3D. Second, we see that the 3D bulk dielectric function is constant over a wide range of small $q$ while the 2D dielectric function increases linearly. In section 3.8 we will consider the 2D dielectric function in greater detail and show the origin of a new dielectric screening regime when the 2D monolayer is placed on a bulk dielectric substrate.

## 3.2 Many-Body Perturbation Theory, the GW Approximation, and Vertex Correction

In this section we will see how the single-particle description provided by DFT can be improved upon by introducing the concept of quasi-particle states, which allows us to more accurately calculate excited-state properties of materials. We will discuss this in the context of the widely adapted GW approximation, which in recent years has been used to accurately calculate quasi-particle energies for both solids [55, 29, 36, 97, 104, 88, 111] and molecular systems [13, 110, 68]. It is important to stress that the GW approximation has its success from predicting quasi-particle energies for transitions close to the Fermi level, but fails to accurately predict core-level excitations [43], which will not be a topic of this study. While the full derivation of the GW (and Hedin’s equations [51]) is lengthy and well documented in many reviews [54, 43, 6], we will here restrict ourselves to go through the main steps and physical arguments leading to the GW approximation.

In section 2.1 we discussed the complexity of the many-body problem and in section 2.2 we discussed the Kohn-Sham formalism as a simplified approach to obtain single-particle wave functions, the ionisation potential, and the ground-state energy. We illustrated that the complexity of the many-body problem could be put together in a term describing the exchange and correlation effects. The most studied approximations for the exchange and correlation term include only considering the local density as in LDA or by including the gradient of the density to get a better description of the microscopic variation of the density such as in PBE. Within these approximations an adequate description of the ionisation potential and electron affinity can be obtained for some systems (even though the latter still does not owe any physical meaning within the DFT formalism but can accurately be predicted by invoking the derivative discontinuity) or
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more generally the difference in energy between the occupied and unoccupied states, i.e. the single-particle transition energies. However, in systems with strongly interacting electrons the above approximations are not sufficient to obtain accurate single-particle transition energies (as compared to experimental values) for the full band structure. For such systems it is necessary to go beyond the homogeneous electron gas and properly describe the screened electron-electron interaction rather than the bare Coulomb interaction. As we saw in the previous section the screened electron-electron interaction is inherently non-local, suggesting that it is necessary to expand upon the Kohn-Sham equation and instead adapting a non-local quantity for the exchange correlation term:

\[
\left[ -\frac{1}{2} \nabla^2 + v_{\text{Ha}}[n](\mathbf{r}) + v_{\text{ext}}[n](\mathbf{r}) \right] \phi_i(\mathbf{r}) + \Pi(\mathbf{r}, \mathbf{r}')\phi_i(\mathbf{r}) = \epsilon_i \phi_i(\mathbf{r}) \tag{3.22}
\]

where all terms in the Hamiltonian are the same as in the Kohn-Sham equation (2.14) and we have introduced a non-local parameter \( \Pi(\mathbf{r}, \mathbf{r}') \), to be determined representing a non-local exchange-correlation functional. We will comment on the nature of the eigenstates below. To describe the excitations of strongly correlated systems, it turns out it is sufficient to introduce the idea of quasi-particles, i.e. the dressed electron-electron interaction. This is essentially the bare Coulomb interaction screened by a screening cloud of charged particles, which reduces the interaction strength compared to the bare Coulomb interaction as explained in the previous section in connection with the dielectric function. We start by defining the single-particle Green’s function:

\[
G(rt, r't') \equiv -i\langle N|\hat{T}\{\hat{\Psi}(rt)\hat{\Psi}^\dagger(r't')\}|N\rangle \tag{3.23}
\]

where \( |N\rangle \) is the \( N \)-particle ground state, \( \hat{T} \) is the time-ordering operator, and \( \hat{\Psi}(rt) \) \( (\hat{\Psi}^\dagger(r't')) \) is the annihilation (creation) operator i.e. the field operators. Two approaches can now be employed to proceed. One approach is to write down the Heisenberg equation of motion for the field operators which can be rewritten into an equation of motion for the single-particle Green’s function. The second approach is to directly insert a complete set, \( \sum_i |\phi_i^{N+1}\rangle \langle \phi_i^{N+1}| \), of the \( N \pm 1 \) states of the \( N \)-particle many-body space and Fourier transform to frequency space. From both approaches we arrive at what is known as the Lehman representation of the single-particle Green’s function:

\[
G(rt, r't', \omega) = \sum_i \frac{\langle N|\hat{\Psi}\phi_i^{N+1}(rt)\rangle \langle \phi_i^{N-1}|\hat{\Psi}|N\rangle(r't')}{\omega - \delta \xi_i}. \tag{3.24}
\]

where \( \delta \xi_i \) are the single-particle energies associated with the difference between the \( N \) and \( N \pm 1 \) states. We now directly define the quasi-particle wave functions and energies as the electron addition and removal energies, i.e. the cost of adding or removing an electron from the system:

\[
\phi_i^{QP}(rt) = \begin{cases} 
\langle N|\hat{\Psi}\phi_i^{N+1}(rt), \epsilon_i > E_F \\
\langle \phi_i^{N-1}|\hat{\Psi}|N\rangle(rt), \epsilon_i < E_F
\end{cases} \tag{3.25}
\]

\[
\epsilon_i^{QP} = \begin{cases} 
\xi_i^{N+1} - E_0, \epsilon_i > E_F \\
\xi_0 - \xi_i^{N-1}, \epsilon_i < E_F.
\end{cases} \tag{3.26}
\]
where $E_F$ is the Fermi level. With these definitions eq. 3.24 can be rewritten into:

$$G(r_t, r'_t, \omega) = \sum_i \phi_{QP}^i(r) \phi_{QP}^i(r') / (\omega - \epsilon_{QP}^i),$$  \hspace{1cm} (3.27)$$

from which the quasi-particle energies can now be found as the poles of the denominator and where the quasi-particle wave functions can be determined from the solutions to the quasi-particle equation [51]:

$$\left[-\frac{1}{2} \nabla^2 + v_{Ha}(r) + v_{ext}(r)\right] \phi_{QP}^i(r) + \int dr' \Sigma_{xc}(r, r', \epsilon_{QP}^i) \phi_{QP}^i(r') = \epsilon_{QP}^i \phi_{QP}^i(r).$$ \hspace{1cm} (3.28)

By comparing this to the form of our initial guess, eq. 3.22, we see that the to-be-determined non-local term takes the form of a non-local self-energy, $\Sigma_{xc}(r, r', \epsilon_{QP}^i)$ and that the eigenstates are approximated as the quasi-particle wave functions defined above. Note that the quasi-particle wave functions are not the true eigenstates of the system. This means that the eigenenergies (the poles) of eq. 3.27 have an imaginary part which gives the lifetime of the quasi-particle states. To determine the quasi-particle energies, the problem is now reduced to determining the (interacting) Green’s function and the self-energy, which, however is itself a function of the quasi-particle energy. The problem can be further simplified by relating the interacting Green’s function and the self-energy by a Dyson equation:

$$G(r, r', \omega) = G_0(r, r', \omega) + \int \int dr_1dr_1 G_0(r, r_1, \omega) \Sigma_{xc}(r, r_1, \omega) G_0(r_1, r', \omega).$$ \hspace{1cm} (3.29)$$

Here $G_0$ is the non-interacting Green’s function, and this now leaves the problem to only determine the self-energy. To ease the understanding we will for now change the notation to $(r, \omega) \rightarrow (i)$. In the previous section we introduced the irreducible polarisability as the functional derivative of the electron density with respect to the total potential (eq. 3.7) and the inverse dielectric function as the relation between the total potential and an externally applied potential (eq. 3.4). These are related through eq. 3.9, which can be inverted and inserted in eq. 3.18 to obtain:

$$W(1; 2) = v(1, 2) + \int d3d4v(1; 3) P(3; 4) W(4; 2).$$ \hspace{1cm} (3.30)$$

To close the set of equations and determine the self-energy we need to introduce the so-called vertex, which describes the change in the (inverse) interacting Green’s function to the change in the total potential:

$$\Gamma(1, 2; 3) = -\frac{\delta G^{-1}(1; 2)}{\delta v_{tot}(3)}.$$

Comparing to eqs. 3.5 and 3.7 the vertex can to some extend be understood as a response function for the Green’s function (with the little physical meaning this definition holds). It was shown by Hedin [51] that this quantity connects the interacting Green’s function, the self-energy, the screened Coulomb interaction, and the irreducible polarisability. We
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will here simply state the remaining three of Hedin’s equations which together with eq. 3.29 and eq. 3.30 provide a closed set of equations to determine the self-energy, and refer to Hedin’s original work for the derivation of the equations involving the vertex:

\[ P(1; 2) = -i \int d3d4 G(1; 3)G(4; 1) \Gamma(3, 4; 2) \]  
\[ \Sigma_{xc}(1; 2) = i \int d3d4 G(1; 4)W(1, 3) \Gamma(4, 2; 3) \]  
\[ \Gamma(1, 2; 3) = \delta(1; 3)\delta(2; 3) + \int d4d5d6d7 \frac{\partial \Sigma_{xc}(1; 2)}{\partial G(4; 5)} G(4; 6)G(7; 5) \Gamma(6, 7; 3). \]

While this set of equations in principle can be solved self-consistently to obtain the self-energy and consequently the quasi-particle energies this is not computationally feasible. Instead, we will apply one of the physicist’s strongest methods: we will make an initial guess for the self-energy, iterate the set of equations once, and see what we obtain for the self-energy. The simplest guess for the self-energy is simply putting it equal to zero: \( \Sigma_{xc} = 0 \) which directly gives the vertex as:

\[ \Gamma(1, 2; 3) = \delta(1; 3)\delta(2; 3). \]  

Inserting this in eq. 3.32 we obtain for the irreducible polarisability:

\[ P(1; 2) = -iG(1; 2)G(1; 2). \]  

The screened Coulomb interaction becomes:

\[ W(1; 2) = v(1, 2) - i \int d3d4v(1; 3)G(1; 4)G(1; 4)W(4; 2)) \]

which can be inverted to give:

\[ W(1; 2) = \frac{v(1)}{1 - v(1)\chi_0(1; 2)} \]

where we have inserted the definition of the non-interacting susceptibility: \( \chi_0 = -iGG \). The interacting Green’s function now simply becomes the non-interacting Green’s function:

\[ G(1; 2) = G_0(1; 2). \]

Note that this is the closest we get to a formal definition of the difference between the interacting and non-interacting Green’s function within this framework, namely that the non-interacting Green’s function satisfies the Green’s function equation of motion when the self-energy is put to zero. Finally for the self-energy we obtain:

\[ \Sigma_{xc}(1; 2) = iG(1; 2)W(1; 2) = \frac{iG(1; 2)v(1)}{1 - v(1)\chi_0(1; 2)} \]

This approximation for the self-energy is formally known as the GW approximation. The expression obtained for the irreducible polarisability in eq. 3.36 is the formal definition
of the RPA as we also encountered in the previous section (when putting \( P = \chi^0 \)) and shows that the screened Coulomb interaction in the G0W0 is calculated within the RPA.

It is now tempting to iterate Hedin’s equations again with the new expression for the self-energy, however it turns out that doing this will lead us to the Bethe-Salpeter equation as we will see later, which includes electron-hole interactions in the description of the excitations. Instead we will take inspiration from the fact that in the GW approximation the self-energy can be viewed as a modified bare Coulomb interaction with an inherent non-locality. Thus we will now iterate Hedin’s equations with a more general guess for the self-energy: \( \Sigma(1; 2) = \delta(1, 2) v_{xc}(1) \), where \( v_{xc}(1) \) is the exchange-correlation functional from the Kohn-Sham formalism, for instance the LDA or a GGA functional. Inserting this into the Dyson equation for the vertex yields:

\[
\Gamma(1, 2; 3) = \delta(1; 3)\delta(2; 3) + i\delta(1; 2) \int d5d6d7 \frac{\partial v_{xc}(1)}{\partial G(5)} G(5; 6) G(7; 5) \Gamma(6, 7; 3). \tag{3.41}
\]

We note here that \( G(i) \) by the definition of the single-particle Green’s function (eq. 3.23) is simply the expectation value of the electronic density: \(-i\rho(i)\), and the derivative of the Kohn-Sham exchange correlation function therefore can be regarded as an effective potential which we will denote by: \( v_{xc}^{\text{eff}}(1, 2) = \frac{\partial v_{xc}(1)}{\partial G(2)} \). To proceed we have to insert this in eq. 3.32 and follow the flowchart of the derivation of the GW method. We will spare the reader these merely mathematical steps, and instead state that despite how unpleasant the procedure looks, it turns out that the final expression for the screened interaction, and therefore the self-energy, take a form very close to that of eq. 3.40:

\[
\Sigma_{xc}(1; 2) = iG(1; 2) W(1; 2) = \frac{iG(1; 2)v(1)}{1 - (v(1) + v_{xc}^{\text{eff}}(1))\chi^0(1; 2)} \tag{3.42}
\]

which can to some extent simply be viewed as a modified screened interaction, with a correction to the bare Coulomb interaction from the Kohn-Sham exchange correlation functional, and the GW approximation is restored simply by putting the vertex correction equal to unity, \( i.e. \) putting \( v_{xc}^{\text{eff}} = 0 \). Using this expression for the self-energy is formally known as the GWT approximation. The interest for this approximation is that it has proven to give better descriptions of ionisation potentials and electron affinities \([46]\) of solid state materials.

With an expression for the self-energy in hand it is now possible to directly solve the quasi-particle equation self-consistently to obtain the quasi-particle energies. This is however not computationally feasible in practice and further approximations are needed. The problem arises from the fact that the \( G \) in the self-energy has to be calculated from the quasi-particle energies. If the Kohn-Sham description already offers an adequate description of the system, the difference between the self-energy and the Kohn-Sham exchange-correlation contribution can be expected to be small. The trick is to add and subtract the Kohn-Sham exchange-correlation functional to the quasi-particle equation, so we get a term in the quasi-particle equation that involves: \( \Sigma_{xc}(r, r', \epsilon_i^{\text{QP}}) - v_{xc}^{\text{KS}}(r) \),
where $v_{xc}^{KS}(r)$ is the Kohn-Sham exchange correlation function. By assumption this term is small and can thus be expanded around the quasi-particle energies to first order:

$$
\Sigma_{xc}(r, r', \epsilon^\text{QP}) = \Sigma_{xc}(r, r', \epsilon_i^{KS}) + (\epsilon^\text{QP} - \epsilon_i^{KS}) \frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \bigg|_{\omega = \epsilon_i^{QP}}.
$$

(3.43)

The main advantage of this simplification is that the self-energy is now evaluated from Kohn-Sham eigenvalues rather than the quasi-particle energies. This reduces the accuracy of the GW method, but also reduces the computational requirements significantly since the quasi-particle energies now can be evaluated from a one-shot GW calculation, known as a G0W0 calculation, by taking the expectation value of the quasi-particle equation (with Kohn-Sham wave functions) in the linearised expression for the self-energy:

$$
\epsilon_i^{QP} = \epsilon_i^{KS} + Z_i \langle \psi_i^{KS} | \Sigma_{xc}(\epsilon_i^{KS}) - v_{xc}^{KS}(r) | \psi_i^{KS} \rangle,
$$

(3.44)

which can be directly evaluated once the Kohn-Sham wave functions and eigenvalues are obtained from DFT. The renormalisation factor, $Z_i = \langle \psi_i^{KS} | 1 - \frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \bigg|_{\omega = \epsilon_i^{QP}} | \psi_i^{KS} \rangle^{-1}$, expresses to which degree the Kohn-Sham wave function resembles the quasi-particle state, i.e., if $\frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \bigg|_{\omega = \epsilon_i^{QP}}$ is very large the linearisation of $\Sigma_{xc} - v_{xc}^{KS}$ is not a good approximation and the ansatz that the Kohn-Sham formalism offer an adequate description of the quasi-particle picture breaks down. The renormalisation factor therefore attains values close to 1, in practice around 0.8-0.9 for well-described systems. The approximation is known as the non-self-consistent GW approximation or simply the G0W0 approximation, and is the method from which we will calculate quasi-particle energies in this thesis based on either the GW or GWT expressions for the self-energy.

All calculations in this study are performed at 0 K, without including the effect of zero-point-motion phonon contributions. Finite temperature effects enter through a coupling between the electronic and the phononic states, which is not present in the standard GW (and BSE) approximations presented and applied in this thesis. The electron-phonon coupling has two effects: first, it shifts the excitation energy of the quasi-particle and exciton states, and second, it introduces an imaginary part to the quasi-particle and exciton states, and second, it introduces an imaginary part to the quasi-particle energies now can be evaluated from a one-shot GW calculation, known as a G0W0 calculation, by taking the expectation value of the quasi-particle equation (with Kohn-Sham wave functions) in the linearised expression for the self-energy:

$$
\Sigma_{xc}(r, r', \epsilon^\text{QP}) = \Sigma_{ xc}(r, r', \epsilon_i^{KS}) + (\epsilon^\text{QP} - \epsilon_i^{KS}) \frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \bigg|_{\omega = \epsilon_i^{QP}}.
$$

(3.43)

The main advantage of this simplification is that the self-energy is now evaluated from Kohn-Sham eigenvalues rather than the quasi-particle energies. This reduces the accuracy of the GW method, but also reduces the computational requirements significantly since the quasi-particle energies now can be evaluated from a one-shot GW calculation, known as a G0W0 calculation, by taking the expectation value of the quasi-particle equation (with Kohn-Sham wave functions) in the linearised expression for the self-energy:

$$
\epsilon_i^{QP} = \epsilon_i^{KS} + Z_i \langle \psi_i^{KS} | \Sigma_{xc}(\epsilon_i^{KS}) - v_{xc}^{KS}(r) | \psi_i^{KS} \rangle,
$$

(3.44)

which can be directly evaluated once the Kohn-Sham wave functions and eigenvalues are obtained from DFT. The renormalisation factor, $Z_i = \langle \psi_i^{KS} | 1 - \frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \bigg|_{\omega = \epsilon_i^{QP}} | \psi_i^{KS} \rangle^{-1}$, expresses to which degree the Kohn-Sham wave function resembles the quasi-particle state, i.e., if $\frac{\partial \Sigma_{xc}(\omega)}{\partial \omega} \bigg|_{\omega = \epsilon_i^{QP}}$ is very large the linearisation of $\Sigma_{xc} - v_{xc}^{KS}$ is not a good approximation and the ansatz that the Kohn-Sham formalism offer an adequate description of the quasi-particle picture breaks down. The renormalisation factor therefore attains values close to 1, in practice around 0.8-0.9 for well-described systems. The approximation is known as the non-self-consistent GW approximation or simply the G0W0 approximation, and is the method from which we will calculate quasi-particle energies in this thesis based on either the GW or GWT expressions for the self-energy.

All calculations in this study are performed at 0 K, without including the effect of zero-point-motion phonon contributions. Finite temperature effects enter through a coupling between the electronic and the phononic states, which is not present in the standard GW (and BSE) approximations presented and applied in this thesis. The electron-phonon coupling has two effects: first, it shifts the excitation energy of the quasi-particle and exciton states, and second, it introduces an imaginary part to the eigenvalues corresponding to the lifetime of the quasi-particle states. This is visually seen as a broadening of the excitation peaks in absorption and photoluminescence spectra. One way to computationally account for the electron-phonon coupling is to add corrections arising from the electron-phonon interaction to the self-energy in eq. 3.44 in a perturbative manner. In this approach the first two order terms, corresponding to a first order scattering event: $\langle n \mathbf{k} \rangle \rightarrow \langle n \mathbf{k} - \mathbf{q}_1 \rangle + \langle \lambda \mathbf{q}_1 \rangle$ for phonon state $\lambda$ with amplitude $g_{mn,k}^{\lambda\mathbf{q}_1}$ and a second order scattering event: $\langle n \mathbf{k} \rangle \rightarrow \langle n \mathbf{k} - \mathbf{q}_1 - \mathbf{q}_2 \rangle + \langle \lambda \mathbf{q}_1 \rangle + \langle \lambda' \mathbf{q}_2 \rangle$ with amplitude $p_{mn,k}^{\lambda\mathbf{q}_1,\lambda'\mathbf{q}_2}$, give rise to the Fan [32] ($\Sigma^F$) and Debye-Waller [41] ($\Sigma^{DW}$) self-energy corrections respectively:

$$
\Sigma^F_{nk}(\epsilon, T) = \sum_{n'\lambda\mathbf{q}_1} \frac{|g_{mn,k}^{\lambda\mathbf{q}_1}|^2}{N_{\mathbf{q}_1}} \left( \frac{N_{\mathbf{q}_1}(T) + 1 - f_{\mathbf{w},k-\mathbf{q}}}{\epsilon - \epsilon_{n'\mathbf{k}-\mathbf{q}_1} - \omega_{\mathbf{q}_1}} \right) \left( \frac{N_{\mathbf{q}_1}(T) + f_{\mathbf{w},k-\mathbf{q}}}{\epsilon - \epsilon_{n'\mathbf{k}-\mathbf{q}_1} + \omega_{\mathbf{q}_1}} \right)
$$

(3.45)
\[ \Sigma_{nk}^{\text{DW}}(\epsilon, T) = \sum_{n' \lambda q_1 \lambda q_2} \frac{|b_{nk}^{\lambda q_1 \lambda q_2}|^2}{N_q} (2N_q(T) + 1) \]  

(3.46)

where \( T \) is the temperature, \( N_q \) is the phonon Bose distribution, \( f_{n'k} \) is the electron Fermi distribution, \( \omega_{\lambda q} \) is the phonon energy, and \( \epsilon_{n'k-q} \) the electron eigenvalue energy. Finite temperature effects enter through the phonon population, however even at \( T = 0 \) K, a non-neglecting contribution comes from the phonon population due to the zero-point-energy. Furthermore, note that only the Fan self-energy carries a contribution to the imaginary part of the quasi-particle energies, and thus the quasi-particle lifetime. The Fan and Debye-Waller self-energies are in practice added to the pure GW self-energy in eq. 3.44, such that:

\[ \Sigma_{xc}(\epsilon_{KS}^{i}) \rightarrow \Sigma_{xc}(\epsilon_{KS}^{i}) + \Sigma_{fn}^{k}(\epsilon_{KS}^{i}, T) + \Sigma_{DW}^{n'k}(\epsilon_{KS}^{i}, T) \].

In chapter 4 we will consult the literature for how these effects affect quasi-particle energies in few-layers vdWHs, since these contributions are not implemented in GPAW.

Finally, we will briefly comment on the implementation flowchart in GPAW since this will be necessary for reference in the next section. The GW formalism is implemented in the PW formalism, where the self-energy is directly calculated by summing over all occupied and unoccupied states (index \( m \)) and averaging over the Brillouin zone with area \( \Omega \):

\[ \Sigma_{nk}(\epsilon_{nk}^{KS}) = \langle nk | \Sigma(\omega) | nk \rangle = \frac{1}{\Omega} \sum_{GG'} \sum_{q} \sum_{m} \frac{i}{2\pi} \int_{-\infty}^{\infty} d\omega' W_{GG'}(q, \omega') \times \frac{\rho_{nk}^{m} G(G', \omega') \rho_{nk}^{m} - \epsilon_{nk}^{KS} - \omega' + i\eta \text{sgn}(\epsilon_{nk}^{m} - \omega - E_F)}{\epsilon_{nk}^{KS} - \epsilon_{nk-q}^{KS} - \omega + i\eta \text{sgn}(\epsilon_{nk-q}^{m} - E_F)}, \]

(3.47)

where \( |nk\rangle \) is the Kohn-Sham wave function and \( \rho \) is the pair-density: \( \rho_{nk}^{m} \rangle = \langle nk | e^{i(q+G\tau)\rho} | nk \rangle \). It is well known that, in the averaging over the Brillouin zone, the screened interaction diverges for \( q \rightarrow 0 \). This limit is excluded from the summation in the self-energy and is instead calculated analytically as explained in [102]. As we saw above, the irreducible polarisability takes its form within the RPA, and consequently the screened interaction has to be evaluated from the dielectric function calculated from the RPA:

\[ W_{GG'}(q, \omega) = \frac{4\pi}{|q + G|} \left( (\epsilon_{GG'}^{\text{RPA}}(q, \omega))^{-1} - \delta_{GG'} \right) \frac{1}{|q + G'|} \].

(3.48)

We note that in all G0W0(\( \Gamma \)) calculations in this thesis, the quasi-particle band gap (and thus the ionisation potential and electron affinity levels) are determined by a \( 1/E_{\text{cut}}^{3/2} \) extrapolation of the band gap to infinite PW cut-off energy, where \( E_{\text{cut}} \) is the PW cut-off energy of the PW expansion.
3.3 The Quantum Electrostatic Heterostructure Model

The QEH model presented in this section is originally derived in [4], which can be consulted for further details than presented in this section. The corner stones of the QEH model will be discussed here, since the QEH model in its original version has been used to obtain the results for dielectric screening of quasi-particle energies in section 3.5 in this chapter. Later in chapter 3 and in chapter 4 we will then expand the QEH model to include interlayer hybridisation effects and allow for accurate excited states properties, such as exciton energies and absorption spectra in vdWHs to be calculated. While the GW-formalism has been proven to yield accurate quasi-particle energies for both 2D monolayers and 3D bulk systems, difficulties arise when ab-initio many-body formalisms, such as GW, are applied to vdWHs. As outlined in section 2.4, when 2D monolayers are stacked into vdWHs, large supercells are required to represent the atomic structure of the (many layers) vdWH if the monolayers are either incommensurate or rotated relative to each other. This means that G0W0 calculations are only computationally feasible for specific vdWH such as lattice matched few-layer vdWHs or by straining one or more layers significantly. While conventional DFT codes can be applied to vdWH of up to a few thousand atoms, apart from the band gap problem of such methods, DFT does not capture the long-range dielectric screening in vdWH. A proper description of the long-range dielectric screening in vdWH is important as can be seen from eq. 3.47, since the screened electron-electron interaction in layer \( i \) \( (W(q,\omega)) \) is affected by the \( N - i \) other layers in the vdWH and consequently have a direct impact on the quasi-particle energies. This suggests that an alternative method is needed to accurately calculate quasi-particle energies in vdWHs. This section will present the QEH model, which allows quasi-particle energies of a general vdWH to be calculated at the G0W0(\( \Gamma \)) level without straining any of the layers. This is done calculating the in-plane dielectric properties of each (freestanding) monolayer fully ab-initio and modelling the interlayer interaction purely electrostatically. The success of this model lies in the weak van der Waals interaction between neighbouring layers and it is important to stress that this only provides a proper description of the quasi-particle states, which are only little affected by interlayer hybridisation affects, since this is not included in the original QEH model - we will return to this point in section 3.4 and chapter 4.

Encouraged by the weak interlayer interaction in vdWHs it is convenient to split the full Coulomb interaction into an intra- and interlayer component:

\[
v = v^{\text{intra}} + v^{\text{inter}}.
\]  

(3.49)

In this, \( v^{\text{intra}} \) contains the electron-electron interaction present within each monolayer and \( v^{\text{inter}} \) defines the weak electrostatic interlayer interaction. Already at this point we again stress interlayer hybridisation effects are not included in \( v^{\text{inter}} \). In a simple picture, the electrostatic interaction between two charge distributions can effectively be modelled
with an image charge model, *i.e.* that an additional charge is induced in each layers due to the presence of one and another. In this picture, the electrostatic interaction between layers \( i \) and \( k \) in a vDW is given by:

\[
i_{i,k}^{\text{inter}}(q_{||}) = \int dz \rho_i(z, q_{||}) \Phi_k(z, q_{||})
\]

(3.50)

where \( \rho_i \) is the *induced* charge distribution in layer \( i \) (from the presence of layer \( k \)) and \( \Phi_k \) is the total potential in layer \( k \) generated by the induced charge distribution. Once the induced charge distributions are found the potentials can be determined by solving the Poisson equation for each layer. This shows that, to effectively model the interlayer interaction we need to obtain the induced charge distributions in each layer. To do this, we consider the density response function within the RPA for the full vDW, *i.e.* including both intra- and interlayer components:

\[
\chi(r_1, r_2, \omega) = \chi^0(r_1, r_2, \omega) + \int dr_3 dr_4 \chi^0(r_1, r_3, \omega) v(r_3, r_4) \chi(r_1, r_2, \omega)
\]

(3.51)

where \( \chi \) is the interacting density response function, \( \chi^0 \) is the non-interacting density response function, and \( v(r_3, r_4) \) is the full Coulomb interaction. Keeping in mind we seek and expression for the induced density in each layer, it is natural to define a density response function of each layer. We do this by assuming the external electrostatic potential in one layer, from the other layers in the vDW, can be expressed as a multipole expansion, in the out-of-plane direction. We therefore define the intralayer density response, \( \tilde{\chi}_i \), for layer \( i \) to pole \( \alpha \) of the multipole expansion as:

\[
\tilde{\chi}_{i\alpha}(q_{||}, \omega) = \int dz dz_1 z_1^\alpha \chi_i(z, z_1, q_{||}, \omega) z_1^\alpha.
\]

(3.52)

where \( \chi_i \) is calculated for each freestanding monolayer *ab-initio* and thus only contains in-plane interactions and \( z \) is the position coordinate in the out-of-plane direction. In practice it is only necessary to consider the monopole and dipole components of \( \tilde{\chi} \). From this, it is straightforward to calculate the (normalised) induced densities in each layer:

\[
\rho_{i\alpha}(z, q_{||}, \omega) = \frac{1}{\tilde{\chi}_{i\alpha}(q_{||}, \omega)} \int dz_1 \tilde{\chi}_i(z, z_1, q_{||}, \omega) z_1^\alpha.
\]

(3.53)

To obtain macroscopic properties of the vDW we need to couple eqs. 3.52 and 3.53 to the full density response function, eq. 3.51 for the vDW. To do this, we insert the intra- and interlayer components for \( v \), eq. 3.49 into eq. 3.51. It is easy to show that this defines two Dyson equations: one for the intralayer Coulomb interaction and one for the interlayer Coulomb. The Dyson equation for the interaction between layer \( i \) and \( k \) takes the form:

\[
\chi_{i\alpha,j\beta}(q_{||}, \omega) = \tilde{\chi}_{i\alpha}(q_{||}, \omega) \delta_{i\alpha,j\beta} + \tilde{\chi}_{i\alpha}(q_{||}, \omega) \sum_{\gamma,k} v_{i\alpha,k\gamma}^{\text{inter}}(q_{||}) \chi_{k\gamma,j\beta}(q_{||}, \omega),
\]

(3.54)

where \( k \) is a layer index, and \( \alpha, \beta, \) and \( \gamma \) are index for the multipole expansion. This relates the full density response function to the freestanding monolayer density response
function. Since eq. 3.51 can be solved fully *ab-initio* for each *freestanding* monolayer, eqns. 3.52 and 3.53 define the dielectric building block of layer $i$ in a vdWH. A large set of dielectric building blocks have been calculated previously and are freely available [4]. We now find that the interlayer Coulomb interaction, defined in eq. 3.50, takes the form:

$$v_{i\alpha,k\gamma}(q_{||},\omega) = \int dz \rho_{i\alpha}(z,q_{||})\Phi_{k\gamma}(z,q_{||}).$$

Finally following the definition in section 3.1 it is straightforward to obtain the macroscopic dielectric function of the vdWH:

$$\epsilon^{-1}_{i\alpha,j\beta}(q_{||},\omega) = \delta_{i\alpha,j\beta} + \sum_{k,\gamma} v_{i\alpha,k\gamma}(q_{||},\omega) \chi_{k\gamma,j\beta}(q_{||},\omega).$$

This shows that, given a vdWH, by calculating the density response function of each freestanding monolayer calculated fully *ab-initio* (at the level of the RPA) and by applying an electrostatic interlayer coupling, it is possible to obtain the macroscopic dielectric properties of the vdWH.

In the last part of this section we will see how the QEH model can be used to calculate corrections to the quasi-particle energies, of each layer in vdWHs, from the interlayer dielectric screening. We start by generally defining the effective screened electron-electron interaction for a specific layer in terms of the macroscopic dielectric function:

$$W_{i\alpha}^{\text{vdWH}}(q_{||},\omega) = \rho_{i\alpha}(q_{||},\omega)(\epsilon_{M}(q_{||},\omega))^{-1}\phi_{i}(q_{||},\omega),$$

where $\rho_{i}^{e}$ and $\phi_{i}^{e}$ are the induced electronic density and induced potential for the layer in question. By calculating the screened interaction for the freestanding monolayer, it is possible to obtain the correction to the screened interaction in layer $i$ originating from the neighbouring layers as the difference between these two:

$$\Delta W_{i}(q_{||},\omega) = W_{i}^{\text{vdWH}}(q_{||},\omega) - W_{i}(q_{||},\omega),$$

where $W_{i}(q_{||},\omega)$ is the screened electron-electron interaction for the freestanding monolayer calculated fully *ab-initio*. The correction to the quasi-particle energies in layer $i$, due to the additional dielectric screening from the surrounding layers, is then obtained by calculating the correction to the GW self-energy in eq. 3.47 from $\Delta W_{i}$:

$$\Delta\Sigma_{n,k,i} = \frac{1}{\Omega} \frac{i}{2\pi} \int_{BZ} dq \int_{-\infty}^{\infty} d\omega' \Delta W_{i}(q,\omega) \sum_{m} \rho^{\text{ph}}_{mk}(G = 0) \rho^{\text{ph}}_{mk}(G' = 0) \frac{\epsilon_{nk}^{KS} - \epsilon_{nk-q}^{KS} - \omega' + i \text{sgn}(\epsilon_{mk-q} - E_{\text{F}})}{\epsilon_{nk}^{KS} - \epsilon_{nk-q}^{KS} - \omega' + i \text{sgn}(\epsilon_{mk-q} - E_{\text{F}})}. \tag{3.59}$$

In the PW basis only the macroscopic part of the pair-density matrices are included ($G = G' = 0$). The corresponding change to the quasi-particle energies for layer $i$ is then immediately obtained through the real part of the correction to the GW self-energy:

$$\Delta \epsilon_{i}^{\text{QP}} = Z_{i} \text{Re}(\Delta \Sigma_{n,k,i}) \tag{3.60}$$

This defines what for the remaining part of this chapter will be denoted as the G0W0($\Gamma$)-QEH method for obtaining quasi-particle energies in vdWH, and can readily be evaluated.
for each layer in a vdWH. In practice, to obtain the quasi-particle energies for layer $i$ in a vdWH a $\text{G0W0(}\Gamma\text{)}$ calculation for the freestanding monolayer is performed, and subsequently the correction to the quasi-particle energies are then calculated by first calculating the macroscopic dielectric function of the vdWH, then calculating the change in the self-energy from the interlayer dielectric screening, and finally evaluating the actual quasi-particle energy corrections. By utilising the library of previously calculated dielectric building blocks the correction to the quasi-particle energies can be calculated with little computational power compared to a standard monolayer G0W0 calculation.

### 3.4 Interlayer Orbital Hybridisation

In this section we will take a step back for a brief comment of the effect of interlayer orbital overlap in vdWHs on the quasi-particle state energies. In general, the (bare) Coulomb interaction between two electrons will, at a fixed time, be proportional to the integral of the two electron densities, $n_1$ and $n_2$ divided by the distance between their charge distributions: $v \sim \int d\mathbf{r}_1 d\mathbf{r}_2 \frac{n_1(\mathbf{r}_1)n_2(\mathbf{r}_2)}{|\mathbf{r}_1-\mathbf{r}_2|}$. Similarly, if the two electrons are put in two bound states in close proximity their energies will be affected if there is a finite overlap between their wave functions: $u \sim \int d\mathbf{r} n_1(\mathbf{r})n_2(\mathbf{r})$, with an unknown distance dependence. While the Coulomb interaction, $v$, remains finite if the charge densities have a zero overlap, the overlap interaction, $u$, disappears as the overlap goes to zero. We will regard the latter effect as an orbital hybridisation effect. This effect is fundamentally different to the dielectric screening effect studied in the previous chapters, which describes how the mutual interaction between the two electrons is affected by the presence of other electrons which electronic densities do not necessarily overlap with electron density of the two electrons considered here. In the previous three sections we have studied how the nature of the dielectric environment affects the ground-state energies and especially that the effect of dielectric screening is non-local. This effect can be accurately calculated in the QEH model and in fact this renormalisation of the quasi-particle energies is almost constant for all bands and throughout the Brillouin zone. The success of the QEH model to accurately predict the renormalisation of the quasi-particle energies for vdWHs relies mainly on the rather big interlayer distances between the neighbouring layers in the vdWHs. This means that there is a very small overlap between the electronic orbitals located on the neighbouring layers and following the argument above, it is therefore expected that the effect on the quasi-particle energies due to interlayer orbital overlap is small. Opposite to the dielectric screening the orbital hybridisation effect is highly band and $k$-point dependent. While the effect on the quasi-particle energies is in general small for most multilayer structures, it can give rise to a considerable quasi-particle energy renormalisation in localised parts of the Brillouin zone. To show this, in fig. 3.2 we show the band structure of bilayer MoS$_2$/WS$_2$ calculated with the G0W0 approximation (left) and the G0W0-QEH approximation (right). While both methods describe the effect of dielectric screening, only the full G0W0 includes the effect of interlayer orbital hybridisation at the level of self-consistent GGA. The
color indicates the projected weight of each state onto the MoS$_2$ (red) and WS$_2$ (blue) monolayer respectively. Overall, the effect of interlayer orbital hybridisation does not alter the qualitative features significantly and both unoccupied and occupied states around the K-point are unaffected by the orbital hybridisation (but slightly altered due to interlayer charge transfer effects). Still it is evident that the degenerate valence states around the Γ-point split due to the interlayer orbital hybridisation introducing an indirect band gap and the conduction states between K-Γ are significantly lowered in energy. A purely dielectric screening description of the interlayer interaction in vdWHs is however still sufficient to describe many properties, for instance the K-K electronic band gap in multilayer TMDs.

![Figure 3.2](image)

**Figure 3.2:** Quasi-particle energies calculated with the G0W0 approximation (left) and the G0W0-QEH model (right) for bilayer MoS$_2$/WS$_2$. The red (blue) indicates the orbital weight of the state projected onto the MoS$_2$ (WS$_2$) monolayer. Faint red or blue color shows interlayer hybridised states. The black lines are the interpolated quasi-particle energies. The Fermi levels are shown by the horizontal dashed lines. Note the full G0W0 calculations contains less conduction bands than the G0W0-QEH calculation.

As explained above, the need for the QEH model is due to the large number of atoms necessary to represent multilayer vdWHs or even incommensurate twisted bilayer structures. Since the interlayer orbital hybridisation is highly dependent on the relative twist-angle between neighbouring layers [3, 42, 72] and possible Moiré pattern effects [83] large supercells are needed to calculate the interlayer orbital hybridisation. It is therefore only possible to calculate the interlayer orbital hybridisation for small lattice matched structures as the one in fig. 3.2 - and even in this case the hybridisation pattern is not necessarily well described. We will return to this delicate subject later and in chapter 4 we will show how such interlayer orbital hybridisation effects can accurately be accounted for when calculating quasi-particle energies for vdWHs.
3.5 Tunable Dielectric Screening in a 2D Semiconductor

In this section we will see the first example of how the non-locality of the dielectric screening gives rise to, and can effectively be utilised in a predictable manner, to manipulate electronic states and electronic structure design of vdWHs. We will restrict ourselves to a setup where the lowest energy transitions and features are not significantly affected by interlayer orbital hybridisation effects such that the electronic properties can be accurately calculated by only considering the interlayer dielectric screening. To this end, we therefore choose to study a system consisting of a monolayer TMD semiconductor placed on top of a gated graphene layer as sketched in fig. 3.3 (left). In addition to this, below we will study the effect of a variable number of intercalated hBN monolayers on the electronic properties of the 2D semiconductor. As we saw in the previous section, the direct quasi-particle band gap in monolayer TMDs is not affected by the interlayer orbital hybridisation of bilayer TMD systems and similarly we expect this to be true at hBN and graphene monolayers interfaces, since the orbital state at the K-point is strongly localised around the central metal atom in the TMD monolayer. Thus, the direct band gap in the monolayer semiconductor should give a good description of the effect of the non-local dielectric screening in such systems. The results presented in this section are a part of the results that can also be found in paper I, however in this section we will discuss it in a different light than in the paper.

In section 3.1 and 3.3 we showed that in general, the strength of the screened electron-electron and electron-hole interaction depends on the dielectric properties of the surrounding dielectric media, making it an inherently non-local interaction. In the system sketched in fig. 3.3, this means that the strength of the electron-electron interaction in the monolayer semiconductor is altered by the carrier density in the graphene layer (and if present, also the dielectric function of the hBN layers). We will here quantify the carrier concentration in the graphene layer by the position of the Fermi level in the graphene layer. The change in the quasi-particle energies are calculated by adding the change in the self-energy, \( \Delta \Sigma = G \Delta W \) induced by the graphene (and hBN) monolayer(s) evaluated by the QEH model as described in section 3.3, to the linearised quasi-particle equation via eq. 3.59. In fig. 3.3 (right) we show the G0W0 direct quasi-particle band gap for four freestanding TMD monolayers (MoS\(_2\), WS\(_2\), MoSe\(_2\), and WSe\(_2\)) with horizontal dashed lines, and when placed on monolayer graphene (dots). This is shown as a function of the position of the Fermi level in the graphene monolayer (i.e. the carrier concentration in the graphene monolayer).

We find that the direct quasi-particle band gap is heavily reduced when placed on intrinsic graphene and further reduced when the carrier concentration in the graphene monolayer is increased (within experimentally realisable carrier concentrations in the graphene monolayer [100]). This shows that the non-local contribution to the dielectric function significantly influences the quasi-particle energies. We find a reduction of the
Figure 3.3: Left: setup consisting of a 2D monolayer semiconductor (here depicted by WSe\textsubscript{2}) on top of gated graphene with a variable number of hBN monolayers between the semiconductor and graphene monolayers. Right: direct quasi-particle band gap for four 2D semiconductors placed in the setup to the left as a function of the carrier concentration in the graphene monolayer, quantified by the position of the Fermi level in the graphene monolayer. The horizontal dashed lines show the G\textsubscript{0}W\textsubscript{0} quasi-particle band gaps of the freestanding semiconductors. The figure is modified from the included paper I.

direct quasi-particle band gaps of around 0.3 eV when placed on intrinsic graphene and a further reduction of about 0.25 eV, when the carrier concentration is further enhanced in the graphene monolayer. It is interesting that these two effects are of similar size and introduces the possibility to significantly manipulate the quasi-particle energies by gating the graphene monolayer. Another interesting and fascinating aspect is that the significant manipulation of the quasi-particle energies is achieved purely from the dielectric screening, \textit{i.e.} without affecting the orbital shapes nor the hybridisation patterns of the 2D semiconductor. The effect of the increased carrier density in the graphene monolayer on the dielectric properties in the 2D semiconductor can be visualised by defining the effective dielectric function as the bare Coulomb interaction ($V$) over the screened Coulomb interaction ($W$) projected onto the 2D semiconductor:

$$\epsilon(q_{||}, \omega) = \frac{V(q_{||}, \omega)}{W(q_{||}, \omega)},$$  \hspace{1cm} (3.61)

where $q_{||}$ is the in-plane wave vector and $\omega$ the frequency. This is plotted for three different carrier concentrations in fig. 3.4 in the contour plots for monolayer MoS\textsubscript{2} on a graphene monolayer. The bottom right plot shows the effective dielectric function as a function of frequency evaluated along $q_{||} = 0.05$ Å\textsuperscript{-1} (black, green, and blue, also indicated by the vertical line the contour plots). The effective dielectric function of
freestanding intrinsic monolayer MoS\textsubscript{2} is shown in gray in the bottom right corner. From this, the effect on the screened electron-electron interaction from the presence of the graphene layer is obvious, by comparing the gray and black line in the bottom right corner. As the carrier concentration in the graphene layer is increased the graphene plasmon mode is enhanced, however it is not obvious how this affects the dielectric screening in the 2D semiconductor. Conversely the higher dielectric screening seem to stem from an increase in the size of the dielectric function at low frequencies (before the onset of the plasmon). A similar plot of the effective dielectric function of freestanding intrinsic monolayer MoS\textsubscript{2} would show a close to non-existing dependence on \( \omega \) for the frequency range in fig. 3.4 (i.e. below the gap of the semiconductor), while a significant \( \omega \)-dependence is found in the presence of a graphene monolayer. This is in general true comparing 2D semiconductors and (semi-)metals. We will discuss the frequency-dependence of the dielectric function in further detail and its relation to excitonic states which will be the topic of the following sections.

**Figure 3.4:** The contour plots shows the real part of the dielectric function of monolayer MoS\textsubscript{2} placed on graphene with different carrier concentrations. The dielectric function is evaluated in the MoS\textsubscript{2} monolayer. The bottom right plots shows the frequency dependence of the real part of the dielectric function (evaluated along \( q_{||} = 0.05 \) Å\(^{-1}\)) for intrinsic monolayer MoS\textsubscript{2} (gray) and for monolayer MoS\textsubscript{2} on graphene with the three carrier concentrations shown in the contour plots (black, green, and blue). The figure is taken from the included paper I.

Because of the distance dependence to the surrounding dielectric media in the non-local screened Coulomb interaction, the manipulation of the quasi-particle energies can
further be controlled by intercalating hBN monolayers between the semiconductor and the gated graphene monolayer. We demonstrate this by intercalating up to 6 hBN layers between monolayer MoS$_2$ and graphene, and calculate the direct quasi-particle band gap for different carrier concentrations in the graphene monolayer. This is illustrated in fig. 3.5 (left). Here the three different carrier concentrations are shown by black, green, and blue, while the horizontal gray dashed line shows the direct quasi-particle band gap for monolayer MoS$_2$ on bulk hBN. Since the dielectric screening of the electron-electron interactions is lower for hBN than for graphene, the effective dielectric screening in the 2D semiconductor is reduced as more hBN monolayers are intercalated between the semiconductor and the graphene monolayer, since the high carrier concentration is moved away from the 2D semiconductor (in the image charge picture, the strength of the image charge self-interaction is reduced). To elaborate on this effect, we show that the effect is approximately inversely proportional to the distance between the 2D semiconductor and the graphene monolayer by fitting a function of the form: $a(E_F)/(N + b) + E_{\infty}^{\text{gap}}$, where $N$ is the number of hBN layers, $a(E_F)$ is a free parameter that depends on the carrier concentration and is a measure of the screening strength, $b$ is a measure of the distance from the interacting charges in the semiconductor to the image charges in the graphene monolayer, and $E_{\infty}^{\text{gap}}$ is the direct quasi-particle band gap for monolayer MoS$_2$ on bulk hBN, which is determined by direct calculation. By fitting this function to the ab-initio calculations we find $b$ to be about two times the MoS$_2$/graphene interlayer and because of the overall good 1/distance fit, we can conclude that the manipulation of the quasi-particle energies can be well interpreted in terms of an image charge model. Encouraged by this we now further explore the image charge picture and calculate the direct quasi-particle band gap reduction for a wide range of 2D semiconductors when placed on intrinsic (black) and gated graphene (green) (for the latter corresponding to $\Delta E_F = 0.4$ eV). This is plotted in fig. 3.5 (right) against the static in-plane polarisability of the 2D semiconductor. The orange data point is taken from an experimental realisation of monolayer ReS$_2$ on gated graphene [100]. It is clear that higher reductions of the quasi-particle band gaps are found for 2D semiconductors with lower static in-plane polarisability. To understand this we take a step back to take a closer look at the image charge model. In the case of the bare Coulomb interaction between two particles the total charge of the interacting particle is simply the sum of the charge of the two particles. If one considers the screened Coulomb interaction, the reduction of the strength of the interaction can simply be understood from the presence of a screening cloud around the two particles reducing the strength of the interaction. The total charge of the quasi-particle is now given by the combined system of the two particles and the screening cloud. As the dielectric screening of the environment (i.e. the intrinsic polarisability of the 2D semiconductors) is increased, so is the effect of the screening cloud. This leads to a smaller image charge self-interaction and thus a smaller effect on the quasi-particle energies from external effects such as the presence of the graphene monolayer. This concludes that the quasi-particle energies, of the 2D semiconductor in the setup in fig. 3.3 (left), can effectively and predicatively be manipulated by tuning the strength of the image charge self-interaction by means of three different methods: first, through the carrier concentration in the graphene monolayer (controlled via a gate-voltage), second,
Figure 3.5: Left: quasi-particle band gap of mono MoS$_2$ in the setup of fig. 3.3 as a function of the number of hBN layers between the MoS$_2$ monolayer and the graphene monolayer. The horizontal dashed line shows the quasi-particle band gap of monolayer MoS$_2$ on bulk hBN and the dashed fitted lines are fits of the form: $a(E_F)/(N + b) + E_{\text{gap}}^{\infty}$ as discussed in the main text. Right: reduction of the quasi-particle band gap of different semiconductors when placed on intrinsic graphene (black) and doped graphene (green) as a function of the in-plane static polarisability of the semiconductor. The orange data point show values from previous experimental work [100]. The figure is taken from the included paper I.

by the inverse distance dependence on the strength image charge self-interaction, and/or third, by the intrinsic dielectric properties of the 2D semiconductor.

3.6 Excitons, The Mott-Wannier Equation, and the Bethe-Salpeter Equation

In the previous sections we defined the quasi-particle valence band maximum as the electron removal energy and the quasi-particle conduction band minimum as the electron addition energy. From these the quasi-particle band gap is defined as the difference between these two. In the forthcoming sections we will move on and study the optical properties of vdWHs. It is important to note that we consider excitonic states confined localised in-plane excited by light polarised in the in-plane direction. Out-of-plane excitons, the movement and oscillation of which is strongly confined and consequently has a fundamentally different behaviour, have in recent years received only little attention in
2D monolayers [47]. What we referred to as simply the band gap in the previous sections will now be redefined to be labelled the electronic band gap and we will introduce the optical band gap as the energy difference associated with exciting an electron from the valence states to the lowest bound state. The necessity of distinguishing between these two arises from the low dielectric screening in 2D materials and few-layer vdWHs. As illustrated in fig. 3.6, when an electron is excited from a valence band state to a conduction band state, this conversely moves a hole state from the conduction band state to the valence band state. In a simple picture the negatively charge excited electron located in the conduction band, interacts with the positively charged hole located in the valence band through the screened Coulomb interaction. The effect of this is that the electron does not jump to the lowest quasi-particle conduction band state, but instead resides in a bound state energetically located inside the electronic band gap. The bound state constitutes a full Rydberg series as shown in fig 3.6 in purple and outlined in the caption. The bound electron-hole state is formally known as an exciton and the band gap associated with the exciton state (i.e. the position of the emission peak in a photoluminescence (PL) spectrum) is known as the optical band gap. The difference between the electronic band gap and the optical band gap defines the exciton binding energy ($E_B$). The exciton binding energy is usually found to be a few meV in bulk crystals and so the electronic and optical band gap essentially coincide in such structures. However, in 2D materials and few-layer vdWHs, the low dielectric screening means that exciton binding energies attain values up to several hundreds meV for monolayer TMDs [82, 76] and a few eV for hBN. The excitonic states show up as narrow peaks below the electronic band gap in PL measurements and are for many materials easily identified due to their high oscillator strength. One of the best known examples of this is the A and the B exciton peak in monolayer MoS$_2$ [82]. Both excitons have their origin of the excitation from the spin-orbit split states at the VBM to the spin-orbit split states at the CBM. Since time-reversal-symmetry shifts the ordering of the spin-channels at the VBM at the K- and the K'-point in the Brillouin zone of the hexagonal unit cell, this gives rise to two distinct exciton peaks with different energies. It is evident that it is necessary to accurately calculate the exciton binding energy of excited states to accurately model the optical properties of 2D materials. Inspired by the hydrogen-like picture of the bound electron-hole state it is not surprising that this can effectively be done by applying a hydrogen model as we will outline in the following.

Solving the Schrödinger equation for the hydrogen atom, one typically utilises the spherical symmetry of the problem and split the electron wave function into its angular and radial components: $\psi(r, \theta, \phi) = R(r)Y(\theta, \phi)$, where $R$ and $Y$ denote the radial and angular components respectively. Since the potential energy in the Hamiltonian of the hydrogen problem only has a dependence on $r$, it is enough to solve, what we will call "the radial equation", namely the eigenvalue problem with only the radial part of the wave function. For the system consisting of two charged particles with the charge of one
Figure 3.6: Illustration of the excitation of an electron from the occupied bands to the unoccupied bands not including (including) the interaction between the excited electron (green) and the created hole in the valence state (red) to the left (right). The bound electron-hole (purple) pair (exciton) state is shown to the right with the Rydberg series of the exciton states shown in purple bands residing inside the electronic band gap ($E_{\text{elec}}$). The excitation energy to the 1s exciton state is defined as the optical band gap ($E_{\text{opt}}$), and the exciton binding energy is then defined as: $E_B = E_{\text{elec}} - E_{\text{opt}}$. The Fermi level is shown in dashed grey.

electron charge and $l = 0$ in SI units this reads:

$$\left[-\frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial r^2} + \frac{e^2}{4\pi\epsilon_0 r}\right] R(r) = E_n R(r), \quad (3.62)$$

where $m_e$ is the electron mass, $\epsilon_0$ is the vacuum permittivity, and $E_n$ is the spectrum of allowed energies. It is well known that the solutions to this eigenvalue problem (for the bound states) are given by $[44]$:

$$E_n = -\frac{m_e}{2\hbar^2} \left( \frac{e^2}{4\pi\epsilon_0} \right)^2 \frac{1}{n^2}. \quad (3.63)$$

This series is known as the Rydberg series. We will now study how this can be applied to an exciton located in a 2D monolayer. First of all, the problem now consists of a particle with mass $\mu = \frac{m_e m_h}{m_e + m_h}$, which we will denote the exciton mass and is the effective mass of the bound electron-hole particle. Secondly, while the potential that enters the Hamiltonian in the hydrogen problem in eq. 3.62 is the bare Coulomb potential, the exciton is located inside a 2D monolayer, and therefore the electron-hole interaction is screened by the intrinsic ($q$-dependent) dielectric screening of the 2D monolayer. This means that the Hamiltonian of the exciton in a 2D monolayer takes the form (in SI units): $H_{\text{ex}} = -\frac{\hbar^2}{2m_e} \frac{\partial^2}{\partial r^2} + \frac{e^2}{4\pi\epsilon_0 |r||}\rho_{\parallel}$, where the coordinate $r$ is now the in-plane radial
vector describing the distance between the electron and the hole, $r_{||}$, and $\epsilon(r_{||})$ is the intrinsic dielectric screening of the 2D monolayer. Denoting the screened 2D Coulomb interaction $W^{2D}$ this Hamiltonian gives the exciton eigenvalue problem

$$\left[ -\frac{\nabla^2}{2\mu} + W^{2D}(r_{||}) \right] F(r_{||}) = E_n F(r_{||}), \quad (3.64)$$

where $|F(r_{||})|^2$ describes the probability distribution of the in-plane distance between the electron and the hole and $E_n$ is the Rydberg series of the exciton binding energies. Eq. 3.64 is known as the Mott-Wannier model and can be solved numerically to yield quantitatively accurate exciton binding energies. We note that we in eq. 3.64 (and throughout this study) neglect an exchange term given by the dipole moment of the exciton projected onto the exciton wave vector, and thus is present for indirect momentum excitons. This term is known to be small and similarly neglected in previous studies of 2D excitons [90, 21].

The Mott-Wannier equation can easily be integrated with the QEH model to computationally cheaply calculate exciton binding energies in vdWHs. This has been done previously [75] by simply generalising eq. 3.57 to include the induced hole potential $(\phi^h_i(q_{||},\omega))$ instead of the induced electron potential:

$$W_i(q_{||},\omega) = \rho^e_i(q_{||},\omega)(\epsilon^M(q_{||},\omega))^{-1}\phi^h_i(q_{||},\omega), \quad (3.65)$$

This gives the screened electron-hole interaction and can readily be calculated and plugged into eq. 3.64 and it has previously been shown to yield accurate exciton binding energies [75]. This, as we will label the MW-QEH model, offers an efficient cheap method for obtaining exciton binding energies, however it has two main shortcomings: first, it only supplies the distinct exciton binding energies and it is therefore in general not possible to obtain the full absorption spectrum of a 2D monolayer or vdWH including excitonic effects. Second, when the MW-QEH model is used in combination with the G0W0-QEH model to calculate the shift of the exciton peaks (in energy) upon insertion in vdWHs the two models combined predict a blueshift of the A exciton peaks for few-layer TMD vdWHs (relative to the freestanding monolayer) while in general a redshift is found experimentally [82, 76]. In the following we will go through the Bethe-Salpeter Equation [107] (BSE) which is a methodology to obtain the full absorption spectrum of a 2D monolayer or vdWH including the effect of excitonic states. Furthermore, we will show by in this thesis directly implementing the BSE formalism with the QEH model that the absorption spectrum of a multilayer vdWH can be obtained including interlayer dielectric screening and that the experimentally observed redshift can be restored by combining the herein developed BSE-QEH model with the G0W0-QEH model.

To develop a compact many-body formalism for describing the electron-hole interaction it is from an initial point not straightforward nor obvious how to start. It is tempting to follow a Green’s function approach similar to the derivation of the of G0W0
approximation, however matters are complicated by the form of the irreducible polarisation in the G0W0 approximation, eq. 3.36. From a physical point of view this is merely an electron and a hole propagator, propagating simultaneously without interacting. This form of the irreducible polarisation is known as the RPA as we saw previously and shows that, although the G0W0 approximation is a many-body formalism, by definition, it does not account for electron-hole interactions, and consequently excitonic states are not included in the G0W0 formalism. Instead we are searching for a formalism where the irreducible polarisability takes a form similar to: \( P \sim GvG \), where \( v \) couples the electron and hole propagators, \( i.e. \) a propagating interacting electron and hole pair.

It turns out, as shown by Bethe and Salpeter [107], that it is possible to derive a Dyson equation that includes a form of the irreducible polarisation suggested above, by iterating Hedin’s equations again starting from the G0W0 result for the self-energy. In other words we plug eq. 3.40 into the expression for the vertex, eq. 3.34 and assume that the screened Coulomb interaction does not depend on the Green’s function propagator. This gives us an expression for the vertex that in comparison to the first iteration of Hedin’s equations in contains a term including the screened Coulomb interaction, suggesting that we are moving in the right direction:

\[
\Gamma(1, 2; 3) = \delta(1; 3)\delta(2; 3) + i \int d6d7W(1; 2)G(1; 6)G(7; 2)\Gamma(6, 7; 3). \tag{3.66}
\]

At this point, since the technical steps are very similar to the derivation of the G0W0 approximation (the next step is to insert this expression for the vertex in the Hedin’s equation expression for the irreducible polarisation), we will focus on the physical arguments instead of the mathematical steps, and give a more intuitive argumentation. Due to the nature of the electron-hole interaction and the fact that the irreducible polarisability has to take a form similar to: \( P \sim GvG \), it is necessary to introduce a four-point kernel. To this end we introduce the four-point form of the (non-interacting) irreducible polarisability:

\[
L^0(1, 2; 3, 4) = -iG(1; 3)G(4; 2). \tag{3.67}
\]

By carrying out the second iteration of Hedin’s equations we started above and similarly generalising eq. 3.32, these few steps are left as an exercise to the reader, Bethe and Salpeter showed that the (interacting) four-point reducible polarisability satisfies a Dyson equation:

\[
L(1, 2; 3, 4) = L^0(1, 2; 3, 4) + \int d5d6d7d8L^0(1, 2; 3, 4)K(5, 6, 7, 8)L(1, 2; 3, 4), \tag{3.68}
\]

where the kernel, \( K \), contains all electrostatic electron-hole interactions and is given by:

\[
K(1, 2, 3, 4) = v(1, 3)\delta(1, 2)\delta(3, 4) - W(1, 2)\delta(1, 3)\delta(2, 4). \tag{3.69}
\]

We immediately see that \( W \) exactly gives the screened coupling between the two ”propagators” as expected and supplies the electron-hole interaction we were aiming for. The first term on the right hand side can be understood as an exchange interaction. We note here that we have employed the G0W0 approximation for the exchange-correlation
self-energy, as is typically done in *ab-initio* calculations, already in the expression for
the vertex (from the assumption of the independence of \( W \) on \( G \) above), however it is
straightforward to not employ the G0W0 approximation in which case the kernel takes
the form: \( K(1, 2, 3, 4) = \nu(1, 3)\delta(1, 2)\delta(3, 4) + i \frac{\xi_{SS}(3, 4)}{G(3, 4)} \).

To solve eq. 3.68 to proceed and obtain the excitation energies we have to utilise
several tricks. We start out by introducing a two-particle state, defined by the product
of the electron and hole wave functions of the electron-hole pair state:

\[
\psi_{n_1, n_2, k, k+q}(r_e, r_h) = \psi_{n_1, k}(r_e)\psi_{n_2, k+q}(r_h),
\]

(3.70)

which is the exciton state defined by the product of the electron and hole in the Kohn-
Sham orbital states \( n_1 \) and \( n_2 \) with momentum \( k \) and \( k + q \), and defines a basis for a
two-particle space. From now we will use the contracted notation \( S = n_1, n_2, k, k + q \)
(and \( S' \) for \( n_3, n_4 \) etc.) common in the literature. While the frequency dependence of
eq. 3.68 is given but not written explicitly (since there is only one frequency variable),
we will from now write it out since we will have to take special care of the frequency
dependence. If one assumes that the Kohn-Sham orbitals form a complete basis it is
possible to rewrite the BSE equation into another Dyson-like problem for the reducible
polarisation in the two-particle space [123]:

\[
L_{SS'}(\omega) = L_{SS'}^0(\omega) \left[ \delta_{n_1 n_3} \delta_{n_2 n_4} + \sum_{S''} K_{SS''}(\omega)L_{SS''}(\omega) \right].
\]

(3.71)

The assumption of completeness of the single-particle basis has the consequence that a
significant number of unoccupied bands are needed to converge BSE calculations. In
practice, typically 4-6 times as many unoccupied bands as occupied bands are needed
to be included. In the two-particle basis the kernel is given by:

\[
K_{SS'}(q) = V_{SS'}(q) - \frac{1}{2} W_{SS'}(q).
\]

(3.72)

The factor of \( \frac{1}{2} \) is a direct consequence of the optical selection rules \( i.e. \) that only singlet
excitations are allowed. In the next section we will write out the PW expression of the
screened interaction when we need it. To continue we must adopt an expression for
the non-interacting reducible polarisability. This is easy in the two-particle space, by
realising that by definition \( L^0 \) does contain mixing of different states. This means that
the non-interacting reducible polarisability must be diagonal in the two-particle space
and furthermore have the single-particle transition energies, \( \epsilon_S \), as roots:

\[
L_{SS'}^0(\omega) = \frac{f_S}{\epsilon_S - \omega + i\eta} \delta_{SS'},
\]

(3.73)

where \( \eta \) is a small parameter to avoid numerical singularities and \( f_S \) is the occupation
density of state \( S \). With this expression for \( L_{SS'}^0(\omega) \) and by rewriting eq. 3.71 into an
eigenvalue problem for the excitation energies we get:

\[
[(\epsilon_S - \omega + i\eta)\delta_{SS'} - K_{SS'}(\omega)f_S] L_{SS'}(\omega) = f_{S'}.
\]

(3.74)
Solving this equation is not straightforward due to the omega dependence of the Kernel, and can simply not be carried out computationally for any 2D material in question. To continue it is therefore necessary to employ an approximation to the Kernel and simply fix the frequency to some value. Usually one puts \( \omega = 0 \). It is important to stress that this approximation is not justified. For semiconducting systems, where the dielectric matrix only weakly depends on the frequency the resulting exciton energies are close to independent the choice of \( \omega \) (for \( \omega \) chosen close to or below the quasi-particle band gap). However for (semi-)metallic systems it is not scientifically sound to use the static approximation and consequently BSE calculations are not being carried out for such systems. This is the exact reason we did not study excitonic states in the study of semiconducting 2D monolayers on a gated graphene monolayer in section 3.5, as is obvious by examining fig. 3.4 again. Within the static approximation the eigenvalue problem can be re-written into:

\[
[H - (\omega + i\eta)I]^{-1}f = L(\omega)
\]  (3.75)

where the two-particle BSE Hamiltonian is defined as:

\[
H_{SS'} = \epsilon_S \delta_{SS'} - f_S K_{SS'}
\]  (3.76)

and the kernel is now evaluated at a fixed frequency. From the expression of the BSE Hamiltonian we see (as we would expect intuitively and also stated above when stating the expression for the non-interacting reducible polarisation in the two-particle basis) that only the diagonal contains the single-particle transition energies and the off-diagonal contains the coupled electron-hole pair states, which are also present in the diagonal. The Hamiltonian is non-hermitian, however if one only consider positive excitation energies, i.e. restricting the excitation space to electron-hole excitations such that we only consider one entry in the two-particle basis, the Hamiltonian becomes hermitian. This is known as the Tamm-Dancoff approximation. In appendix D we show that the Tamm-Dancoff approximation has a negligible effect on the excitation energies and oscillator strengths on the BSE absorption spectrum for 2D TMD monolayers to validate this approximation. The reason to write the inverse form of the eigenvalue equation is that the term in the parenthesis can be transformed into its spectral representation, from which we can define the BSE eigenvectors \( A^S_\lambda \) and eigenvalues \( E^S_\lambda \):

\[
H_{SS'} A^S_\lambda = E^S_\lambda A^S_\lambda
\]  (3.77)

and from which the transition energies can readily be found. The practical step of writing out the inverse Hamiltonian in eq. 3.75 in its spectral representation is well-defined, at least under the Tamm-Dancoff approximation where the BSE Hamiltonian is a normal operator (since it is Hermitian) defined on a Hilbert space. Without the Tamm-Dancoff approximation the BSE Hamiltonian is non-hermitian and unbounded (the BSE Hamiltonian is also not bounded within the Tamm-Dancoff approximation), since it is not possible to find a value \( k \) such that the eigenvalue of \( \omega I \) is smaller than or equal to \( k \), when applied to an arbitrary function within the functional space the BSE Hamiltonian.
is defined on. Thus, strictly mathematically, the definition of the BSE hamiltonian on its spectral representation form without the Tamm-Dancoff approximation is not well-defined, but makes sense and gives sensible excitation values since the two-particle BSE eigenvectors $A^S_{\lambda}$ are bounded. The computational advantage of this step is, because of the separation of the two-particle BSE Hamiltonian the $\omega$ in eq. 3.75, can simply be diagonalised once for all frequencies.

While the BSE Hamiltonian is usually build from Kohn-Sham orbitals and Kohn-Sham eigenvalues (since self-consistent G0W0 calculations are very rarely carried out for these systems) it is customary to apply a scissors-operator to the Kohn-Sham eigenvalues and shift the valence and conduction band extrema to the G0W0 electron ionisation and electron affinity energies. From this the spectrum of exciton binding energies is defined as the difference between the quasi-particle energy spectrum and the spectrum of $E_{\lambda}$ values. These eigenvalues corresponds to the optical excitation values one would obtain by directly calculating the imaginary part of the two-particle polarisability (i.e. the definition of the absorption spectrum in eq. $3.17$) and thus defines the absorption coefficients within the BSE formalism. The physical interpretation of the eigenvectors, $A^S_{\lambda}$, can be seen as a measure of the oscillator strength of the exciton state. Finally we comment on the form of the reducible polarisability in the BSE@G0W0 formalism and directly show the effect of excitonic effects on the absorption spectrum of 2D materials. If one considers eq. $3.68$ and put the Kernel equal to zero we recover the non-interacting electron-hole picture, i.e. the RPA. It is now instructive to directly illustrate the effect of excitonic states on the absorption spectrum. In fig. 3.7 we plot the absorbance of MoS$_2$ within the RPA (red) and the BSE (blue) approximations. The PBE single-particle band gap is shown in dashed red, the G0W0 quasi-particle in dashed blue, and the lowest exciton energy in dashed black. The definition of the exciton binding energy ($E_B$) is shown and the RPA (BSE) spectra are calculated with respect to the PBE (G0W0) band gaps. As expected, the RPA absorbance spectrum has its onset at the single-particle band gap (the oscillator strength in both approximations are discrete peaks, therefore the small weight below the band gap is due to finite Fermi smearing effects) while in the BSE approximation significant excitonic states below the quasi-particle band gap is found with large oscillator strengths signifying the low dielectric screening in 2D materials. The two exciton peaks below the quasi-particle band gap are labelled as the A and B excitons and have their origin from the spin-orbit split transitions involving the K- and K'-points in the Brillouin zone as we discussed previously. It is here also fit to discuss the sketch of the excitonic states in fig. 3.6. While this illustration is pedagogical and informative it is to some extent incorrect since it mixes the energy of single-particle and two-particle excited states. It is important to stress that it is only the difference between the electronic band gap and the exciton energy that is well-defined and that the exciton is defined as the difference between these as illustrated in fig. 3.7. In other words, the “position” of the exciton states in fig. 3.6 is arbitrary relative to the quasi-particle band structure edges. This is equivalent to the statement that only the relative (or change of) potential energy has a physical meaning and the absolute value of the potential energy cannot be a driving force itself.
Figure 3.7: Absorption spectrum of freestanding 2D monolayer MoS$_2$ calculated within the RPA (red) and the BSE (blue) approximations. The single-particle band gap is shown in dashed red calculated with the PBE functional, the G0W0 quasi-particle band gap is shown in dashed blue, and the lowest exciton energy is shown in dashed black.

Even with the G0W0 self-energy and static approximations the BSE eigenvalue problem is a computationally heavy problem to solve and can as such only be solved accurately for small systems and cannot directly be applied to rotated or even few-layer vdWHs. In the next section we will however make this possible for vdWHs by implementing the QEH model with the BSE to calculate the absorbance spectrum for multilayer vdWHs.

3.7 Implementation of the Bethe-Salpeter Equation with the Quantum Electrostatic Heterostructure Model

Similarly to the effect of dielectric screening on the quasi-particle band gap we studied in section 3.5, the exciton binding energy is reduced when a 2D monolayer is embedded in a vdWH, due to the dielectric screening of the electron-hole interaction. We will in this section present the implementation workflow developed and implemented in this
thesis of what will be denoted the BSE-QEH method for calculating intralayer exciton binding energies in vdWHs and show that it gives a better description of the experimentally found energy redshift of exciton energies in vdWHs as opposed to the blueshift predicted by the MW-QEH (in combination with the G0W0-QEH model). In chapter 4 we will directly apply the developed BSE-QEH model and the results of this can be found in paper V.

As we saw in the previous section the two-particle BSE Hamiltonian takes the form of eq. 3.75 and the BSE Kernel as eq. 3.72. The screened Coulomb interaction in the BSE kernel can be expanded in plane-waves as:

$$W_{SS'}(q) = 4\pi \sum_{GG'} n^*_{nk,n'k'}(G) W_{GG'}(k' - k) n_{mk+m'k'+q}(G'),$$  \hspace{1cm} (3.78)

where $n^*_{nk,n'k'}(G)$ and $n_{mk+m'k'+q}(G')$ are charge density matrices and $W_{GG'}(k' - k)$ is the screened electron-hole interaction for all $G$ vectors in the plane-wave description. The dielectric screening from the neighbouring layers in the vdWHs as calculated by the QEH model is formally given by:

$$W_{vdWH}^{vdWH}(r, r', \omega) = W_i(r, r', \omega) + \Delta W_i(r, r', \omega),$$  \hspace{1cm} (3.79)

where $W_{vdWH}^{vdWH}(r, r', \omega)$ is the total screened potential for layer $i$ in the vdWH, $W_i(r, r', \omega)$ is the screened potential calculated for the freestanding 2D monolayer, and $\Delta W_i(r, r', \omega)$ is the change in the screened potential for layer $i$ due to dielectric screening from the neighbouring layers. $\Delta W_i(r, r', \omega)$ is calculated by the QEH model as explained by eq. 3.58. The optical response of a material is mainly given by the $G = G' = 0$ component of the screened Coulomb interaction, with the contribution for higher reciprocal lattice vectors falling of exponentially. In the BSE-QEH implementation we therefore add the change in the screened potential ($\Delta W_i(r, r', \omega)$ in eq. 3.79) to the $G = G' = 0$ component of eq. 3.78. By doing this, in the BSE formalism we obtain the screened electron-hole interaction including the environmental screening from the neighbouring layers in the vdWH and consequently one would expect the exciton binding energies to be reduced (compared to the freestanding 2D monolayer) due to the stronger dielectric screening. This implementation also allows us to obtain the absorption spectrum of each layer in a vdWH including the effect of the screened electron-hole interaction, and as we will see below then to obtain the absorption spectrum of the vdWH by the sum of the absorption spectrum of each layer. The shortcoming of this model is that it is not possible to calculate interlayer exciton binding energies, since this requires a full treatment of the orbital coupling between electrons and holes on neighbouring layers. As such the resulting absorption spectrum accounts for all (screened) intralayer transitions in each layer of the vdWH of consideration.

It has previously been shown that the MW-QEH method already gives a good description of the intralayer exciton binding energies. In general for vdWHs consisting of monolayer TMDs we find exciton binding energies with the BSE-QEH model that are
Figure 3.8: Absorption spectrum and excitation energies for bilayer MoS$_2$/MoSe$_2$ with respect to the G0W0 quasi-particle band gap. The absorption spectrum is calculated as the sum of the absorption spectra of the non-interacting freestanding monolayers (grey) and with the BSE-QEH method (green) for the bilayer. In the BSE-QEH method the quasi-particle band gap is corrected with the G0W0-QEH method. The vertical dashed lines show the MW-QEH values for the lowest lying exciton and the full lines are the average of the experimentally measured A exciton energies (see paper V). Red is for MoSe$_2$ and black is for MoS$_2$. This figure is taken from the included paper V.

very close to those predicted by the MW-QEH model, and in general on the order of 20-40 meV lower. This is encouraging since the MW-QEH is expected to slightly overestimate the exciton binding energy due to the assumption that the electron and hole wave functions are smeared out over the 2D monolayer in the MW model. In chapter 4 we will present and compare exciton binding energies for a number of vdWHs and discuss this.

Instead we will in this section focus on the energy shift of the intralayer exciton peaks (here focusing on the A peaks on monolayer TMDs) when comparing the exciton energy in the freestanding monolayer and when embedded in a vdWH. As we saw in section 3.2
and 3.3 the quasi-particle band gap of a monolayer is reduced when embedded in a vdWH due to the increased dielectric screening. Similarly, the Coulomb interaction between the bound electron-hole pair is reduced due to the increased dielectric screening in the vdWH and consequently the exciton binding energy decreases. The energy shift of the exciton peak upon embedding in a vdWH is therefore a trade-off between the dielectric screening of the quasi-particle band gap and the exciton binding energy. The interlayer hybridisation can of course also influence this, however in this section we will consider the A exciton peak in TMD monolayers for which it is well known that interlayer orbital hybridisation and charge transfer have little-to-no effect on the intralayer exciton energy and the resulting shift is purely an effect of dielectric screening. Experimentally it is found that the A exciton is redshifted upon embedding a monolayer in a vdWH, best illustrated by the redshift of the A exciton in MoS$_2$ going from freestanding monolayer to bilayer [82] and that the magnitude of the redshift increases with the number of layers added. The big shortcoming of the MW-QEH model is that this predicts a blueshift of the A exciton in TMD monolayer for few-layer vdWHs when combined with the G0W0-QEH model and below we will show the BSE-QEH correctly predicts a redshift. We will now first see how the increased dielectric screening affects the monolayer absorption spectrum in the BSE-QEH model and that the effect on the intralayer exciton binding energy can be determined from this. Then we will do a thorough study on the exciton energy shift comparing the BSE-QEH and the MW-QEH model for multilayer vdWHs and compare this to available experimental data.

To see the effect of environmental dielectric screening on the absorption spectrum, we calculate the absorption of bilayer MoS$_2$/MoSe$_2$ by two different methods. We note that the unit cells of the two monolayers are incommensurate and that this system requires hundreds of atoms to apply less than 1% to the layers. Such ab-initio calculations are consequently not possible with a full conventional BSE calculation. In the first step we simply calculate the BSE absorption spectrum of each freestanding monolayer and add the two absorption spectra. This is plotted in gray in fig. 3.8, where the spectrum is calculated with respect to their G0W0 quasi-particle band gaps. In the second method we calculate the BSE-QEH absorption spectrum of each monolayer including the dielectric screening from the other monolayer, as described above, and add them together. For this cases we also calculate the change of quasi-particle band gap of each layer with the G0W0-QEH method. The result is plotted in green in fig. 3.8. Considering the A and B exciton peaks of both layers we find a small redshift of the excitation energy compared to the freestanding monolayers as expected. Combining the screening of the exciton binding energy with the screening of the quasi-particle band gap from the G0W0-QEH method, we find a redshift of the energy of about 5 meV. Overall, the two spectra have a very high resemblance which suggests that the dielectric screening is close to constant for all states, in agreement with previous findings [122].

To this end we now compare the shift of the A exciton energy predicted by the MW-QEH and the BSE-QEH model. In fig. 3.9 we plot the change of the A exciton peak energy of the multilayer homostructure compared to freestanding monolayer for MoS$_2$ (black), MoSe$_2$ (blue), WS$_2$ (red), and WSe$_2$ (green), where the exciton binding energy is
Figure 3.9: Shift of the exciton energy ($\Delta E^{\text{exc}}$) of the A exciton for multilayer TMD van der Waals homostructures (2, 3, 4, 5, 10, 25, 75, 100 layers) relative to the exciton energy in the freestanding monolayer for MoS$_2$ (black), MoSe$_2$ (blue), WS$_2$ (red), and WSe$_2$ (green). This is shown where the screening of exciton binding energy is calculated with the MW-QEH model (top) and the BSE-QEH model (bottom). For all cases the screening of the quasi-particle energies is calculated with the G0W0-QEH model.

 evaluated with the MW-QEH model (top) and with the BSE-QEH model (bottom). In both cases the quasi-particle states are calculated with the G0W0-QEH method. With the MW-QEH model we generally find a blueshift of the A exciton energy for up to around 5 layers transitioning into a redshift thereafter and for MoSe$_2$ a blueshift up to many more layers. We stress this blueshift predicted by the MW-QEH model, for any number of layers, is in direct contrast to experimental data. The BSE-QEH model predicts a redshift of the exciton energy for multilayer TMD stacks for all number of layer that increases with the number of layers in agreement with experiments. The asymptotic bulk values for the redshift is close to the value shown at 100 layers.

While accurate experimental data on exciton redshifts in vdWHs is limited, two experimental studies on bilayer systems are of specific interest. From experimental data the exciton energy is known to redshift already comparing monolayer and bilayer TMD structures which is accurately predicted by the BSE-QEH method. In fact for bilayer MoS$_2$ a redshift of the A exciton of around 15 meV is found [82] (± 5 mev adjusting for the broadness of the peaks). We find a redshift of 11 meV and a blueshift of 12 meV with
the BSE-QEH and MW-QEH methods respectively. Similarly, for bilayer MoS\textsubscript{2}/WSe\textsubscript{2} a redshift A exciton in MoS\textsubscript{2} (WSe\textsubscript{2}) of 25 meV (20 meV) is found \cite{72} with an estimated error on both values around of around 10 meV. In comparison we calculated a redshift of 16 meV (19 meV) with the BSE-QEH method and a blueshift of 9 meV (4 meV) with the MW-QEH model. While a definite benchmarking of the BSE-QEH method is difficult it is clear that it accurately calculates exciton binding energies similar to the MW-QEH method and that it significantly improves upon the description of exciton energy shifts in vdWHs compared to the MW-QEH. It is also tempting to compare the asymptotic value of the redshift in fig. 3.9 \textit{i.e.} comparing the energy of the A exciton in the freestanding monolayer and in the bulk crystal. For MoS\textsubscript{2} we find this to be close to 60 meV with the BSE-QEH model and a slightly smaller redshift with the MW-QEH model. However such an analysis is difficult due to the discrepancy of available experimental data. Two independent studies report a monolayer to bulk redshift of the A exciton in multilayer MoS\textsubscript{2} of around 25 meV \cite{15} and 70 meV \cite{76}. While this offers only little possibility for accurate benchmarking we can conclude that the BSE-QEH (with the G0W0-QEH) model predicts a redshift within this range of values. While both models seem to predict monolayer to bulk exciton energy redshift in good agreement with available data, the main advantage in the BSE-QEH for calculation exciton redshift are for few-layer vdWHs where the MW-QEH model fails to predict the correct redshift.

We here include a brief comment on the apparent blueshift of the C excitons with BSE-QEH method (fig. 3.8) and the redshift of the C (or D) excitons found experimentally \cite{76}. The C exciton in the TMDs is an excitation around the \( \Gamma \)-point in the Brillouin zone. As we saw in fig. 3.2, multilayer vdWHs involving the TMDs exhibit very strong interlayer hybridisation effects on the quasi-particle energies close to and around the \( \Gamma \)-point. This means that to properly describe the redshift of the C exciton it is necessary to include a description of the interlayer hybridisation affecting the energies around the \( \Gamma \)-point.

As shown in fig. 3.8 it is possible to obtain intralayer absorption spectra with the BSE-QEH method. This enables an additional benchmarking test. Due to the enhanced dielectric screening in multilayer systems the oscillator strength of the exciton states is reduced \textit{per layer} in vdWHs, compared to the freestanding monolayer. This is shown in fig. 3.10 where the relative intensity (defined as the averaged integral over the peak relative to the freestanding monolayer) for multilayer MoS\textsubscript{2} is shown with experimental data in green triangles \cite{15} and values obtained from the BSE-QEH spectra in in black circles. The fit is better than what can be expected for most \textit{ab-initio} calculations, however it does show that the BSE-QEH model well captures the reduction in the oscillator strength for each monolayer in a vdWH. The oscillator strength of the A exciton is reduced to around 70\% of the value of the freestanding monolayer already for 5 layers and from fig. 3.9 it is expected that this value only saturates after a few hundreds layers.

Overall the BSE-QEH model present a strong tool for calculating exciton binding energies, but especially intralayer absorption spectra and redshifted exciton energies for vdWHs with an arbitrary number of layers. Because of the implementation flowchart
Figure 3.10: The oscillator strength of the A exciton per layer for multilayer MoS$_2$ normalised to the oscillator strength of the A exciton in freestanding monolayer MoS$_2$. The green triangles show the experimentally measured values [15] and the black dots are the BSE-QEH calculated values.

of the BSE-QEH model, calculating the intralayer part of the absorption spectrum of a $N$ layer vdWH stack requires $N$ BSE calculations for the freestanding monolayers. This is because the interlayer coupling algorithm takes up an insignificant amount of computational power. This means that the computational limitations of using the BSE-QEH model for vdWHs do not lie in the number of layers, but in the number of atoms in the unit cell of each freestanding monolayer. This enables accurate \textit{ab-initio} calculation of the absorption spectra at level of BSE for vdWH systems which have not been possible to carry out before with conventional many-body codes.

3.8 Screened Rydberg Series in 2D Materials

Up to now we have studied how the dielectric environment affects the quasi-particle energies and the A, B, and C excitons in 2D monolayers. The fact that the exciton energies can be well described by a numerical solution of hydrogen-like models suggest that the excitonic states share a greater resemblance with the hydrogen atom. This is indeed the case, considering the A exciton of monolayer MoS$_2$ this exciton has a Rydberg state of excitonic state, where the state with the lowest energy (\textit{i.e.} highest exciton binding energy), corresponds to the $n = 1$ state of the Rydberg state. In the previous chapters we have mainly considered the $n = 1$ state of the A, B, and C excitons since these have the highest oscillator strengths and therefore are most easily accessible to experimental measurements. In this chapter we will study the Rydberg series of the A exciton of the TMD monolayers and how this series is affected by its dielectric environment, \textit{i.e.} in a vdWH and on a dielectric bulk medium. At the end we will prove that, when the dielectric constant of the bulk substrate becomes very high and dominates the intrinsic dielectric screening of the 2D monolayer, the system enters a new dielectric screening
regime, where the exciton is overscreened in great contrast to the underscreened case known so far in 2D exciton physics (paper II and III).

In sections 3.6 and 3.7 we discussed how the exciton state can be modelled using a hydrogen-picture. This lead us to the Mott-Wannier model for computational feasible calculation of exciton energies by numerically solving an eigenvalue problem (eq. 3.64). However, given the great resemblance with the hydrogen atom it is worthwhile to study the analytic solutions to eq. 3.64. To arrive at an analytical expression for the allowed exciton energies in 2D, we follow the method similar to the derivation leading to eq. 3.63 for the hydrogen atom. Due to the 2D nature of the problem it has been shown, that the allowed states are half-integer values of \( n \) in eq. 3.63 [124], i.e. in 2D we have \( n \rightarrow n - \frac{1}{2} \). The form of the screened electron-hole interaction in the exciton Hamiltonian is discussed in section 3.6. The effective exciton dielectric function to enter this Hamiltonian is the integrated intrinsic 2D dielectric function over the extension of the exciton. In reciprocal space this is calculated as [90]:

\[
\epsilon_{\text{eff}} = \frac{a_R^2}{\pi} \int_0^{2\pi} d\theta \int_0^{1/a_R} dq q\epsilon(q) \tag{3.80}
\]

for an exciton confined to a 2D plane, where \( a_R \) is the exciton real space radius. Since \( a_R \) is itself a function of the effective exciton dielectric constant [124]

\[
a_R = \frac{3n(n - 1) + 1}{2\mu} \epsilon_{\text{eff}}, \tag{3.81}
\]

(here given for quantum number \( l = 0 \)) eq. 3.80 has to be solved self-consistently. In general the higher states in the Rydberg series have a larger spatial extension in real space (i.e. smaller extension in reciprocal space). Also, as shown earlier in contrast to the close-to-constant dielectric function in 3D the dielectric constant in 2D is a varying function of \( q \). This means that the exciton effective dielectric constant to enter the screened Coulomb interaction in the exciton Hamiltonian itself becomes a function of state index \( n \). Putting all this together it is evident that the 2D exciton version of the hydrogen Rydberg series (eq. 3.63) becomes:

\[
E_n = -\frac{\mu}{2\epsilon_n^2(n - \frac{1}{2})^2} \tag{3.82}
\]

where \( \epsilon_n \) is the exciton effective dielectric constant evaluated by eq. 3.80 for state \( n \). For the typical extension of excitons in \( q \)-space, which for the TMDs is typically up to around 0.15 Å\(^{-1}\), the 2D dielectric function felt by the exciton can be approximated as a linear function: \( \epsilon_{2D}(q||) \approx 1 + 2\pi\alpha||q|| \), where \( \alpha|| \) is the in-plane static polarisability of the 2D monolayer. Inserting this in eq. 3.80 the exciton effective dielectric constant for exciton state \( n \) takes the form [90]:

\[
\epsilon_n = \frac{1}{2} \left( 1 + \sqrt{1 + \frac{32\pi\mu\alpha}{9n(n - 1) + 3}} \right), \tag{3.83}
\]
With the state dependent exciton effective dielectric constant in eq. 3.83, eq. 3.82 gives the exciton binding energy for state \( n \). This has been shown to give results close to numerical solutions of the Mott-Wannier equation [90]. One consequence of the state dependent exciton effective dielectric function, that has been extensively studied in the previous literature, is that for a freestanding 2D monolayer, the relative decrease of the energy of the higher Rydberg states (compared to the 1s state), is lower than that of the bulk hydrogen Rydberg series [90, 21]. This is explained by the smaller extension in \( q \)-space of the higher Rydberg states leads to a lower exciton effective screening due to the positive slope of the dielectric function around \( q = 0 \) over the extension of the exciton wave function in reciprocal space. This is therefore a direct consequence of the linearly increasing screening in 2D (for small \( q \)) compared to the constant dielectric constant in the hydrogen model and in 3D bulk systems.

We will now in this thesis show that it is possible to generalise eq. 3.83 to include the effect of environmental dielectric screening, i.e. for instance the case of a 2D monolayer located on (or encapsulated between) a dielectric media. We will then show that this introduces a new dielectric screening regime of exciton physics in 2D where the slope of the exciton effective dielectric function changes sign at \( q = 0 \), and that this leads to underbound exciton states rather than overbound exciton states in the Rydberg series. To this end we consider a 2D monolayer located on a dielectric screening media with dielectric constant \( \kappa \) i.e. \( \epsilon_{\text{sub}}(q = 0) = \kappa \), where \( \epsilon_{\text{sub}}(q) \) is the full \( q \)-dependent dielectric function of the substrate. In this setup, the dielectric screening felt by the exciton is the intrinsic screening from the 2D monolayer plus an exponentially decreasing contribution from the substrate screening. The exponentially decreasing contribution from the substrate follows directly from the fact, that the charge distribution is strictly confined to the 2D monolayer and can be well described with an oscillating shape in-plane dependence: \( \rho(r, z) = e^{\alpha r^2} \delta(z) \), in polar coordinates with origen in the center of the 2D monolayer. It is easy to show that the electrostatic potential from this charge distribution decreases exponentially with \( q \) in the out-of-plane direction. To continue, we first calculate the effective dielectric function defined as \( \epsilon(q) = V(q)/W(q) \), projected onto the exciton wave function, where \( V(q) \) is the bare Coulomb interaction between the electron and the hole and \( W(q) \) is the screened Coulomb interaction between the electron and the hole. We calculate \( W(q) \) using the QEH model. The calculation of \( W(q) \) follows the method described in section 3.3 for vdWHs, i.e. by the method of image charges and contains the full \( q \)-dependent (bulk) contribution to the 2D monolayer dielectric function from the substrate. We do not include any frequency dependence in the dielectric matrix from the substrate. In fig. 3.11 we plot \( V(q)/W(q) \) projected onto the exciton wave function for three cases: freestanding WSe\(_2\) (black), WSe\(_2\) located on a substrate with \( \kappa = 4 \) (blue, S1), and WSe\(_2\) located on a substrate with \( \kappa = 26 \) (red, S2). The effective \( \kappa \), as plotted by the dashed lines, are then defined as: \( \kappa_{\text{eff}} = (1 + \kappa_{\text{sub}})/2 \). We will from now reference S1 and S2 as the weakly and strongly screening substrates respectively. For the freestanding 2D monolayer we find the well-known shape of the 2D dielectric function as discussed previously. When the monolayer is located on the weakly screening substrate we find that the dielectric function is still dominated by the
intrinsic 2D screening, however we now have that the $\epsilon(q = 0)$ limit differs from 1 as a consequence of the contribution from the substrate. When the monolayer is located on the strongly screening substrate the shape of the dielectric function differs significantly, most pronounced with the sign of the slope of $\epsilon(q)$ reversed around $q = 0$ and the exponential decrease of $\epsilon(q)$. In addition to the well-known 2D screening regime and bulk screening regime this substrate dominated regime introduces a new dielectric screening regime of exciton physics, and is a unique artefact of the 2D monolayer on a bulk dielectric. Below we will study the implications this screening regime has on the exciton physics. The grey lines in fig. 3.11 show the transition from the 2D screening regime to the substrate dominated screening regime. We stress that values chosen for $\kappa$ in fig. 3.11 are experimentally realisable values [26, 94].
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**Figure 3.11:** $q$-dependent dielectric function projected onto the exciton wave function for freestanding WSe$_2$ (black), WSe$_2$ on a weakly screening substrate (blue), and WSe$_2$ on a strongly screening substrate (red). The gray lines indicate the transition from one screening regime to the other and the horizontal dashed lines show the effective $\kappa$ as defined in the main text. This figure is taken from included paper II.

We now return to deriving an analytical model to calculate the exciton effective dielectric constant and exciton binding energies for the systems in fig. 3.11, to analytically
calculate the excitonic properties in the substrate dominated screening regime. Since the intrinsic substrate screening can be taken to be close to constant over the extension of the exciton wave function, we approximate the intrinsic contribution from the substrate as constant, $\kappa$. This means that the dielectric function in the 2D monolayer, over the extension of the exciton wave function, can be well approximated as:

$$
\epsilon(q) = 1 + 2\pi\alpha q + \kappa e^{-qd}
$$

(3.84)

where $d$ is the distance from the center of the 2D monolayer to its image charge in the substrate. To proceed we insert eq. 3.84 in eq. 3.80 to calculate the exciton effective dielectric function. It is straightforward to evaluate the integral to obtain:

$$
\epsilon_{\text{eff}} = 1 + \frac{4}{3}\pi\alpha \frac{1}{aR} - 2\pi\alpha^2 \left( \frac{d}{aR} + 1 \right) e^{-d/aR} + \frac{\kappa d^2}{2}.
$$

To find a closed analytical solution we realise that $aR$ is at least twice as big as $d$ (and for most states in the Rydberg much bigger). We therefore expand the exponential function to second order in $d/aR$. This leaves us with a polynomial function we can readily solve to obtain:

$$
\epsilon_n = \frac{1}{2}(1 + \kappa) \left( 1 + \sqrt{1 + \frac{8\mu(\frac{4}{3}\pi\alpha - \kappa d)}{(3n(n - 1) + 1)(1 + \kappa)^2}} \right).
$$

(3.85)

This expression is plotted in fig. 3.12 with full lines. In circles are plotted a numerical average of the dielectric functions in fig. 3.11 up to $1/aR$ obtained by self-consistently solving eq. 3.81 until convergence is achieved. For both models, the results is shown for the three screening regimes shown in fig. 3.11. As expected and explained above, we find a decrease of the exciton effective dielectric constant due to the negative slope of the dielectric function for a freestanding 2D monolayer (black) and for a 2D monolayer on a weakly screening substrate (blue). We find excellent agreement between the numerical solution and eq. 3.85. For the substrate dominated screening regime we find a qualitative and fundamentally different behaviour, where a higher exciton effective dielectric constant is found for the higher states in the Rydberg series. As the exciton wave function expands in real-space for the higher Rydberg states, the exciton wave function becomes more localised around $q = 0$, and consequently the exciton effective dielectric constant increases due to the negative slope of the dielectric function for the substrate dominated regime in fig. 3.11.

The result in fig. 3.12 introduces a new screening regime of exciton physics, where the relation between the dielectric screening of the exciton and the exciton extension is reversed compared the 2D screening regime and where the excitons become underbound opposite to overbound in the already known 2D screening regime. We are now ready to calculate the exciton binding energies for 2D materials on strongly screening substrates. We do this by numerically solving the 2D Mott-Wannier equation for the exciton binding energies, eq. 3.64, with the screened electron-hole interaction used to calculate the exciton effective dielectric function in fig. 3.11 i.e. including the substrate dielectric screening. This is done for the three systems discussed above and shown in fig. 3.13, where we plot the exciton binding energy for the Rydberg series normalised.
Figure 3.12: Exciton effective dielectric constant for state $n$ in the Rydberg series of the three systems shown in fig. 3.11, calculated numerically with the QEH model (circles) and from the analytical solution (full lines) to the exciton effective dielectric constant, eq. 3.85. The dashed lines show the $\kappa$ defined in the main text and also shown in fig. 3.11. This figure is taken from included paper II.

to the 1s exciton binding energy. The color coding follows that of figs. 3.11 and 3.12. In grey is shown the 2D hydrogen Rydberg series. For the freestanding 2D monolayer (black) we find the well-known non-hydrogenic Rydberg series [90, 21], where the excitons are overbound compared to the hydrogenic series. As a consequence of the increased exciton screening in the substrate dominated screening regime (red), the higher states in the Rydberg series become underbound. In the inset is shown the actual exciton binding energies on a logarithmic scale for the numerical solution to the Mott-Wannier equation (triangles) and from the analytical model, i.e. calculating the exciton binding energies from eq. 3.82 with the exciton effective dielectric constant from eq. 3.85 (empty circles). Similar to the exciton effective dielectric constants we find an excellent agreement between the numerical and analytical results. For the 1s states we find the largest discrepancy, as high as about 0.1 eV for the freestanding 2D monolayer (black) which was also found in the original work for freestanding 2D monolayers [90]. This can most
likely be subscribed to the linear approximation of the dielectric function being least accurate for the 1s state, since this has the largest extension in $q$-space. Furthermore, an additional error for the 1s state for systems including substrate screening could be expected since the expansion of $d/a_R$ in the derivation of eq. 3.85 is least accurate for this state, however we find the inaccuracy of the exciton binding energy of the 1s states to be dominated by the inherent inaccuracy of the linear approximation of $\epsilon(q)$.

Figure 3.13: Exciton binding energies, normalised to the 1s state, for the Rydberg series for the systems shown in fig. 3.11, calculated by numerically solving the Mott-Wannier equation with the screened electron-hole interaction calculated by the QEH model. The gray line shows the 2D exciton hydrogen series from which the non-hydrogenic behaviour of the 2D and quasi-2D systems is obvious. The inset shows the exciton binding energies on a logarithmic scale. Full triangles are values from the numerical solution of the Mott-Wannier equation (corresponding to the data in the main plot) and the empty circles are the binding energies obtained from the analytical model, eqns. 3.82 and 3.85. The color coding follows that of figs. 3.11 and 3.12. This figure is taken from included paper II.
We finally show that the new exciton screening regime is experimentally realisable and show that the transition from the non-hydrogenic to hydrogenic regime and onto the new screening regime, is well described by combining experimental and calculated exciton energies. To study this, in a joint experimental study monolayer WSe$_2$ has been grown on different substrates, ranging over quartz, HfO$_x$, hBN, encapsulated HfO$_2$, and In$_2$Se$_3$, with a wide spectrum of different $\kappa$-values. The 1s and 2s exciton energies were then determined from photoluminescence measurements. The experimentally determined 1s (black) and 2s (red) exciton energies are shown in fig. 3.14 (left). From the 2D and 3D hydrogen models it can easily be deducted that the exciton binding energy of the 1s state in the hydrogenic and non-hydrogenic series are then simply related to the difference in 1s and 2s exciton energy by: $E_b = 9/8\Delta E_{12}$ (hydrogenic regime) and $E_b = 2\Delta E_{12}$ (non-hydrogenic regime). In fig 3.14 (right) the exciton energies in the two screening regimes (determined from the experimentally determined 1s and 2s exciton energies) are plotted in orange and red. It is clear that the non-hydrogenic exciton binding energies are higher than the hydrogenic exciton binding energies due to the reduced screening in this regime. We now calculate the exciton binding energies by numerically solving a Mott-Wannier equation with the induced dielectric screening from the substrate, as outlined above. We do this for the systems studied experimentally and plot the calculated exciton binding energies in green in fig. 3.14. For small $\kappa$-systems we find that the calculated exciton energies lies close to the non-hydrogenic series and in between the two non-hydrogen and hydrogenic exciton series, resembling the 2D character of the exciton screening. For $\kappa$-values around 4-10 we achieve the hydrogenic series (i.e. the bulk screening regime) and for very high $\kappa$-values the calculated exciton energies are found below both the non-hydrogenic and hydrogenic screening regime and enters the new over-screened regime. The fact that the new over-screened exciton regime can be achieved experimentally opens new pathways for exciton physics and introduces a new world of manipulating excited states at the atomic level.

3.9 Interlayer Exciton in a 2D Heterostructure for IR Photodetection

We will now discuss the connection between the oscillator strength of an optical excitation and the peak of the excitation in the absorption spectrum. The oscillator strength is a measure of the transition probability for an electron between the initial state and the final state and it is calculated by taking the matrix element with the transition dipole moment operator. In a simple picture, multiplying the oscillator strength with the joint density of states essentially gives the peak height in the absorption spectrum for this transition. This means that the amplitude of an excitation peak can be altered by changing the joint density of states or the coupling parameter between the two states as stated by Fermi’s golden rule. While the former is determined from the electronic band structure the latter is known to have a strong dependence on a variety of factors.
Figure 3.14: Left: Experimentally determined 1s (black) and 2s (red) exciton energies obtained from photoluminescence spectra for WSe$_2$ on different dielectric substrates (see main text). Right: Exciton binding energies assuming a non-hydrogenic screening regime (orange) and hydrogenic screening regime (red) deduced from the experimentally determined 1s and 2s exciton energies. In green is shown numerically calculated exciton energies. This figure is taken from included paper III.

This includes the dielectric screening (as shown above) and the nature of the transition (momentum indirect transitions in general have lower oscillator strengths since it requires the simultaneous absorption of a photon and a phonon to account for the momentum conservation). Also, a larger spatial distance between the final and initial states in general lowers the coupling strength. This has huge implications for interlayer excitons which have much lower oscillator strengths and can be difficult to detect in many absorption measurements. Since the lowest bright energy transition in few-layer vdWHs is given by the energy of the lowest lying interlayer exciton makes only few vdWH interfaces possible candidates for IR photodetectors due to two reasons: 1) only few vdWH interfaces have a interlayer exciton energy in the IR region and 2) such an exciton state needs to have an exciton binding energy much higher than the room temperature and a high oscillator strength. Previous developed IR photodetectors either have an excitonic absorption peak in the mid-high IR spectrum or are not environmentally stable [125, 126, 48, 19, 103], and as such the need for a stable low-energy IR photodetector is of special interest.

We have shown that such a low IR photodetector with stable exciton states can be achieved at the heterointerface between WS$_2$ and few-layer HfS$_2$. This result is shown in paper IV, and here we will explain in greater details the peculiar mixed intra- and interlayer character of this exciton state and its relation to its oscillator strength. In fig 3.15 is shown the experimentally measured absorbance as a function of transition energy for various setups including monolayer WS$_2$ (blue filled), few-layer HfS$_2$ (open
red dots), the heterointerface between monolayer WS$_2$ and few-layer HfS$_2$ (open dark red) and bulk HfS$_2$ (dark red filled). The intralayer exciton peaks for both WS$_2$ and HfS$_2$ (irregardless of the specific system) is located around 2 eV. This is in agreement with our findings in the previous chapters, where we showed intralayer exciton energies are redshifted of the order of a few hundreds meV in vdWHs. For the heterointerface systems we in addition find a low lying exciton state located close to 0.2 eV. As we will discuss below this exciton has been determined to have a mixed intra- and interlayer exciton character and we calculate its exciton binding energy to be orders of magnitude larger than the room temperature energy as generally found in few-layer vdWHs.

By calculating the electronic band structure from DFT we find that the bilayer WS$_2$/HfS$_2$ has its CBM at the M-point (of the hexagonal Brillouin zone) purely localised on the HfS$_2$ monolayer. We find two close to degenerate VBM: one located at the K-point localised on the WS$_2$ monolayer and one at the Γ-point with joint weight on both monolayers. This gives two almost degenerate momentum indirect transitions: K-M and Γ-M and at a first hand it is not obvious if the peak around 0.2 eV in fig 3.15 is the result of a mix of both transition or only one of the transitions has a high enough oscillator strength to be observed in an absorption spectra measurement. An interesting aspect of the exciton peak at around 0.2 eV is that a reversed dependence on the dielectric environment is found compared to fig. 3.10: the amplitude of the absorbance peaks increases with the strength of the dielectric environment quantified by the number of HfS$_2$ layers.

To investigate this phenomenon we calculate the orbital character of the CBM state the M-point and the two (almost degenerate) VBM states at the K- and Γ-points. The
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**Figure 3.15:** Experimentally measured absorbance spectrum for monolayer WS$_2$ (open blue), 3 layers HfS$_2$ (open red), bulk HfS$_2$ (full red), heterointerface of WS$_2$ with 3 layers HfS$_2$ (open dark red) and with bulk HfS$_2$ (full dark red). This figure is taken from included paper IV.
state at the M-point in the conduction band is solely located on the HfS$_2$ layer, however with mixed orbital presence of both Hf $d$- and S $p$-orbitals. For the K-point we find that this state is on the other hand solely located on the $d$-orbital of W which is not surprising from our previous knowledge about the TMD monolayers. A clue to our investigation now arises by considering the Γ-point. From our studies of multilayer TMD structures (in the previous sections and in following chapter 4) we know that a significant interlayer orbital hybridisation is affecting the energies around the Γ-point with joint orbital character of the $d$-orbitals of the transition metals and $p$-orbitals of the chalcogenides atoms in both layers resulting in an interlayer hybridised state at the Γ-point. We find that the weight on the S ($p$) on the HfS$_2$ layer increases with the number of HfS$_2$ layers. The Γ-M exciton can evidently be regarded as a hybridised exciton with both inter- and intralayer character and that the degree to which it resembles an intralayer exciton depends on the number of HfS$_2$ layers. We stress that the orbital character of the K-point remains purely of W ($d$) character independently of the number of HfS$_2$ layers. This together with fact the M-point also have a S ($p$) orbital character can explain why this transition can have an oscillator strength comparable to that of intralayer excitons and explains why the peak amplitude increases with number of HfS$_2$ layers in the measured absorbance spectrum. We stress that this does not rule out that the peak around 0.2 eV does not have a contribution from the K-M transition.

To the extent of the author’s knowledge the study of vdWHs build with TMD monolayer based on transition metals with few electrons in the $d$-orbitals (Hf, Zr, Ti, Sc etc.) have received only scant attention in the recent years. The above study suggests that it is possible to utilise the presence of orbitals localised on the halogen/chalcogenide atoms in the valence band edge states to achieve interesting interlayer hybridised states with a stronger interlayer coupling strength, than the well-explored TMD monolayers based on V, W, Mo, Pt, Pd, Cr and etc. This could possibly lead to the development of more
devices in the IR and optical spectrum not only limited to photodetectors. The suggested IR photodetector has a tunable peak position of the IR exciton peak which can be predictably manipulated with the number of HfS$_2$ layers of about 150 meV as shown by both calculations and experiments with a strong oscillator strength over the full range of few layers to bulk form. It can be hypothesised that the strong oscillator strength, even with bulk HfS$_2$ is only related to the first 5-10 HfS$_2$ over which the electron wave function is distributed. If this is true, it means that one could potentially replace the remaining HfS$_2$ with monolayers with a higher dielectric screening potential to achieve a further tuning of the exciton energy and reach even lower excitation energies.
As we saw in chapter 3, extensive studies of the quasi-particle and excitonic states of many vdWHs can be carried out, without including a detailed and correct description of the interlayer orbital hybridisation. However, even though vdWHs are indeed characterised by a weak interlayer interaction, and thus a weak interlayer orbital hybridisation, it is becoming increasingly important to understand and calculate this effect accurately. This is especially highlighted by the recent discovery of the onset of superconductivity in bilayer graphene \[12\] and interlayer hybridised exciton states in vdWHs \[3\]. In section 4.1, we will discuss the difficulties of correctly calculating interlayer orbital hybridisation effects in vdWHs, and why such effects are not even accurately described by the state-of-the-art G0W0 formalism presented in chapter 3. This is mainly due to the fact that the G0W0 formalism adopts the (possibly wrong) band line-up description provided by conventional DFT methods. In this chapter we will show how this effect can be properly calculated and implemented into GPAW, by an efficient computationally cheaper scheme. We will denote this developed method the ‘LCAO Scissors-operator (LCAOS) method’ and it is in this thesis implemented into the QEH model. This redefines the QEH model to both include interlayer dielectric screening and interlayer orbital hybridisation and charge transfer effects, such that excited state properties can now efficiently be calculated for multilayer vdWHs including interlayer hybridisation effects. In section 4.2 the new, redefined QEH model, is then, in combination with the G0W0(Γ) and BSE-QEH methods, applied to calculate exciton energies in vdWHs. With the use of the redefined QEH model, it is now possible to split the exciton energies in vdWHs into its components i.e. the renormalisation of the exciton energies due to dielectric screening, interlayer hybridisation, charge transfer, bulk substrate effects etc., to better understand the nature of the lowest excitonic states in vdWHs. By comparing our calculated exciton
energies for a set of vdWHs to a large library of intra- and interlayer exciton energies obtained from the literature, we benchmark to what accuracy ab-initio calculations can be expected to fit with experimental values. These results are mainly presented in paper V, and section 4.2 outlines some of the main results of this work and shows an example of the calculated twist-angle dependency of exciton energies on interlayer hybridisation effects.

4.1 Calculation of Interlayer Hybridisation Effects in van der Waals Heterostructures

In chapter 3 we studied how the quasi-particle energies and exciton energies are influenced by the dielectric screening from the environment due to the non-locality of the dielectric function. However, even though the interlayer interaction between the 2D monolayers in a vdWH is of van der Waals character, it is well-known that in some systems there can be a substantial interlayer hybridisation of the wave functions which leads to a significant renormalisation of the quasi-particle and exciton energies in parts of the Brillouin zone. Examples of this include the strong interlayer hybridisation around the \( \Gamma \)-point for MoS\(_2\) transitioning from monolayer to bulk \([122]\) shifting the direct band gap at the K-point to an indirect band gap from the \( \Gamma \)-point to the K-point. Other examples include the twist-angle dependent exciton hybridisation for bilayer TMDs \([3]\) and the magic-angle superconductivity for bilayer graphene at a twist-angle close to 1.1 degrees \([12]\). Before we discuss how the interlayer hybridisation can be accurately modelled we must first understand what is meant by accurately. In experiments measuring the electronic band structure and exciton energies, it is not possible to disentangle the different contributions from environmental screening, interlayer wave function hybridisation, interlayer charge transfer, and other effects, but merely to measure single excitation energies. We therefore do not have any reliable experimental values to benchmark the disentangled effects against and we are left to benchmark against numerical methods. In the literature it is common to rely on the G0W0 (or self-consistent GW) approximation to give the best possible description of the electronic band structure. However, a full G0W0 or self-consistent GW description for most vdWHs is not possible (which is the very reason for the need of the QEH model) and such methods are therefore not an obvious choice for benchmarking. The G0W0 approximation also fails to properly describe the interlayer hybridisation, as we will return to below, eliminating this method for benchmarking. The obvious choice is therefore to use numerical methods with less computational cost and less numerical accuracy, that calculates the interlayer interaction self-consistently. We settle on benchmarking the model we develop below against self-consistent HSE calculations.

We can understand the idea of the LCAOS method by realising that GGA calculations include the effect of interlayer hybridisation self-consistently, and since the GGA is an inherent single-particle description it does not contain the many-body dielectric
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Figure 4.1: Illustration of an example band line-up of the valence band maximum (VBM) and conduction band minimum (CBM) for two 2D monolayers, predicted by DFT (left) and by the GW approximation (right). As discussed in the main text, the poor description provided by most DFT functionals of the electronic band gap leads to a poor description of the predicted band line-up, and therefore a wrong description of interlayer orbital hybridisation. In the given example the DFT description predicts a strong interlayer orbital hybridisation while the self-consistent GW description predicts little to no interlayer orbital hybridisation. The dashed lines indicate the Fermi levels.

screening outlined in the first sections of chapter 3. Therefore it is possible to isolate the interlayer charge transfer and hybridisation effects from such calculations by comparing the electronic band structure of the vdWH to GGA calculated electronic band structures of the freestanding monolayers. However, as simple as this idea is, it will in general not give a proper description of the interlayer orbital hybridisation as illustrated in fig. 4.1. It is well-known that GGA heavily underestimates the electronic band gap and consequently the exact position of the VBM and CBM relative to vacuum. As illustrated, the band line-up will in some cases lead to the GGA calculation overestimating (this is the example shown in fig. 4.1) or underestimating the interlayer hybridisation compared to a self-consistent many-body description. We therefore seek a method, where we do a self-consistent GGA calculation for the vdWH, with a set of scissors-operators in the self-consistent loop, to start from the many-body quasi-particle band line-up (relative to vacuum). In this way, it is possible to self-consistently calculate the interlayer orbital hybridisation for the vdWH starting from the correct many-body band line-up. As outlined in section 2.3, GPAW supports three different modes for electronic structure calculations: a plane-wave based description (PW), a basis set based description (LCAO), and a finite-difference (FD) method. While all three modes are suitable for the desired implementation, the supercells describing multilayer vdWHs and even twisted bilayers contain hundreds (or thousands) of atoms and, of the three modes, LCAO is able to carry out converged calculations for the largest supercells within GPAW. We therefore pursue the implementation of the method within the LCAO mode.
In the meantime, a derivation of the implementation scheme for a state-dependent 
(k-point, band) scissors-operator in PW mode is presented in appendix C. Here an 
analytical expression for the correction matrix to the DFT Hamiltonian is derived, to achieve 
the desired eigenvalue corrections for all states, only based on freestanding monolayer 
eigenvalues. We will not follow this approach further, but the method is presented in 
appendix C in case it will be found useful for future studies.

Within the framework of LCAO we consider the LCAO eigenvalue problem in eq. 
2.31. Our aim is to apply a constant scissors-operator to both the occupied and un-
occupied states, where the constant scissors-operator can be different for the occupied 
and unoccupied states, to match the G0W0(Γ) quasi-particle band edges. In addition, 
we want to do this for all monolayers in the vdWH of consideration, where the scissors-
operator for occupied and unoccupied states can also differ from layer to layer. If we 
add a correction to $\hat{H}_{\mu\nu}$ in eq. 2.31: $\hat{H}_{\mu\nu} \rightarrow \hat{H}_{\mu\nu} + \hat{H}^S_{\mu\nu}$ (where 'S' is short for 'scissors-
operator'), this gives a correction to the eigenvalues of: $\Delta E_n^S = \sum_{\mu\nu} S_{\mu\nu} c_{\mu n} \hat{H}^S_{\mu\nu} c_{\nu n}$. In 
other words, it is possible to find a correction to the LCAO Hamiltonian, $\hat{H}_{\mu\nu}$, defined 
from the desired corrections to the eigenvalues of states $n$. In practice, we define a con-
stant eigenvalue shift for both the occupied and unoccupied states for each layer in the 
vdWH of consideration (i.e. the number of corrections equal two times the number of 
layers in the vdWH). For a single monolayer, the eigenvalue corrections to the occupied 
and unoccupied states are defined as the difference between the eigenvalue of a specific 
state obtained from a LCAO calculation for the freestanding monolayer and the desired 
eigenvalue for the same state (this could for instance be defined as the difference between 
the LCAO and G0W0 eigenvalue at the VBM (CBM) at the K-point in the Brillouin 
zone for the occupied (unoccupied) states). The desired eigenvalues will in this study in 
practice be given by G0W0(Γ) quasi-particle energies for the freestanding monolayers. 
When all energy corrections ($\Delta E_n^S$) have been defined, the corresponding Hamiltonian 
corrections are determined from the above definition of the correction Hamiltonian, and 
an LCAOS calculation is performed for the full vdWH, where the determined Hamilton-
ian corrections are added and projected onto the wave functions of the layer it should 
be applied to. This is in practice done from the available wave functions from the free-
standing monolayer calculations. This defines what we will label as the LCAOS method 
in the remaining. The proposed method enables us to carry out calculations for up 
to more than 1000 atoms and to correctly assess the effect of interlayer hybridisation 
and charge transfer, by studying the interface self-consistently from the G0W0(Γ) band 
line-up, and by applying a minimal strain to the monolayers. Such calculations cannot 
be performed with conventional many-body ab-initio methods and thus, this approach 
offers a unique tool with the already existing QEH model for calculating interlayer dielec-
tric screening and the BSE-QEH model developed in the chapter 3 to calculate exciton 
binding energies in vdWHs irregardless of the number of layers and/or twist-angles. Fur-
thermore the method can effectively be utilised in combination with the big library of 
G0W0 quasi-particle energies available in C2DB.
We stress that we find little-to-no difference between the eigenvalues near the Fermi level of interest for the usual class of TMD structures between the LCAO, FD, and PW modes in GPAW. Below we will present a benchmarking study of the proposed method and then apply it to multilayer- and twisted vdWHs in combination with the already existing QEH model and the MW-QEH and BSE-QEH models for calculating exciton energies in these structures.

We benchmark the LCAOS method against self-consistent calculations with the hybrid functional HSE and consider bilayer MoS$_2$ (in the AB-stacking configuration) as a first test system to avoid an initial erroneous description of the band line-up, since PW HSE is the highest level of self-consistent computational theory we can apply reliably to few-atoms vdWHs. In practice, this is done by first performing a self-consistent HSE calculation and LCAO calculation for freestanding monolayer MoS$_2$. The LCAO and LCAOS calculations are performed with the PBE functional. The difference between the valence- and conduction band edges for the two calculations at a chosen point in the Brillouin zone (here the K-point), defines the scissors-operator for the valence- and conduction states respectively. Next, we perform a LCAOS calculation with this defined scissors-operator for bilayer MoS$_2$ and compare to the self-consistent HSE calculation for the same system. The result is shown in fig. 4.2 (left) where the HSE band structure for bilayer (monolayer) MoS$_2$ is shown in black (grey) and similarly the LCAOS (LCAO) band structure for bilayer (monolayer) MoS$_2$ is shown in red (blue). Overall we find an excellent agreement between the HSE and LCAOS band structures for bilayer MoS$_2$. We first notice the lack of interlayer hybridisation effects at the K-point for both the valence and conduction band in both methods where the bilayer states coincide with the monolayer states for the HSE calculation and the LCAOS calculation agrees with the self-consistent HSE calculation. Furthermore, the well-known effect and size of interlayer hybridisation on the valence state energies around the $\Gamma$-point is also well-described by the LCAOS method and so is the downshift of the conduction band between the K- and $\Gamma$-point. The LCAOS method accurately describes the magnitude of the hybridisation around the $\Gamma$-point leading to the direct to indirect band gap transition well-known for the transition from monolayer to bilayer MoS$_2$ [82]. A few features are not well captured, for instance are the energies of some of the lower valence states between the K- and $\Gamma$-point overestimated by the LCAOS method. This effect is found even for freestanding TMD monolayers by comparing GGA band structures (in both PW and LCAO mode) and G0W0 quasi-particle energies, suggesting that this is an inherent self-energy effect not related to the interlayer interaction. Despite this, the overall resemblance between the HSE and LCAOS band structures shows the high accuracy and proficiency of the proposed LCAOS method.

At the interface between any two 2D materials (and throughout a vdWH independent of the number of layers) the states in all layers will line up with respect to a common Fermi level. Since the position of the Fermi level of the freestanding monolayers in general will be different relative to the vacuum energy, a finite interlayer charge transfer from one layer to the other(s) is therefore required to restore a common Fermi level for the combined system. The interlayer charge transfer will set up small interface dipoles...
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Figure 4.2: Left: band structure of bilayer MoS\(_2\) calculated with two different methods: PW HSE (full black) and LCAOS PBE (dotted red). In dotted blue is shown a LCAO PBE calculation for monolayer MoS\(_2\) and in full grey the monolayer MoS\(_2\) PW HSE calculation. All calculations are performed fully self-consistently. Right: energy shift of band edge states located on Mo at the K-point (\(E^{\text{CT}}\)) for 3 different bilayer systems: MoS\(_2\)/CrS\(_2\) (black), MoS\(_2\)/WSe\(_2\) (purple), and bilayer MoS\(_2\) (red) plotted against the difference in the position of the Fermi level for the two freestanding monolayers. This is shown in black for bilayer MoS\(_2\) with the LCAOS PBE method and in red circles (triangle) ((diamond)) for MoS\(_2\)/CrS\(_2\) with the LCAOS PBE (PW PBE) ((PW HSE)) method. Finally for MoS\(_2\)/WSe\(_2\) the calculated value in Ref. [75] (purple triangle) is compared to a LCAOS PBE calculation (purple circle).

which give a shift of the states located on the different layers relative to each other. This effect is obviously not found at homointerfaces such as bilayer MoS\(_2\), and thus not present in fig. 4.2 (left), but will in general be present at any heterointerface. To study how well the LCAOS method describes the interlayer charge transfer we set out to study a set of bilayer systems: bilayer MoS\(_2\), MoS\(_2\)/CrS\(_2\), and MoS\(_2\)/WSe\(_2\). The last system has previously been studied in Ref. [75]. We note in passing that the two latter systems are not lattice matched and a small strain is applied to the two monolayers to match them in a minimal unit cell, however this does not influence the validity of the test as long as both the bilayer and freestanding monolayer systems are considered with the same lattice constant and bond lengths. For the 3 systems we calculate the offset of the band edges at the K-point (relative to the freestanding monolayer band edges) due to the interlayer charge transfer (\(E^{\text{CT}}\)) which is plotted against the Fermi level difference of the freestanding monolayers in fig. 4.2. We utilise the flexibility of the LCAOS method and determine \(E^{\text{CT}}\) over a range of different Fermi level line-ups, i.e. different scissor operators are applied to achieve a set of artificial Fermi level differences, and we then evaluate \(E^{\text{CT}}\) for each configuration by direct calculation. The result for bilayer MoS\(_2\) is shown in black and defines a reference for comparison for the
heterointerfaces. For bilayer MoS$_2$ we find a linear relation between the Fermi level difference and the shift of the band edge at the K-point. In red we show the calculated values for bilayer MoS$_2$/CrS$_2$. The interesting aspect of this system is that the PW PBE method (red triangle) and PW HSE calculation (red diamond) predict a significantly different Fermi level difference (offset) for the freestanding monolayers and as can be seen consequently also a significantly different interlayer charge transfer. We note here that the Fermi level of MoS$_2$ in both cases reside above that of CrS$_2$ such that a charge transfer from the MoS$_2$ layer to the CrS$_2$ layer is expected. We now artificially vary the band line-up of this system with the LCAOS method and calculate the band offset (red circles). While the LCAOS method overestimates the interlayer charge transfer, it gives an overall good description of the two cases and follows a similar trend to bilayer MoS$_2$. The magnitude of transferred charge at a given Fermi level difference is influenced by a set of different parameters such as the interlayer distance, the difference in electronagativity between the atoms of the two layers, etc. Comparing bilayer MoS$_2$ and bilayer MoS$_2$/CrS$_2$ we find an insignificant difference in the interlayer distance, however since Mo has a considerably higher electronegativity than Cr it seems reasonable that we find a smaller charge transfer in MoS$_2$/CrS$_2$ compared to bilayer MoS$_2$. Finally we consider MoS$_2$/WSe$_2$ where the interlayer charge transfer has previously been studied [75], and it was in fact shown that the band offset only weakly depends on the applied strains. The result of Ref. [75] is shown with a purple triangle (performed with the PW PBE functional) and the LCAOS result is shown with a purple circle; also here an excellent agreement is found. In summary, with the available calculated and obtained data, we find the LCAOS method gives a very good description of the band offset due to the interlayer charge transfer by comparing to PW PBE and PW HSE calculations. This method can readily be combined with the dielectric screening effects already contained in the QEH model and the BSE-QEH developed in chapter 3 to accurately calculate quasi-particle and exciton energies in vdWHs, to enable accurate calculation of states strongly affected by interlayer hybridisation effects.

We now change gears and study a heterointerface in greater detail and to directly extract the effect of interlayer orbital hybridisation and charge transfer effects on the quasi-particle energies. To do this we consider bilayer MoS$_2$/WS$_2$. We calculate the LCAOS band structure with the scissors-operator defined in terms of the LCAO and G0W0$\Gamma$ band edges at the K-point for the freestanding monolayers. We note in passing the G0W0$\Gamma$ calculation have been carried out based on PBE eigenvalues and norm-conserving PAW setups. The results can be found in fig. 4.4 (left) where the LCAOS band structure is shown in red for the bilayer and the sum of the freestanding monolayer LCAO band structures are shown in blue. The freestanding monolayer LCAO band structures have been artificially shifted to match the G0W0$\Gamma$ band edges after calculation. We now define the effect of interlayer orbital hybridisation and charge transfer on the band structure energies as the difference in energy of each state in the bilayer configuration compared to the state of the freestanding monolayer. This definition is well-defined for states with little-to-no interlayer orbital hybridisation, where the state in the bilayer can be projected onto one of the monolayers. However for mixed states, for
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Figure 4.3: Left: band structure of MoS\textsubscript{2}/WS\textsubscript{2} calculated with the LCAOS PBE method (red). In blue is shown the sum of the band structures of the freestanding monolayers calculated with LCAO PBE, which is shifted with the same scissors-operators as the LCAOS calculation after the monolayer calculations have been performed. The scissors-operator is defined from the G0W0 band edges at the K-point. Right: the derived interlayer hybridisation and charge transfer effect on the two valence (bottom) and two conduction (top) bands defined as the difference in the monolayer (\(E^{\text{mono}}\)) and bilayer (\(E^{\text{bi}}\)) eigenvalues. The conduction bands are shifted +0.5 eV for clarity. See main text for the definition of the projection of each state onto one of the two monolayers. The numerical disturbances are due to band crossings.

instance for the valence states around the \(\Gamma\)-point, this definition bares little meaning and we simply assign each state to one of the monolayers. In the further analysis in the rest of the chapter we however keep in mind that both layers are subject to the splitting due to hybridisation for these states. The result of this analysis is shown in fig. 4.3 (right), where the effect is shown for the two valence- (bottom) and conduction (top) bands. The small disturbances close the K- and \(\Gamma\)-point arise from band crossing effects. This enables us, for the first time, to quantify and extract the effect of interlayer orbital hybridisation and charge transfer explicitly. As expected we find a large splitting of the valence bands around the \(\Gamma\)-point where the effect on the quasi-particle energies is close to three times the effect of the (almost constant) interlayer dielectric screening effect. We also find a significant effect of orbital hybridisation between the K- and \(\Gamma\)-point for the conduction bands. The interlayer charge transfer gives a small constant shift of about 0.02 eV down (up) for the WS\textsubscript{2} (MoS\textsubscript{2}) monolayer consistent with the Fermi level for freestanding monolayer MoS\textsubscript{2} is found to be located below the Fermi level of freestanding WS\textsubscript{2} in the G0W0\(\Gamma\) description. It is here evident that the interlayer charge transfer does not affect the intralayer exciton energies, but increases the interlayer exciton energy. On the other hand, the effect of orbital hybridisation significantly reduces the momentum indirect exciton energies involving the valence \(\Gamma\)-point.
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Figure 4.4: Left: quasi-particle energies for MoS\(_2\)/WS\(_2\) obtained with the G0W0\(\Gamma\)-QEH model showing the sum of the quasi-particle energies of the freestanding monolayers (\(E^{\text{mono}}\), black), including the interlayer screening from the QEH model (\(E^{\text{scr}}\), red), and including both dielectric screening and the interlayer orbital hybridisation effects (\(E^{\text{hyb}}\), green). Right: full G0W0 calculation for the same structure based on PW PBE eigenvalues. Note both calculations are shown without the effect of spin-orbit interaction for clarity. A similar full G0W0 calculation can be found in fig. 3.2 including spin-orbit interaction. The comparison between the left and right figures and to fig. 3.2 also allows us to see the effect of the vertex correction. The same color coding as fig. 3.2 is used in this plot. Note that less conduction bands are included in the full G0W0 calculation than in the G0W0\(\Gamma\)-QEH calculation. The left figure is taken from the included paper V.

We remind ourselves that the G0W0(\(\Gamma\))-QEH model introduced and used in chapter 3 only includes the effect of interlayer dielectric screening. We are now in a position where we can expand upon the G0W0(\(\Gamma\))-QEH model by including the effect of interlayer hybridisation and charge transfer in vdWHs, through the quantification of this effect in fig. 4.3 (right). To take this into effect, in fig. 4.4 (left) we show the sum of the G0W0\(\Gamma\) quasi-particle energies of the freestanding monolayers: MoS\(_2\) and WS\(_2\) in black. In red we have added the, almost constant, effect of the interlayer dielectric screening to the quasi-particle energies, and finally in green we have also added the effect of interlayer orbital hybridisation and charge transfer for the 2 top (bottom) valence (conduction) bands from fig. 4.3, as calculated by the redefined QEH model.

This disentangling of the dielectric screening, interlayer hybridisation, and charge transfer effects redefines the QEH model. It enables us to accurately describe quasi-particle states in vdWHs subject to a significant interlayer orbital hybridisation and in detail examine which effect(s) the renormalisation of quasi-particle energies can be subscribed to in vdWHs in different parts of the Brillouin zone. This tool can serve as a valuable method to understand and learn from complex vdWH interfaces and not only
answers the question: "what happens" upon interface line-up, but also "why it happens". The calculated G0W0-Γ-QEH band structure is shown together with a full G0W0 calculation for bilayer MoS$_2$/WS$_2$ to the right in fig. 4.4. We note this comparison also allows to see the effect of the vertex correction and norm-conserving PAW setups by also comparing to fig. 3.2. The effect is especially notable for the broken degeneracy of the CBM by performing the calculation with norm-conserving PAW setups and applying the vertex correction. While the resemblance between the two quasi-particle band structures is rather large, we stress that it is to this point not possible to define what is the correct quasi-particle band structure for bilayer MoS$_2$/WS$_2$. This is because while the G0W0-Γ-QEH model gives a better description of the interlayer orbital hybridisation and charge transfer it lacks a proper description of how the GW self-energy correction is influenced by a better description of the band line-up. On the other hand, the description of the interlayer hybridisation in the full G0W0 is inherited from the (possibly) wrong band line-up provided by the PBE calculation. In future studies it will be interesting to see how the LCAOS method can be used in combination with full G0W0(Γ) calculations to give a better guess at the initial band line-up and act as a pre-self-consistent loop to correct the main flaw of the G0W0(Γ) formalism.

4.2 Benchmarking Ab-Initio Calculated Exciton Energies in vdWHs against Experiments

In recent years vast efforts have been put into determining exciton energies in mono- and few-layer vdWHs as accurately as possible. This has been done theoretically using computationally heavy methods such as the G0W0 and the BSE approximations and experimentally with for instance absorbance and photoluminescence experiments. Experimentally the field has moved into studying the effect of relative twist-angles between neighbouring monolayers on the electronic and optical states [3, 72, 12] and very accurate experiments, down to the meV range, have been carried out to determine the small redshift of exciton energies in vdWHs discussed in relation to the BSE-QEH model in chapter 3. It is indeed important to keep pursuing to fine tune both experimental and theoretical methods, however a direct comparison between the exciton energies obtained within the two fields is not straightforward. This is because while computationally heavy ab-initio methods are usually performed for idealised structures, for instance a freestanding bilayer, possibly with applied strain to the monolayers and without temperature effects, experiments are usually carried out with the presence of a supporting substrate, at a finite temperature, and possibly a finite relative twist-angle between the two monolayers, which cannot be modelled by computationally heavy ab-initio many-body methods. Furthermore, when applying ab-initio methods the researchers always know which quasi-particle states they are talking about, while in experimental studies
it is often difficult to obtain other information than only the transition energies. The situation is further complicated by the fact that the optical transitions that can be optically measured in an experiment heavily rely on the quality of the interface(s) and can as such be difficult to reproduce. It is evident that a systematic study on how the mentioned effects affects the \textit{ab-initio} calculated exciton energies is needed.

To shine light on this issue we have calculated the lowest lying exciton energies for a set of bilayer TMD structures. We do this by utilising the BSE-QEH model (and the MW-QEH model for interlayer and finite momentum intralayer exciton binding energies) and the G0W0-QEH, including the developed method for obtaining the correct interlayer hybridisation and charge transfer from section 4.1. We are now able to not only accurately calculate exciton energies, but also disentangling and quantifying the contribution of interlayer dielectric screening, interlayer hybridisation, charge transfer, substrate, and twist-angle effects on each of the lowest lying exciton states, in the spirit of fig. 4.4 (left). This is a strong tool to understand the nature of the lowest optical transitions in few-layer vdWHs and to understand the discrepancy found between state-of-the-art \textit{ab-initio} calculations and experimental measurements. To carry out a proper comparison to experiments the calculated exciton energies are compared to a large library of experimentally measured exciton energies from literature (which can be found in paper V). The discrepancy between different measurements (in different experimental studies) of the same exciton state for the same system quantifies the deviation that can be expected within experimental setups and evidently gives the lowest accuracy that can be expected for \textit{ab-initio} methods. This is here modelled by the standard deviation of all experimental measurements (in the library of experimental studies) of the same exciton state.

The study not only addresses to which accuracy \textit{ab-initio} calculations and experimental measurements can be expected to agree, it also supplies a valuable "hand-book" for both experimentalists and theoreticians to see how large specific physical effects can be expected to be when calculating, measuring, and comparing exciton energies between different studies. Here we will comment on some of the key details to understand the complex nature of exciton energies at heterointerfaces. The detailed results can be found in paper V.

We start out by considering how the relative twist-angle between two monolayers in bilayer TMDs affects the exciton energies. When the monolayers are rotated relative to each other the dielectric screening remains close to unchanged while the interlayer orbital hybridisation can be significantly affected since only the latter involves the spatial orbital overlap of the orbitals confined to each monolayer. For few-layer vdWHs with degenerate intra- and interlayer exciton energies, it has recently been shown experimentally that the exciton energies are twist-angle dependent [3], as shown in purple in fig. 4.5, where the experimentally measured lowest energy K-K exciton is plotted for MoSe$_2$/WS$_2$. To assess this feature computationally we calculate the quasi-particle band structure of MoS$_2$/WS$_2$, where we find both the K-K and $\Gamma$-K lowest energy quasi-particle transitions to host close to degenerate intra- and interlayer exciton states. We
calculate this for a range of relative twist-angles using the G0W0-QEH model (with the interlayer hybridisation derived from the LCAOS method) and plot the (electronic) quasi-particle band gap (full circles) in fig. 4.5. The empty circles are LCAO-PBE calculations i.e. within the single-particle picture without applying a scissors-operator to correct the band line-up. We stress the experimentally measured exciton energy is for a different system than the one we calculate here, but it is shown to illustrate the twist-angle dependent effect found experimentally for bilayers with degenerate intra- and interlayer exciton energies (at this point it was not possible to obtain calculated twist-angle dependent quasi-particle energies for MoSe$_2$/WS$_2$, but we note this is work in progress). We note again that all reference to the G0W0-QEH model from now includes the description of the interlayer hybridisation and charge transfer presented in section 4.1. In fig. 4.5 we show the calculated smallest quasi-particle (QP) gap in MoS$_2$/WS$_2$ for the two transitions hosting degenerate transitions: the direct band gap from K-K (black) and the indirect band gap from $\Gamma$-K (green). We start by considering the calculated (with the G0W0-QEH method) quasi-particle energies and find the $\Gamma$-K quasi-particle band gap to be the lowest quasi-particle band gap independent of the twist-angle, however the figure excellently illustrates the care that must be taken when assigning exciton energies to specific transitions in the band structure. As an example, consider a PL measurement performed on MoS$_2$/WS$_2$ finding an exciton energy of 2.2 eV (minus the exciton binding energy). Given the uncertainty in most experimental setups the measured energy can be ascribed to all three transitions in the Brillouin zone shown in fig. 4.5. If the layers are rotated by about 10 degrees the conclusion would incorrectly state that the lowest lying interlayer exciton has an energy almost 150 meV higher than the ab-initio calculated value at a 0 degrees twist-angle. This underlines the important care that must be taken when comparing exciton energies between different studies. We now rest a second with the peculiar dependence on the twist-angle for the direct band gap and the $\Gamma$-K gap. When the two unit cells are rotated relative to each other, both band gaps shifts up about 100 meV relative to the aligned bilayer. This shift is close to constant over the full range of rotation. As mentioned, previous experimental work have reported a similar observation for exciton energies in TMD bilayer systems having close to degenerate intra- and interlayer excitonic states, which has been explained by an inter-exciton hybridisation effect. It is therefore interesting that we find this effect for MoS$_2$/WS$_2$ where we indeed predict both the K-K and $\Gamma$-K quasi-particle transitions to host close to degenerate intra- and interlayer exciton states. On the other hand, when the interlayer hybridisation is derived from a LCAO PBE calculation (empty black circles), the lowest energy transition shows an opposite dependence on the twist-angle. In this case, where no scissors-operator is applied, the intra- and interlayer band gaps are not nearly degenerate. Consequently, within a standard LCAO description we find a weaker interlayer hybridisation around the $\Gamma$-point (open circles) compared to the LCAOS method (full circles). The result in fig. 4.5 suggests that the experimentally observed effect can to some extent be understood already from the hybridisation effect on the quasi-particle band structure. If we examine the LCAO and LCAOS results in greater detail we find that in the LCAOS calculations the opening of both the K-K and $\Gamma$-K quasi-particle gaps results from a downshift of about 60 meV of both the valence K-
and Γ-point states and an upshift of about 40 meV of the conduction K-point states (relative to 0 degrees relative rotation). With the LCAO method we find a downshift of the states at the valence Γ-point of only about half of that found within the LCAOS method. The valence K-point states are close to unaltered and the conduction K-point states have a downshift of about 40 meV, which leads to the small closing of the quasi-particle band gap. The K-point states are purely located on the d-orbitals of the transition metal while the Γ-point have mixed contribution from the d-orbitals of the transition metals and the p-orbitals from the chalcogenide atoms (which is the very reason of the strong interlayer hybridisation at this point in the Brillouin zone). We now hypothesise the origin of the observed artefact. Due to the lattice match of MoS$_2$ and WS$_2$ it is possible to describe the bilayer in a 1x1 unit cell without applying strains (at a 0 degrees relative rotation) and where the minimal energy stacking configuration is AB. This stacking configuration has the maximum average interlayer distance between the chalcogenide atoms on the two layers possible. As the two layers are rotated relative to each other the average distance between the chalcogenide atoms on the two layers decreases and consequently a stronger interlayer hybridisation around the Γ-point is expected. This (small) effect is also observed in our twisted bilayer calculations for this system. An increased interlayer orbital interaction would shift a greater part of the electron density located on the chalcogenide atoms into the van der Waals (free space) gap between the two monolayers to take part in the interlayer orbital interaction. In a very simple picture the chalcogenide atoms can be regarded as a quantum well, and as electronic density is shifted into the van der Waals gap the width of the atomic quantum well is increased shifting down the quantum energy levels. While this is a very simple picture it qualitatively describes the observed larger downshift of the Γ-point states with the LCAOS method than with the LCAO. (We mention again that we find a stronger interlayer hybridisation between the chalcogenide atoms within the LCAOS method than in the LCAO method). The fact that the K-point valence states shift down within the LCAOS method and not within the LCAO method could potentially be described by an inter-quasi-particle hybridisation between the K-K and Γ-K transition states for the degenerate case (in the LCAOS calculation) forcing the valence K-point states to shift down with the same magnitude as the Γ-point to keep the two quasi-particle transitions degenerate or "locked". The opposite behaviour of the K-point conduction states is harder to explain in a simple picture. If electronic density from the chalcogenide atoms is shifted into the van der Waals gap between the layers, this leaves more space for the d-orbitals on the transition metals. Intuitively this would result in a downshift of the K-point conduction band state as observed in the LCAO calculation, while the opposite effect is found in the LCAOS calculation. In conclusion, the complex behaviour found in fig. 4.5 can to some extent be understood qualitatively, however more work will have to go into this topic to determine the reasoning of the observed effect. It is however pleasing to see that a better description of the interlayer hybridisation leads to a quantitatively better description of the twist-angle dependent excitation energies.

The next matter we will elaborate on is the effect of the presence of a supporting dielectric substrate in close proximity to the vdWHs. In most experimental setups the
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Figure 4.5: Calculated quasi-particle (QP) gap for the two lowest energy transitions in MoS$_2$/WS$_2$ hosting degenerate transitions (see main text for description) as a function of the relative twist-angle between the unit cell vectors of the two monolayers in black and green. With full circles are shown G0W0Γ-QEH calculations (including the scissors-operator described in section 4.1 to correctly describe the band line-up). With empty circles are shown the Γ-K transition calculated with LCAO-PBE (i.e. without applying the scissors-operator). In purple is shown the twist-angle dependence of the interlayer exciton energy ($E_{\text{exc}}$) for MoSe$_2$/WS$_2$ from experimental measurement [3]. It is stressed the experimentally measured exciton energy is for a different system than the computed values, but is shown to illustrate the qualitative effect found experimentally. This figure is modified from the included paper V.

vdWH is either directly grown on or transferred to a weakly screening supporting substrate such as a hBN or SiO crystal. Conversely, in most ab-initio calculations the calculation is performed for the freestanding vdWH due to computational limitations. Most supporting crystals, as the two mentioned above, are wide band gap crystals to avoid interlayer hybridisation effects, affecting the states involved in the lowest energy transitions. This suggests that the influence of the substrate can be modelled by only including the dielectric screening effect of the substrate. As we learned from fig. 3.5 the effect of the dielectric screening on the quasi-particle band gap depends on the (static) polarisability of the monolayers in question and from fig. 3.9 we know that the exciton energies are redshifted when the dielectric environment is enhanced. We can therefore predict that the direct effect on the exciton energies will be a redshift of the exciton energies, the size of which depends on: 1) the nature of the monolayers, 2) the dielectric constant of the substrate, and 3) the thickness of the substrate. Evidently the effect
4.2 Benchmarking *Ab-Initio* Calculated Exciton Energies in vdWHs against Experiments

is system dependent, however to determine the approximate size of these effects we calculate the renormalisation of the two intralayer A excitons in MoS$_2$/MoSe$_2$ together with the lowest interlayer exciton as a function of the thickness of a supporting hBN substrate. This is shown in fig. 4.6. For the intralayer exciton binding energies we apply the BSE-QEH method and for the interlayer exciton binding energy we apply the MW-QEH method for calculating the exciton binding energies. In both cases the screening of the quasi-particle band gap is calculated from the G0W0-QEH model. As expected we find a redshift of the intralayer excitons in correspondence with the result in fig. 3.9 having an asymptotic value around 40-50 meV on bulk hBN. The effect is generally smaller than the redshifts in fig. 3.9 due to the lower static polarizability of hBN than of the TMD monolayers. The difference in exciton energy between the freestanding (suspended) vdWH and the vdWH on a substrate approaches the accuracy claimed by many theoretical and experimental groups showing dielectric screening effects from bulk substrates indeed is an important factor to take into account comparing experimental measurements and *ab-initio* calculations. The effect for a given system can be estimated by combining the knowledge from figs. 3.5 and 4.6.

![Figure 4.6](image.png)

**Figure 4.6:** Shift of intra- and interlayer exciton energies in bilayer MoS2/MoSe2 as a function of the number of supporting hBN layers. The intralayer exciton energies in MoS$_2$ (black) and MoSe$_2$ (blue) are calculated with the BSE-QEH model. The shift of the interlayer exciton energy (red) is calculated with the MW-QEH model. The dielectric screening of the quasi-particle energies is calculated with the G0W0-QEH method in all cases. This figure is taken from the included paper V.

We conclude this chapter by commenting on the accuracy of *ab-initio* calculated intra- and interlayer exciton energies in multilayer vdWHs. Specifically we have calculated the
lowest K-K and Γ-K intra- and interlayer exciton energies for all six heterobilayer combinations that can be made from: MoS$_2$, MoSe$_2$, WS$_2$, and WSe$_2$ and we compare this to a large library of experimental exciton energies from the literature. The detailed comparison and exact exciton energies are presented in paper V and here we will comment more specifically on some details and on the general tendencies. The band line-up and the possible degeneracy of the band edges at the K- and Γ-point are controlled by the nature of the chalcogenide atom. The states at the K-point (for both the valence and conduction bands) are purely located on the $d$-orbital of the metal atom and the states at the valence Γ-point and the conduction K-Γ path is mixed metal $d$- and chalcogenide $p$-orbital. We find that the chalcogenide atom fully determines the lattice constant of all the monolayer structures meaning that MoS$_2$/WS$_2$ and MoSe$_2$/WSe$_2$ are lattice matched and that the ionisation potential and electron affinity energies are determined by the lattice constant, with little effect of the metal atom. This directly transfers into the valence and conduction states at both the K- and Γ-points are close to degenerate for the lattice matched bilayers and the governing parameters to determine the band line-up can thus be understood from an "indirect straining" effect by the chalcogenide atoms. While the monolayers with sulfur atoms have close to the same ionisation potential for the valence K- and Γ-point states the monolayers with selenide have an ionisation potential for the Γ-point around 300 meV lower than that of the K-point. However, since we find a larger effect of hybridisation at the Γ-point for systems with selenide and a slightly larger (both intra- and interlayer) exciton binding energy for the Γ-K transition for these systems, we find that several bilayers have close to degenerate intra- and interlayer exciton energies, and thus are subject to the effect illustrated in fig. 4.5. In addition to this, the mixed state at the Γ-point complicates the definition of the Γ-K exciton for some bilayers, since what in experiments could possibly be classified as an interlayer exciton has significant intralayer character and thus a larger exciton binding energy. In paper V we thus compare both intra- and interlayer calculated Γ-K excitons to the measured interlayer exciton energy for these systems (the difference in the calculations lies in the calculation of the exciton binding energy). This rationale is supported by the fact that we for systems with degenerate intra- and interlayer Γ-K excitons find a larger interlayer exciton energy than the reported value. The intralayer character of the measured interlayer excitons cannot, however, fully explain the lower measured interlayer exciton energy. For the six TMD bilayers we find similar values for the dielectric screening of the quasi-particle energies, the size of the interlayer hybridisation effects, and a smaller effect of the charge transfer shift of the bands. The dielectric screening of the quasi-particle energies takes values between 60 meV and 110 meV and we find it close to independent of $k$-point index, with slightly larger effect on the conduction bands than the valence bands. For the highest valence- and lowest conduction bands, the interlayer hybridisation effect is closely confined to the valence bands around the Γ-point and the conduction states between the K-Γ point, similar to the findings in the previous section, with an effect up to 190 meV around the Γ-point. This effect is only found for bilayers with close to degenerate states at the Γ-point. Interlayer charge transfer is found to shift the states of the two layers relative to each other up around 70 meV.
Without including the calculated effect of substrate and finite temperature effects, we find 6 out of the 12 calculated intralayer exciton energies to agree within the experimental uncertainty, with the discrepancy for the remaining intralayer excitons ranging between -20 meV to +120 meV. We stress here that only 1/12 of the intralayer exciton energies are calculated to have a lower energy than that of the average of the experimentally measured exciton energies. For the interlayer exciton energies we calculate 2/6 exciton energies within the experimental measurements with the discrepancy for the remaining exciton states ranging between -50 to +250 meV. As discussed in chapter 3, all calculations in this study are carried out at 0 K without electron-phonon coupling effects, since this is not currently implemented in the GPAW code for many-body perturbation theory methods. However, it has previously been shown that by including the Fan and Debye-Waller self-energy corrections accounting for electron-phonon interactions, 0 K phonons and finite temperature effects shifts down the A exciton energy of monolayer MoS$_2$ of about 90 meV [84] (from 0 K to 300 K). This is encouraging since it shows that including calculated substrate and finite temperature effects, can redshift the exciton energies up to 140 meV. The library of experimentally measured exciton energies, contains measurements carried out in different environments (*i.e.* substrate, temperature, etc). Thus, including substrate and finite temperature effects is not straightforward to benchmark against the big ensemble of experimental data. We include substrate and temperature effects effectively in our calculated energies by renormalising the calculated exciton energies, by a combined factor, $\delta = 140$ meV, that accounts for both substrate and finite temperature effects corresponding to bulk hBN and a temperature of 300 K. In detail, denoting a calculated exciton energy $E_{\text{exc}}$ we renormalise this energy to: $(E_{\text{exc}} - \delta/2) \pm \delta/2$. In words, we redshift all calculated exciton energies by half of the total effect of bulk substrate and room temperature effects and apply an uncertainty of $\delta/2$. From this, we find that 11/12 intralayer excitons and 3/6 interlayer excitons agree with experimental observations, with a discrepancy of 20 meV for the remaining intralayer exciton and discrepancies ranging from -50 to +180 meV for the remaining interlayer excitons. This is a significant improvement of the agreement between calculated and experimentally measured energies and we stress only a small improvement of the agreement is found by simply applying an uncertainty of $\delta/2$ without redshifting the calculated energies. We still find a significant overestimation of the calculated interlayer exciton energy for the two lattice matched systems. The above calculations have been performed for the (super)cells corresponding to a 5 degrees and 0 degrees relative twist-angle for the lattice mismatched and lattice matched bilayers respectively. We therefore expect to, on average, calculate a slightly smaller exciton energy for the lattice matched systems, where the effect of degenerate intra- and interlayer exciton shown in fig. 4.5 is present. However, conversely we overestimate the interlayer exciton energy for the two lattice matched systems and the discrepancy thus cannot be explained by the effect of twist-angle. We also note here that previous many-body *ab-initio* calculations for the exciton energies in lattice matched MoS$_2$/WS$_2$ results in even greater discrepancies for the interlayer exciton energy of +330 meV [116] and +450 meV [28] respectively. Both calculations are based on G0W0 quasi-particle energies and highlight the importance of correctly calculating the interlayer orbital hybridisation in these structures. In
conclusion, we have shown that even by properly calculating the interlayer orbital hybridisation in vdWHs and including the effect of finite temperature, twist-angle, and substrate effects on the exciton energies, it is not possible to calculate interlayer exciton energies in lattice matched few-layer vdWHs to within the experimental uncertainty.

The fact that the prediction of the interlayer exciton is less accurate is not surprising since this has a strong dependence on the vacuum level band line-up, which the intralayer exciton energies does not depend on. The lower accuracy of the interlayer exciton can thus most likely be described to an inaccuracy of the G0W0(Γ) description of the electron affinity and ionisation potentials. The two lattice matched bilayers, in which the ab-initio many-body calculations significantly overestimates the interlayer exciton energy, are the only two of the considered bilayers that host both degenerate intra- and interlayer exciton energies for two different transitions in the Brillouin zone, which are themselves close to degenerate. One can hypothesise that this can lead to a hybridised bi-exciton state, a 4-particle state, splitting the two interlayer excitons up and down in energy similar to the hybridisation effect found around the valence Γ-point in the lattice matched bilayers. This effect would shift down the interlayer exciton energy and could potentially explain the discrepancy. It is, however, questionable if such a state would have a strong enough oscillator strength to be measured by multiple independent experiments. We note in passing that we find a better description of the interlayer exciton energies based on G0W0Γ quasi-particle energies than on G0W0 quasi-particle energies. Similar to the previous section all G0W0Γ calculations have been carried out based on PBE eigenvalues and norm-conserving PAW setups.

Finally, it is important to underline the care that must be taken when comparing exciton state energies between computational and experimental results, by commenting on the specific case of MoS$_2$/WSe$_2$. For many years, the lowest lying interlayer exciton energy was from experimental measurements reported to be around 1.55-1.60 eV [33, 22] for an unknown transition in the Brillouin zone, while computational results, including the results in this study, reported values almost 0.5 eV lower for the Γ-K transition. Recently, an experimental study relieved this discrepancy by conducting a thorough study on the nature of the different interlayer excitons in Mo$_2$/WSe$_2$ [63]. In this it was shown, that there is in fact an interlayer exciton with an energy around 1.55 eV, however this exciton arise from the K-K transition. The study also proved the existence of an interlayer exciton with an energy around 1.05 eV, for the Γ-K transition. This example excellently illustrates the care that must be taken when comparing computational results to experimental data.
CHAPTER 5

The Computational 2D Materials Database

In the remaining two chapters of this thesis we will change gears and look more into materials discovery and applications. In this chapter the computational 2D materials database (C2DB) will be presented which is the result of a big joint development in the research group and which has been a significant part of this thesis (presented in paper VI). Chapter 5.1 will briefly explain the overall ideas and governing workflow of the developed database and in chapter 5.2 we will see an example of how the C2DB can be used to aid the discovery of new materials design and applications by considering photovoltaic applications of 2D materials, which have received vast interest in recent years [67, 16, 70]. Chapter 6 will look more into two new classes of materials studied in this thesis and their (possible) applications. All materials and calculated properties are freely accessible at: https://cmr.fysik.dtu.dk/c2db/c2db.html.

5.1 The C2DB

Currently there exist a range of open materials databases. This non-exhaustive list includes the Open Quantum Materials Databases (OQMD) [106], the Automatic Flow for Materials Discovery [25] (AFLOW), Novel Materials Discovery [1] (NOMAD), and the Inorganic Crystal Structure Database [2] (ICSD). While these databases contain millions of materials in 0, 1, 2, and 3 dimensions they are characterised by presenting basic materials properties determined experimentally and/or materials properties calculated mostly within the DFT formalism. This makes such databases ideal for comparison of calculated properties between codes, it gives a range of commonly known benchmark systems, and allows statistical and machine learning algorithms to be applied to determine correlations between materials properties [52, 109, 40, 30, 91]. To supplement these databases the C2DB is based on consistency and accuracy. The goal is to supply a database of materials properties calculated with a consistent use of convergence parameters and with many-body methods such as the G0W0 and BSE methods for obtaining the most accurate materials properties possible computationally. This is done by developing a well-defined workflow which is applied to all materials in the database. At the time of publication the database contained close to 1500 2D materials, which shows that a significant amount of computational power has been devoted to this project. At the time of writing the number has grown to around 2500. In this context it is important
to mention a relatively recent study by Mounet et al. [86], which also presents calculated materials properties for 2D materials. A main difference between the C2DB and the work by Mounet et al. is that while the materials in the C2DB are constructed by substituting elements of known synthesised 2D materials, the materials in Mounet et al. are found by determining possible exfoliable monolayers of layered bulk materials (known as the top-down approach). In the following we will present the main parts of the C2DB and in the next section we will see a direct application of the data in the C2DB to predict new 2D materials as efficient light absorbers for photovoltaic devices.

The main result of the C2DB is the development of a robust workflow to calculate the thermodynamic and dynamic stability together with electronic, magnetic, optical properties, and other materials properties of 2D materials. The workflow is presented in fig. 5.1. In general, the workflow takes an atomic structure (in this case a 2D material) as input and generates a set of atomic properties as output. While the computational details and full list of results can be found in the paper we will here go through some of the main characteristics of the C2DB, give a brief overview of the initialisation of the workflow, and give an example of its use related to the results obtained in chapters 3 and 4 about electronic and optical properties.

To generate the database of computationally calculated properties of 2D materials, three ingredients are needed: a set of atomic structures, a robust workflow, and a set of parameters to be applied in each step in the workflow (i.e. stability assessment, convergence parameters etc.). The atomic structures are constructed by starting from the atomic structures of experimentally synthesised materials. The symmetry groups and stoichiometry of a structure defines what we denote as prototypes. At the time of publication, from a set of 55 experimentally known synthesised 2D materials, this generated 32 different prototypes. Within each prototype new candidate materials are then generated by combinatorial lattice decoration i.e. substituting each element in the structure with other elements with similar electronic configuration and/or properties. This initially generated a set of over 1900 materials that was run through the workflow in the first version of the database. As mentioned above, one of the main strengths of the C2DB is the accuracy and reliability of the presented data. The first step of the workflow is therefore to assess the stability of the 2D materials. This is done based on two measures: the thermodynamic and dynamic stability. The thermodynamic stability is determined by calculating the energy above convex hull of the material where the convex hull is constructed from all materials in the OQMD database [106]. This ensures that not only the heat of formation favours a crystal lattice, but also that no other competing phase is energetically more favourable. Secondly the dynamic stability, i.e. the materials urge to distort into a different structure with another space group, is calculated by calculating the phonon eigenvalues at the Γ-point. The parameters to assess the stability are determined by benchmarking the calculated stability measures for the experimentally known synthesised 2D materials. At the time of publication this generated close to 200 new candidate 2D materials that were determined to be highly stable and therefore possibly synthesisable. The full workflow has been applied for these materials including the majority of all considered materials, which are predicted to be
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Figure 5.1: Workflow for the Computational 2D Materials Database. This figure is taken from the included paper VI.

possibly stable. If a material is determined to be unstable the workflow is terminated after the stability assessment.

The remaining part of the workflow calculates a variety of properties (as can be deducted from fig. 5.1 and the online webpage) including PBE and G0W0 band structures and BSE absorption spectra which were discussed in the previous chapters. To give an example of the application of the C2DB we will here briefly discuss one of the main results of the C2DB which relates to the methods and results from chapter 3 and chapter 4. In fig. 5.2 (left) is shown the G0W0 quasi-particle band gap plotted against the electronic band gap calculated at the level of DFT with a set of exchange-correlation functionals: The PBE, the HSE, and the GLLBSC \cite{71} functional. This is shown for all materials in the C2DB that are semiconducting, predicted to be stable, and contain less than 7 atoms in the unit cell. Here we see illustrated what we have continuously stated throughout chapters 3 and 4, and was argued as the main reason for applying many-body methods such as G0W0 and BSE: the DFT and hybrid methods in general underestimate the electronic band gap. This is especially pronounced for the PBE functional, which on average almost underestimates the electronic band gap by a factor of 2. The hybrid functional, HSE, significantly improves upon this, but still underestimates the band gap by almost 30% on average. Band gaps calculated with GLLBSC on aver-
The G0W0 quasi-particle band gap, however it is important to specify that there is still a considerable standard deviation involved with this description. The GLLBSC method invokes the derivative discontinuity to correct the size of the electronic band gap as discussed in chapter 2 and it is therefore not surprising that this on average provides a good description of the electronic band gap. In fig. 5.2 (right) we see that the center of the electronic band gap (with respect to the vacuum energy) is poorly described with especially the GLLBSC functional. This means that while the GLLBSC functional gives a good description of the electronic band gap it is not reliable to use this method in combination with for instance the QEH model or simply applying the Anderson model for calculating band line-ups and electronic properties of vdWHs. On the other hand, the PBE functional gives a good description of the band gap center. Interestingly, this means that an adequate, and computationally feasible, description of the band line-up of a vdWH can be obtained by applying the PBE band gap center (and band edges) symmetrically opened to the GLLBSC electronic band gap. This idea is explored in appendix E, where it is shown to significantly improve upon the description of the position of the band edges relative to the vacuum energy compared to G0W0 ionisation potentials and electron affinity energies. This can potentially be used in combination with the QEH screening and hybridisation flowchart presented in chapter 4, to achieve accurate band structure energies for vdWHs.
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**Figure 5.2:** Left: electronic band gap calculated with the G0W0 approximation and at the DFT level with three different exchange-correlation functionals: PBE, HSE, and GLLBSC. Right: comparison of the band gap center relative to the vacuum energy between the same methods as the plot to the right. This figure is taken from the included paper VI.
5.2 Photovoltaic Potential of Novel 2D Semiconductors

In this section we will show an example of how the data in the C2DB can effectively be used to predict new materials properties and present a scheme to predict the photovoltaic potential of the 2D materials in the C2DB. It is important to stress that while the work on this has taken up a significant amount of time during the study, the results and manuscript are not ready for manuscript submission and have therefore not been included in this thesis. We will therefore not discuss the results of this study in this section, but merely go through the main ideas and the governing theory and principles for the photovoltaic potential of a 2D material.

Because of the strong-light matter interaction in 2D materials it is rather obvious, and not new, to explore the optical properties of 2D materials in terms of solar cell applications. However, previous studies have been hindered by the significant computational costs of accurately calculating the absorbance \textit{ab-initio} of 2D materials due to the importance of including many-body effects. Consequently previous large-scale studies have relied on a simple picture, where the absorbance is assumed to be a step function above the electronic band gap as seen in for instance [77]. It is needless to say that this poor approximation leads to non-trustworthy and suspicious results. With the large number of BSE and RPA absorption spectra calculated and accessible in the C2DB it is now possible to carry out an accurate large-scale study of the photovoltaic potential of a large number of 2D materials and utilise the stability prediction in C2DB to estimate the likelihood that the most interesting 2D materials can be experimentally synthesised. This study can pinpoint experimentalists to a short list of potential superior atomically thin solar cells.

We will here outline the method to assess the photovoltaic potential of an atomically thin material as presented by Bernardi et al. [7] and see that this is quantified by the Power Conversion Efficiency (PCE). To generate power, a solar cell relies on the photo-excitation of electrons, and subsequently extracting the excited electrons (and left behind holes) at different potentials. This generates a power given by the product of the current generated by the electrons and holes and the potential difference between the electron and hole states. The generated electron-hole current is directly related to the convolution of the absorbance of the 2D material ($\text{Abs} (\omega)$) with the photon-flux of the incident light ($J_{\text{ph}} (\omega)$):

$$J_{\text{abs}} = e \int_0^\infty \text{Abs} (\omega) J_{\text{ph}} (\omega) d\omega.$$  \hspace{1cm} (5.1)

After excitation, the electrons and holes have to be extracted from the 2D material in a transport process that is generally faster than the characteristic electron-hole recombination time. The loss of electron-hole current due to recombination effects is known as the Internal Quantum Efficiency (IQE) and evidently the short-circuit voltage is given
by:

\[ J_{sc} = J_{abs} \times IQE. \] (5.2)

While the IQE can differ significantly from system to system it usually takes values between 0.60-0.80. The open-circuit voltage, i.e. the difference in potential between the electron and hole states, is in equilibrium given by the lowest excitation energy. For a 2D material this is given by the quasi-particle band gap minus the exciton binding energy: \( eV_{oc} = E_{\text{gap}}^{\text{elec}} - E_{B} \), see for instance fig. 5.3 (left) where the separation of a photo-generated exciton to an ideal electron- and hole-acceptor is shown. This is true in equilibrium, however the excited state is inherently a non-equilibrium state. Since the electron and hole distribution under illumination differs from the Fermi-Dirac distribution, the valence and conduction bands are no longer in thermal equilibrium with each other and they no longer share the same Fermi level. This results in a reduction of the open-circuit voltage (formally known as the difference between the quasi-Fermi-levels) and has been shown to be of the order of 0.2-0.3 eV. We will label the reduction in open-circuit voltage \( \Delta V_{QFL} \), due to the difference in quasi-Fermi-levels between the conduction and valence bands. Finally there are losses in connection with especially the contact at the interface between the 2D material and the electron/hole-acceptors, but also general Ohmic losses related to the finite conductance of the 2D material and the acceptor material. Such Ohmic resistances are very system specific and it is common to model this by a constant "fill factor" (FF). Given the large number of absorption spectra in the C2DB (both at the level of the RPA and the BSE), we now have all quantities that go into the calculation of the generated power from the photon absorption. To relate the calculated powers to literature it is standard to normalise the calculated power to the total integrated incident power (\( P_{tot} \)):

\[ P_{tot} = \int_{0}^{\infty} \hbar \omega J_{ph}(\omega) d\omega, \] (5.3)

and from this define the Power Conversion Efficiency of the solar cell as:

\[ \text{PCE} = \frac{\text{FF} \times IQE \times (V_{oc} - \Delta V_{QFL}) \times J_{abs}}{P_{tot}}. \] (5.4)

Some of the most well-known solar cells such as GaAs and Si reach PCE values close to 30\% and 20\% respectively, while lower values around 1\% are found in previous accurate calculations of the PCE of 2D materials [7]. However, it is important to bear in mind that while the 2D materials are atomically thin the above stated PCE values for GaAs and Si are for \( \mu \)m thick bulk crystals and that the PCE per unit thickness is orders of magnitude larger for 2D materials than for GaAs and Si. This makes 2D materials interesting for thin-film solar cell applications where they outperform state-of-the-art bulk solar cells.

The highest possible achievable PCE is limited by the Schockley-Queisser limit (SQL) which is an open-circuit voltage dependent theoretical upper limit for the maximum possible PCE taking all losses into account [112]. The maximum possible PCE
is close to 33% for a single p-n junction at around 1.1 eV, i.e. close to the PCE of GaAs. This underlines the larger potential for 2D materials for atomically thin solar cell application than for conventional bulk solar cells. It is possible to even overcome the SQL with 2D heterointerfaces, so-called tandem devices. The idea is sketched in fig. 5.3 (right) where two 2D materials are combined into a vdWH. The advantage of this setup is that, if the two 2D materials have different optical band gaps it is possible to efficiently absorb light at a broader frequency range by combining a small band gap semiconductor with a large band gap semiconductor. On the other hand the open-circuit voltage for such systems will in general be lower due to the type-II band line-up of this system. Since the C2DB also includes G0W0 electron ionisation and electron affinity values for most materials where the BSE absorption spectrum is calculated, it is possible to simply obtain a good guess at the band line-up using the Anderson rule \[5\]. A more accurate guess could also be obtained by making a qualified guess of the dielectric screening of the band edges from the knowledge of the RPA static polarisability of the two layers, which however still does not account for interlayer hybridisation effects.

Figure 5.3: Left: illustration of an excitonic photon absorber with ideal electron- and hole acceptors. The open-circuit voltage \((V_{oc})\) is defined as the electronic band gap minus the exciton binding energy. Right: illustration of bilayer tandem photon-absorber setup with a type-II band line-up in which the open-circuit voltage is defined as the interlayer band gap. * the energy requirement for the sketched tandem solar cell to work efficiently.

While the discussion has been based on excitonic solar cells, it is also possible to utilise the vast number of RPA absorption spectra for materials where the BSE absorption spectra have not been calculated. Since the RPA absorption spectra has been
calculated based on the PBE Kohn-Sham electronic band gap, and since the GLLBSC electronic band gap is calculated for all semiconductors, with the knowledge from fig. 5.2 it would be straightforward to shift the RPA absorption spectra to the GLLBSC band gap and estimate the exciton binding energy from the 2D exciton hydrogen model including environmental screening explained in section 3.8, by estimating $\kappa$ through the static polarisability of the monolayers.

Finally it is worth commenting on the dissociation of the electron-hole pair for generating the electron-hole current. In principle the electron and hole dissociability and therefore the charge separability can be estimated from the electron and hole effective masses calculated in the C2DB. However, while the effective electron masses for a 2D material is only defined in-plane, the separation of the electron-hole pair is taking place in the out-of-plane direction. It is therefore immediately not obvious how to obtain a valid estimate of the electron-hole dissociation to the electron and hole acceptors. Furthermore, the efficiency of the solar cell will also be affected by second order recombination effects, such as Auger recombinations[64]. These effects will slightly lower the generated efficiency and will have to be included in a more detailed description for the most promising solar cell candidates.
CHAPTER 6

2D Janus Monolayers and Self-Intercalated Bilayers

Until now we have mainly studied the electronic and optical properties of 2D materials and vdWHs, with particular interest in investigating the physical mechanisms of manipulation of excited states via dielectric screening and interlayer orbital hybridisation effects. In this chapter we will take a step back and study how the electronic and optical properties can be tuned in a more general perspective with a broader range of applications in mind. The first part of the chapter will be devoted to a detailed study that has been carried out of a new class of 2D monolayers, 2D Janus structures, which to a large degree resemble the well-known class of 2D TMDs monolayers, however as we will see, the lack of out-of-plane mirror symmetry in the Janus class monolayers, leads to interesting intrinsic properties, that can be used to manipulate electronic and optical properties of vdWHs and 2D/bulk interfaces. In the second part of the chapter we will turn our attention to a new class of materials, the self-intercalated 2D bilayers, which opens up new pathways in low-dimensional materials science and offers new methods for manipulation of the materials properties of vdWHs. We will show that the self-intercalation process for a range of bilayer hosts is thermodynamically stable and leads to the possibility of on/off-switching of a ferromagnetic phase and will discuss the prospects of this new paradigm of vdWHs. In this chapter we will mainly discuss how this affects the potential for the future of engineering the properties of vdWHs, and the main experimental and computational details of this study can be found in paper X.

The results of this chapter on 2D Janus structures can be found in papers VII, VIII, and IX. The first two sections will introduce the intrinsic out-of-plane dipole moment in 2D Janus monolayers and outline the results of paper VII and IX which cover the physics of 2D Janus monolayers at semiconductor-semiconductor and semiconductor-metal interfaces. We will discuss some of the interesting features in a different light than in the publications, especially the nature of the intrinsic dipole and the effect of the environment on the magnitude of the intrinsic dipole moment. Section 6.3 outlines the systematic screening study presented in paper VIII, where we will discuss in greater detail the origin of the intrinsic dipole and the Rashba splitting in 2D Janus monolayers.
6.1 Intrinsic Out-of-Plane Dipole Moment of 2D Janus Monolayers

The name Janus structure has its origin from the Roman god Janus, who has a two-faced head: one face looking to the past and one face looking to the future. While the two faces look very much alike, small details differ making them inherently different. This is also very true for the structures we are about to study. A 2D Janus monolayer is in general terms a 2D monolayer that lacks mirror symmetry in the out-of-plane direction. Examples of such structures are already known and well-studied, one example is phosphorene, however here we will study a new class the Janus monolayers, namely that of TMD and pnictogen based Janus structures (simply to be denoted 2D Janus monolayers from now). As illustrated in fig. 6.1 where MoSSe is shown as example, 2D Janus monolayers are the well-known 2D TMD monolayers where all chalcogenide (and in practice also halogen) atoms on one side of the monolayer are substituted by a different chalcogenide (or halogen) atom. Similar to the TMD class monolayers are denoted MX₂ structures we will denote Janus class 2D materials by MXY. We stress that this includes combinations of halogen atoms on one side and chalcogenide atoms on the other side and transition metals or pnictogens as the metal atom. For the 2D monolayer shown in fig. 6.1, the monolayer consists of molybdenum atoms in the center sandwiched between sulfur atoms on one side and selenium atoms on the other side. One remarkable aspect about these 2D Janus monolayers are that both MoSSe [79, 128] (H-phase) and BiTeI [38] (T-phase) have been experimentally synthesised and therefore shown to exist as a stable monolayer. This fact encourages us to study this new class of 2D Janus monolayers in greater detail.

As we will see, just like MoS₂ and MoSe₂ share a great resemblance in terms of both electronic and optical properties, so do MoSSe with both of these monolayers, but yet the lack of out-of-plane mirror symmetry leads to some fascinating properties. One is illustrated in fig. 6.2 (left) where the in-plane averaged electrostatic potential is shown for MoSSe in the out-of-plane direction. A unique definition of the vacuum level energy reference is theoretically possible in 2D, in contrary to bulk structures.

![Figure 6.1: Atomic plot of one of the first experimentally synthesised 2D monolayer Janus structures: monolayer MoSSe.](image)
due to the non-periodicity in the out-of-plane direction in 2D, and a finite change in electrostatic potential across the layer is therefore well-defined. Because of the difference in electronegativity between the sulfur and selenium atoms, there is a charge transfer across the monolayer (compared to the neutral charge of the free atoms), which sets up an intrinsic dipole moment of the 2D monolayer in the out-of-plane direction. This leads to the difference in electrostatic potential across the monolayer shown in fig. 6.2 of about $\Delta \Phi = 0.75$ eV. At this point we hypothesise that the difference in reference potential energy on either side could potentially be used to control and/or manipulate the electronic properties of other structures on either side of the Janus monolayer with respect to each other. An example of how this could look is hypothesised in fig. 6.2 (right) where an example of how the band line-up of a stack of 4 layers of the same Janus 2D monolayer is illustrated. Because of the shift of electrostatic potential energy across each Janus monolayer the band extrema could possibly have a staggered band line-up with a spontaneous dissociation of excitons. In the following we will show that this is indeed the case.

To study this hypothesis we calculate the electronic band structure for monolayer MoSSe and stacks of MoSSe of up to 6 layers of MoSSe. We do this at the level of DFT (with the PBE functional) since it is well-known that the qualitative features are well described by DFT for the TMD structures. By calculation we find, as shown in the band structure plot in paper VII by studying the effect on the K-point (where we know the states have little-to-no influence of the interlayer orbital hybridisation), that the otherwise degenerate states at the K-point, are shifted apart with an energy close to $\Delta \Phi$. This is true up to 3 layers after which the band extrema are pinned to the Fermi surface and the vdWH enters a metallic state. This result confirms that the intrinsic out-
of-plane dipole moment remains rather unaltered in (at least semiconducting) vdWHs and indeed can be used to manipulate the electronic properties on either side of the Janus structures relative to each other as depicted in fig. 6.2.

When the MoSSe multilayer structure has a thickness of more than 3 layers it transists from a semiconducting to metallic regime. This transition depends on the vacuum level shift across one monolayer, \( \Delta \Phi \), and the band gap, \( E_G \), of one freestanding monolayer. The splitting of the bands in neighbouring layers corresponds to \( \Delta \Phi \) as long as the stack remains in the semiconducting state, with only a minor cancellation of the dipole moment. We will return to this small cancellation of the intrinsic dipole upon stacking later. Therefore, for any Janus structure, the number of layers for the semiconductor to metal transition can be estimated as:

\[
N_{\text{IM}} = \frac{E_G}{\Delta \Phi} + 1.
\] (6.1)

With the PBE band gap of 1.54 eV this gives \( N = 3 \) layers and with the calculated G0W0 band gap of 2.33 eV this yields \( N = 4 \) layers. For any van der Waals homostructure this onset can be estimated from eq. 6.1. We now turn our attention to the metallic regime, i.e. for the case of multilayer MoSSe for \( N \geq 4 \) layers. After the onset of the metallic state, the additional dipole moment added when more layers are stacked, will be counteracted by a second oppositely directed dipole moment setup by a charge transfer from the bottom to the top layer (or vice versa). This oppositely directed dipole have the effect that the change in electrostatic potential across the multilayer structure remains constant independent of the number of layers. The metallic multilayer structure with build-up charge densities at the bottom and top layer can be modelled as a capacitor system with the internal MoSSe layers giving an effective dielectric environment. Requiring that the build-up charge densities has to counteract the intrinsic dipole moment from the MoSSe layers (after the onset of the metallic state), this can from standard electrostatics easily be shown to be given by:

\[
\sigma(N) = \frac{\epsilon_\perp \Delta \Phi}{d} \left( 1 - \frac{N_{\text{IM}}}{N} \right),
\] (6.2)

where \( \sigma \) is the charge density at the top and bottom layers, \( \epsilon_\perp \) is approximated as the bulk dielectric constant of bulk MoSSe (in the out-of-plane direction) which we calculated within the RPA, \( d \) is the MoSSe interlayer distance, and \( N \) is the number of layers after the onset of the metallic state. The highest charge density is achieved for \( N \rightarrow \infty \) for which we estimate: \( \sigma(N \rightarrow \infty) = 2.3 \times 10^{13} \) e/cm\(^2\). The lowest value is found for \( N = 5 \) for which we get \( \sigma(N = 5) = 5 \times 10^{12} \) e/cm\(^2\). This makes metallic multilayer Janus structures intrinsic pn-junctions, where the charge densities can effectively be controlled solely by the number of layers without any external bias voltage, applied strain etc.

After having studied the basic electronic properties relating to the intrinsic dipole moment of Janus structures, we now return to study the exciton dissociation hypothesised in fig. 6.2. For this to happen, two aspects have to be fulfilled: first, it has to
be energetically favourable for the electrons and holes to dissociate to the edge-layers of the multilayer structures. Second, the dissociation rate of excitons in the multilayer structure should be higher than the electron-hole recombination rate. As we have seen in our study of exciton binding energies in chapter 3 and 4, intralayer excitons generally have a higher exciton binding energy than interlayer excitons, due to the spatially larger distance between the electron and hole for the latter. This means, if the VBM and CBM are degenerate for neighbouring layers, such an exciton dissociation is not energetically favourable. However, as illustrated in fig. 6.2 (right), a staggered band line-up is achieved in multilayer Janus homostructures. Since $\Delta \Phi$ is much larger than the difference between the intra- and interlayer binding energies (this difference typically being around 0.1 eV for TMDs), exciton dissociation is energetically favourable even for bilayer MoSSe. As more layers are added to the MoSSe multilayer structure the band offset ($\Delta E_{\text{band}}$) between the CBMs (and VBMs) for neighbouring layers becomes smaller, which is evident by calculating the band structure of the multilayer system. To evaluate up to how many layers in multilayer MoSSe exciton dissociation is energetically

**Figure 6.3:** Band offset between the two middle layers of multilayer MoSSe (black, $\Delta E_{\text{band}}$) and difference in intra- and interlayer exciton binding energy (green, $\Delta E_{B}$) as a function of the number of layers. On the top $x$-axis is shown the calculated intrinsic electric field strength. The inset shows the definition of $\Delta E_{\text{band}}$ and the red dashed line shows that exciton dissociation is possible for less than around 17 layers for multilayer MoSSe. This figure is taken from included paper VII.
favourable, we calculate the band offset and the intra- and interlayer exciton binding energies for multilayer MoSSe. The band offset can be evaluated directly from the DFT band structure calculations. The intra- and interlayer exciton binding energies are calculated by solving a Mott-Wannier equation where the screened electron-hole interaction is calculated by the QEH method (eq. 3.64). The results are shown in fig. 6.3 where we show the band offset (black) and the difference in intra- and interlayer exciton binding energy (green, $\Delta E_B$) for the middle layer for multilayer MoSSe. While $\Delta E_B$ stays close to constant independent of the number of layers $\Delta E_{\text{band}}$ decreases rapidly. From this we can conclude that for multilayer MoSSe exciton dissociation is energetically favourable up to around 17 layers. In general, exciton recombination rates for excitons in TMD like structures are well below values around $10^{12}$ s$^{-1}$. In fig. 6.3 we show the calculated electric field strength in the multilayer structures (top $x$-label) in the out-of-plane direction, which is directly related to the electron and hole dissociation rate. We find that in the exciton dissociation regime the internal electric field strength exceeds 0.2 V/nm. According to previous work for bulk MoS$_2$ and MoSe$_2$, the out-of-plane dissociation rate in these structures exceeds $10^{13}$ s$^{-1}$ already at an internal field strength of 0.1 V/nm [93]. These two arguments combined show that exciton dissociation is energetically favourable and takes place at time scales much faster than exciton recombination time scales.

6.2 Manipulation of Interface Band Line-Up and Schottky-Barriers

After an introduction of the intrinsic dipole moment of mono- and multilayer MoSSe, we will now extend the scope and consider possible applications of 2D Janus monolayers by studying the effect at semiconductor-metal heterointerfaces. At a semiconductor-metal interface, the Fermi level of the metal and the semiconductor will have to align to reach an equilibrium state. This will force the valence and conduction bands of the semiconductor to bend in the interface region, creating an extra tunneling barrier for electron transport across the interface known as the Schottky barrier height (SBH). The SBH is a well-known and well-studied problem in relation to many applications such as tunneling diodes and transistors, since it provides an additional electrical resistance in the internal electrical circuits. Several methods for reducing the effect of band bending are used, for instance, applying a bias voltage or insertion of single atoms to reduce the overall SBH. While the line-up of the VBM and CBM with respect to the common Fermi level at the interface, is a complicated process involving charge transfer and interface dipoles, the intrinsic properties of the Janus monolayers open new possibilities to alter the relative energy between the band edges of the semiconductor and the position of the Fermi level in the metal. We will show it is possible to change the reference vacuum energy of the semiconductor and the metal relative to each other at the interface, by insertion of 2D Janus monolayers, and thus to manipulate the SBH at semiconductor-metal interfaces.
6.2 Manipulation of Interface Band Line-Up and Schottky-Barrier

It is important to note that the SBH is not uniquely defined [58]. Here we will define
the SBH as the energy difference between the position of the Fermi level and the energy
of the CBM of the semiconducting monolayer within a DFT description. We stress, as
discussed below, that the SBH does not define the actual tunneling barrier for electron
(and hole) transport, but gives the energy gain after electron (or hole) transport in equi-
librium and thus affects the tunneling rate.

The 2D Janus monolayers are possible candidates to achieve this due to their atom-
ically thin nature and natural shift of the electrostatic potential energy over sub-nm
distances. The desired reduction of the distance between the CBM of the semiconductor
and the Fermi level at the interface can be achieved by inserting a 2D Janus monolayer
between the semiconductor and the metal. To prove this, we set out to study the SBH
at two interfaces: at the interface between 2D bilayer H-MoS$_2$/T-MoS$_2$ (in the H- and
T-phase respectively) and at the interface between 2D monolayer H-MoS$_2$ and a bulk
gold (111) surface. All calculations are performed with the PBE functional due to the
large number of atoms required to represent the interfaces. If we first consider 2D bi-
layer H-MoS$_2$/T-MoS$_2$ we calculate the band structure of bilayer H-MoS$_2$/T-MoS$_2$
with and without MoSSe inserted between the two layers. In both calculations, H-MoS$_2$
and T-MoS$_2$ are strained to match the lattice constant of H-MoSSe. In fig. 6.4 (left) the
calculated band structure of bilayer H-MoS$_2$/T-MoS$_2$ is illustrated with the orbital weight
of each state projected on to the H-MoS$_2$ (T-MoS$_2$) layer is shown in blue (red). We
find that the CBM located on H-MoS$_2$ is located about 0.7 eV above the common Fermi
level. To compare, in figure 6.4 (right) the calculated band structure with H-MoSSe
sandwiched between the two layers is shown, where the orbital weight of each state
projected onto H-MoSSe is shown in black. As shown above, the shift in electrostatic
potential energy across freestanding monolayer H-MoSSe is about 0.76 eV. This is there-
fore the maximum reduction of the SBH we can expect. After insertion of the Janus
monolayer the CBM on H-MoS$_2$ is pinned at the Fermi surface showing that little to no
cancellation of the intrinsic dipole moment of H-MoSSe takes place. We conclude it is
therefore possible to use 2D Janus structures as a reliable accurate tuning of SBH at 2D
semiconductor-metal interfaces.

The fact that the intrinsic out-of-plane dipole moment of 2D Janus monolayers re-
mains close to unchanged upon insertion in (metallic) vdWHs is promising, however due
to the interlayer distances being characterised by van der Waals bonds, questions can be
asked on how this fact transfers to interfaces between 2D semiconductors and bulk metallic
systems such as Au or Pd, where interface interactions are characterised by covalent
bonds [35]. As shown in greater detail in paper IX we show that the intrinsic out-of-
plane dipole is indeed to a large extend unaltered at such bulk metal heterointerfaces by
studying a 5x5 supercell of H-MoS$_2$ at an Au (111) surface, where the Au (111) surface
is modelled by 5 layers of Au atoms. Without a Janus monolayer the SBH is found to
be 0.65 eV. The insertion of H-MoSSe results in a reduction of the SBH of around 0.6 eV
and the intrinsic out-of-plane dipole moment of H-MoSSe is reduced about 20 % upon
insertion at the interface. Due to the well-known short range and complex nature of
the interface between H-MoS$_2$ and bulk Au we take this reduction as an approximate
upper bound of the reduction of the intrinsic dipole moment of 2D Janus structures at complex semiconductor/metal interfaces. This fact is rather intriguing and the physical understanding might not be straightforward. It can be beneficial to take a step back and think about what this result tells us. The intrinsic dipole moment of the 2D is inherently set up by a non-symmetric charge distribution across the monolayer. The separation of positive and negative charge centers for the Janus monolayer arise from a difference in electronegativity of the encapsulating atoms (i.e. S and Se in the case of MoSSe), however, as we will see in the next section the nature of the intrinsic dipole cannot be fully understood simply from the difference in electronegativity of the encapsulating atoms. When the 2D Janus monolayer is put in proximity of a dielectric screening media (2D or bulk) we know from the previous chapters that the 2D monolayer is affected by both interlayer dielectric screening, hybridisation, and charge transfer effects. To change the intrinsic dipole moment of the Janus monolayer an external effect has to alter the asymmetric charge distribution. The additional electron (and hole) charge residing on either side of the central axis of the Janus monolayer can to some degree be regarded as located at the S/Se atoms (in the case of MoSSe) in a Bader charge analysis and therefore residing on orbitals confined to those atoms. To affect the intrinsic dipole moment of the Janus monolayer, any external perturbation would have to affect the local potential of those states, and change the relative potential between the orbitals on either side of the Janus monolayer, to change the equilibrium asymmetric charge distribution. It is maybe not too surprising that the dielectric screening itself does not alter the asymmetric charge distribution since we know that the effect of dielectric screening on the band

Figure 6.4: Left: band structure of bilayer H-MoS$_2$/T-MoS$_2$. The orbital weight projected on to the H-MoS$_2$ (T-MoS$_2$) monolayer for each state is indicated by blue (red). Faded color shows interlayer hybridized states. Right: Same as left figure with H-MoSSe inserted between the two monolayers. The orbital weight projected on to the H-MoSSe monolayer for each state is shown in black. This figure is taken from included paper VIII.
structure is close to constant for all bands and k-points. But it is not clear that the orbital hybridisation between the halogen/chalcogenides atoms and the bulk interface atoms does not affect this local potential and asymmetric distribution. Thus, the result above indicates that the orbitals involved in the interlayer (orbital) bonding, \( i.e. \) the orbitals around especially the \( \Gamma \)-point which have mixed contribution from \( d \)-orbitals and \( s \)-orbitals of the transition metal and halogen/chalcogenide atoms respectively, do not play a significant part in setting up the intrinsic out-of-plane dipole moment.

After showing that the intrinsic dipole moment of 2D Janus monolayers remains close to unaltered, even at bulk metal interfaces, we now show that 2D Janus monolayers can be used to not only manipulate the SBH at semiconductor-metal interfaces but also control the excited states properties of semiconductor-semiconductor systems. We do this by a similar approach to the one above in relation to SBHs. As we showed in chapter 3 and 4, for 2D TMD homobilayers the CBM at the K-point is subject to no interlayer hybridisation effects. We will now again utilise this fact to study the effect on the optical properties of 2D TMD homobilayers after insertion of 2D Janus monolayers between two monolayer semiconductors. To do this, we choose to study 2D bilayer H-MoS\(_2\) and 2D bilayer H-MoS\(_2\)/H-WS\(_2\), combined with a set of 2D Janus monolayers with a broad range of intrinsic out-of-plane dipole moments. We then calculate the energy splitting between the CBM of the two semiconductors after insertion of the 2D Janus monolayers and plot this as a function of the shift in electrostatic potential energy across each freestanding 2D Janus monolayer in fig. 6.5. The definition of the energy splitting is depicted in the inset. We find that the splitting of the two states is linearly proportional to the intrinsic dipole moment of the freestanding 2D Janus monolayer independent of the size of the dipole moment. This result shows that 2D Janus monolayers can be used to control detailed electronic and optical properties of semiconducting vdWHs, for instance the possibility to tune interlayer exciton energies independently at semiconductor-semiconductor interfaces. This could expand the scope of the use of vdWHs in the use in for instance (IR-)photodetectors discussed in the last section of chapter 3, where it could potentially be used to tune the energy range of the photodetector or for tandem solar cell devices discussed in section 5.2.

6.3 Electronic and Optical Properties of 2D Janus Monolayers

In the previous two sections we studied monolayer MoSSe and multilayer stacks of MoSSe in detail and showed the effect of the intrinsic out-of-plane dipole at semiconducting and metallic interfaces. Since the properties studied in the previous chapter have been specifically related to a few 2D Janus monolayers this section will be devoted to and present a larger study of a wide range of Janus 2D monolayers to broaden the spectrum of predicted stable 2D Janus structures and therefore enlarge the spectrum of possible
Figure 6.5: Energy split of degenerate band edge states (\(\Delta \epsilon\)) of semiconductor-semiconductor homobilayers upon insertion of a 2D Janus monolayer between the two semiconductors plotted against the shift in electrostatic potential energy across the freestanding 2D Janus monolayer (\(\Delta E_{\text{vac}}\)). Different semiconductor bilayers and Janus materials are combined as explained in the main text. The dashed line has slope one. This figure is modified from included paper VIII.

Inspired by the experimental synthesis of MoSSe [79, 128] (H-phase) and BiTeI [38] (T-phase) we set out to study structures in the H- and T-phase containing a mix of a selection of transition metals, the pnictogens, the halogens, and the chalcogenides. Specifically we study structures with transition metals as the central atom in combination with either pnictogens as the side atoms or a mix of halogens and chalcogenides as the side atoms. Furthermore we study structures with pnictogens as the central metal atom and a mix of halogens and chalcogenides as the side atoms. The full set of 216 structures can be depicted from the details and figures in paper VIII. To quantify the thermodynamic stability we calculate the energy above convex hull which, as discussed previously, is a measure of the thermodynamic stability of the structure. From the C2DB we know that a 2D monolayer can be expected to be thermodynamically stable if the energy above convex hull is smaller than around 0.1 eV/atom [49]. Dynamical stability is determined from analysing the imaginary eigenvalues of the phonon spectrum. We will not go through the details of the screening studies since a comprehensive study can be found in paper VIII, but briefly summarise the results and instead here focus on the peculiar nature of the intrinsic out-of-plane dipole moment and the Rashba effect.

For the computational screening study we first note that the experimentally syn-
thesised monolayers, MoSSe and BiTeI, are lying at or just below the convex hull and thus predicted to be stable. In general we find group VI and VII transition metals in combination with chalgonenides (H-phase), group IV transition metals in combination with halogens (H-phase), group IV transition metals in combinations with chalcogens (T-phase), and all combinations with a pnictogen atom as the central metal atom in the T-phase are predicted thermodynamically stable. This includes the two experimentally synthesised monolayers. In addition to this, with few exceptions, all thermodynamically stable monolayers are found dynamically stable. In total we find 93 stable materials, of which 70 are semiconducting. Among the 23 metallic structure 7 are predicted to be in a ferromagnetic phase. This shows great promise for more 2D Janus monolayer to be experimentally synthesised and encourage further study and classification of the properties of 2D Janus monolayer structures.

For all stable monolayers we have calculated a broad range of electronic and optical properties including, PBE, HSE, and GW band structures and band gaps, effective masses, out-of-plane dipole moments, RPA and BSE absorption spectra, exciton binding energies, Rashba splitting parameters, etc. The calculated properties follows the workflow outlined in chapter 5. A large part of this data is presented in the data tables of paper VIII and is also available at the C2DB. The electronic and optical properties of the Janus class 2D materials qualitatively resemble that of the well-known TMD class of 2D monolayers, with both direct (at the K-point for most H-phase monolayers) and indirect electronic and optical band gaps, (G0W0) electronic band gaps in the range of 0.7-2.9 eV, exciton binding energies between around 0.4-1.1 eV, and for most monolayers a significant redshift of some of the features in the absorption spectrum comparing the absorption spectra calculated at the RPA and BSE level. In addition to this, the 2D Janus class monolayers possess out-of-plane shifts of the vacuum level potential up to about 1.7 eV and for many structures significant Rashba-split states at the \( \Gamma \)-point.

We will return to the nature of the Rashba splitting at the end of this section. A very interesting aspect of our study of the 2D Janus class materials is that it turns out that the electronic properties of the Janus class 2D materials can be classified as presented in paper VIII from the symmetry and chemical composition. The qualitative classification can with very few exceptions predict if the monolayer is metallic or semiconducting and for the latter case the location of the band extrema in the Brillouin zone only from the chemical composition and phase of the monolayer. On one hand it is fascinating that these properties can be found simply by knowing the M, X, and Y atoms. On the other hand, at a very fundamental level all that make the properties of one material different from another is the atomic composition and the symmetry group, which is exactly the information contained in this classification.

As discussed above, the finite out-of-plane dipole moments of the Janus class 2D materials can intuitively be understood from the difference in electronegativity between the two side atoms (X and Y atoms). Here we look at this statement in greater detail by plotting the change in electrostatic potential energy across the freestanding 2D Janus monolayers against the difference in electronegativity between the X and Y atoms. This
is shown in fig. 6.6. While a weak correlation can be seen significant deviations from this trend are found. This is best illustrated by the H-phase structures MoSSe and WSSE. The difference in electronegativity of sulfur and selenium is very small, but still these monolayers possess a large out-of-plane dipole moment. Another example is H-phase ZrSTe having a very small out-of-plane dipole moment even though the electronegativity of sulfur and tellurium is very different. This does not rule out that the out-of-plane dipole moment depends on the difference in electronegativity between the X and Y atom (conversely this difference is most likely the main driving force of this feature), however it strongly suggests that the out-of-plane dipole moment is a property that cannot be modelled by electrostatic models, but depends on more elaborate features such as interatomic wave function overlaps.

One fascinating aspect of the 2D Janus monolayers is the strong Rashba splitting of band edge states found for many of the monolayers studied above. It can be seen in the electronic band structure as a symmetric splitting of the spin-up and spin-down channels at either the VBM or CBM. We will here elaborate on the Rashba discussion in paper VIII and discuss how the textbook picture of the Rashba splitting on one hand gives an intuitive explanation for this effect, however that it is fundamentally lacking as a quantitative correct description. Considering a 2D Janus monolayer as depicted in fig. 6.1 the electrostatic potential changes rapidly close to the nuclei. This means that the intrinsic electric field has small-range microscopic oscillations within the 2D monolayer. Considering this problem from an electrostatic point of view, we know that the electrostatic potential at either side of the 2D Janus monolayer differs by a size proportional to the macroscopic out-of-plane dipole moment. This means, despite the fact that the electric field varies at a microscopic length scale, the integral of the in-plane averaged electric field over the full width of the 2D monolayer in the out-of-plane direction has to equal the change in electrostatic potential across the layer, and therefore has to be finite. We now (greatly) simplify the problem and approximate the electric field in the out-of-plane direction as a constant, $E_z$. In this case, from the reference point of an electron moving around inside the 2D monolayer, the electron will be subject to a magnetic field of the size: $B = \frac{1}{c^2}E \times v = \frac{1}{mc^2}E \times p$, where $v$ and $p$ are the velocity and (classical) momentum of the electron in the reference frame of the stationary 2D monolayer. Similarly to the discussion of spin-orbit coupling effects in chapter 2, we will use SI units to illustrate the dependence on the electron mass. Similar to the effect of spin-orbit coupling, the spin of the electron will interact with the magnetic field, which is given by projecting the effective magnetic field onto the Pauli spin matrices. If we simply consider all other contributions to the potential energy to be contained in $V$, we can write the Hamiltonian of the system, including the Rashba term, as:

$$H = -\frac{\hbar^2 \nabla^2}{2m} + \hat{V} + \frac{g_s \mu_B}{2m c^2} \hat{\sigma} \cdot (E \times p)$$

(6.3)

where the first term is the kinetic energy, $g_s$ is the g-factor, $\mu_B$ is the Bohr magneton, and $\hat{\sigma}$ are the Pauli spin matrices. Assuming that the electric field only has a $z$ component,
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Figure 6.6: Shift in vacuum level energy across the monolayer for the semiconducting 2D Janus monolayers found to be stable in paper IX for the H-phase (MoSSe, black) and T-phase (BiTeI, orange) plotted against the difference in electronegativity between the side atoms (X and Y). This figure is taken from included paper IX.

\[
eq. 3 \text{ can be written in matrix form as:}
H = \begin{bmatrix}
-\frac{\hbar^2 \nabla^2}{2m} + V & g_s \mu_B E_z \left( \partial_x - i \partial_y \right) \\
g_s \mu_B E_z \left( \partial_x + i \partial_y \right) & -\frac{\hbar^2 \nabla^2}{2m} + V
\end{bmatrix}
\]

(6.4)

Assuming that the eigenstates are plane waves confined to the 2D monolayer and assuming that the contribution from \( \hat{V} \) to the eigenenergies is \( V_0 \), for an isotropic system, the eigenvalues near the band edges can readily be found to yield:

\[
\epsilon_k = \frac{\hbar^2 k^2}{2m} + V_0 \pm \frac{g_s \mu_B E_z}{2mc^2} k = \frac{\hbar^2 k^2}{2m} + V_0 \pm \alpha_R k.
\]

(6.5)

What we find is, that the spin of the electron coupling to the (constant) electric field in the out-of-plane direction gives rise to a \( k \)-dependent term that splits the band edge state in the two spin channels, giving two symmetrically split band edge states. \( \alpha_R = \frac{g_s \mu_B E_z}{2mc^2} \) is known as the Rashba coupling parameter, which is linearly proportional to the electric field strength and therefore controls the degree of splitting. It is useful to bring in an alternative definition of the Rashba coupling parameter, which makes it easier to numerically and experimentally quantify the coupling parameter. Defining \( k_R \) as the distance
in momentum space between the band edge extrema and the symmetry axis and $E_R$ as
the Rashba energy, namely the energy difference between the band edge extrema and
the point where the energy dispersion crosses the symmetry line, the coupling parameter
can be defined as $\alpha_R = 2E_R/k_R$. Computed values for $E_R$ and $k_R$ are given in the
data tables in the paper for all systems where Rashba-split states were observed. The
calculated values for $E_R$ and $k_R$ are in good agreement with previous experimentally
verified and numerically calculated values \cite{20, 38} for similar TMD Janus structures.
Since $\alpha_R$ is linear in the electric field, the Rashba energy should be proportional to the
change in electrostatic potential energy across the 2D Janus monolayer. This is plotted
in fig. 6.7 (left). At the same time, since the argument leading to the Hamiltonian
(eq. 6.3) is similar to the derivation of the spin-orbit corrections to the eigenvalues, it
is expected that the Rashba splitting will also correlate with the strength of the spin-
orbit coupling, which we here quantify as the difference between the electronic band gap
calculated with and without spin-orbit interaction included. This is plotted in fig. 6.7
(right). Following similar arguments to the derivation above, the textbook reasoning
and explanation mostly found in the literature behind the Rashba-split states are, that
the lack of out-of-plane mirror symmetry and strong spin-orbit coupling are the driving
parameters for strongly Rashba-split states \cite{38}. However, as it is evident from fig. 6.7
we find no correlation between the Rashba energy and neither the shift in electrostatic
potential nor the strength of the spin-orbit coupling. This is a very important point, and
shows that the generally assumed picture of the physics of Rashba splitting, outlined by
the derivation above, does not give a satisfactory description of the physical mechanism.
This is most likely due to the microscopic details of the electrostatic field which are
ignored in the simplified model. In other words, it can be speculated, that the micro-
scopic features of the electric field in the region of space where the Rashba-split states
are confined to, are highly important, which are difficult to describe properly even with
numerical methods. Nevertheless, the high Rashba coupling parameters found here are
of great interest, since systems possessing Rashba-split states have caught the interest
in the spintronics community because these states allow for easy control of the spin-up
and spin-down channels separately.

To summarise we have studied the detailed properties of the new class of 2D Janus
monolayers including a classification of the stability and their electronic and optical prop-
erties, the Rashba splitting, and the intrinsic out-of-plane dipole moment, and shown
that the latter can be used to accurately manipulate SBHs at semiconductor-metal in-
terfaces, electronic and optical properties of vdWHs, and to form intrinsic pn-junction
in multilayer Janus structures. While only two 2D Janus monolayers have been synthe-
sised to this date, the large number of stable 2D Janus monolayers predicted in this
study opens a broad range of possible applications for this class of materials such as
intrinsic pn-junctions or tuning of the interlayer exciton energy in semiconducting type-
II vdWHs for photodetection. While the electronic properties of 2D monolayers and
vdWHs to a large degree right now can only be manipulated by "external" parameters
such as straining the monolayers, applying a gate voltage, or by changing the atomic
composition by doping, such measures can in general introduce undesired side effects
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that can be difficult to predict and control. In this aspect the class of atomically thin Janus structures offers a clean method for electronic manipulation. It will be interesting to what extent this will be utilised in applications in the upcoming years.

6.4 Self-Intercalation of Single Atoms in 2D Bilayers

In the previous chapters we have studied how the electronic and optical properties of vdWHs can be manipulated by the means of different techniques including: the nature of the monolayers (the atomic species), the dielectric environment including substrate screening or applied gate-voltage(s), the relative twist-angle between neighbouring monolayers, strains, doping, and as shown in the previous section, insertion of 2D Janus monolayers at interfaces to alter the electrostatic potential. In this final section of the final chapter we introduce a new paradigm of vdWH engineering, namely that of atomic self-intercalation in vdWHs. In this section we will present a few of the main results of the study in paper X and discuss the future prospects of this new class of quasi-2D materials. The remaining technical details can be found in the publication.
Due to the van der Waals nature of the interlayer interaction in vdWHs it is no surprise that the interlayer gaps could potentially offer a platform for further engineering of the vdWHs by insertion of single atoms, 1D chains, or molecules. However, it is by no means obvious if this can be achieved experimentally or if such structures will be stable or immediately disintegrate into other compounds. It is therefore rather surprising that not only can such self-intercalated bilayers be synthesised by two of the most standard growth methods, molecular beam epitaxy (MBE) and chemical vapor deposition (CVD), but that self-intercalated bilayers are also found to be stable for a wide range of combinations of atoms, as shown in this thesis. Furthermore, the concentration of self-intercalated atoms can be accurately controlled. The fact that these structures can be grown by both MBE and CVD enlarge the potential of the applications of these structures since it opens the possibility for many labs to potentially grow self-intercalated vdWHs in the future. In fig. 6.8 we show an example of self-intercalated bilayer Ta$_7$S$_{12}$ by a STEM image where the Ta atoms are shown by purple and the S atoms are vaguely found in the background in dark purple (it should be stressed the STEM image is obtained from experimental collaborators of the author). The self-intercalated Ta atoms are highlighted by yellow rings. The hexagonal lattice by the Ta in the pristine bilayer layers can be easily spotted and the self-intercalated Ta atoms occupies the octahedral vacancies.

![STEM image of self-intercalated bilayer Ta$_7$S$_{12}$](image)

**Figure 6.8:** STEM image of self-intercalated bilayer Ta$_7$S$_{12}$. The self-intercalated Ta atoms, occupying the octahedral sites are highlighted by yellow rings. The shown example corresponds to an intercalation concentration of 33.3% (see main text for definition). The scale bar has a length of 5 Å. This figure is taken from included paper X.

The structure shown in fig 6.8 is an example of a self-intercalated bilayer with a 33.3% self-intercalation concentration. The concentration degree is defined as the number of occupied octahedral vacancies over the number of octahedral vacancies in the pristine bilayer system. As mentioned, the self-intercalation concentration can be accurately controlled in the growth process, for instance using MBE, which can be done by carefully
controlling the ratio of Ta to S atoms. From this it is found that the concentration of self-intercalated Ta atoms can be tuned over a range of: 0%, 25%, 33.3%, 50%, 66.6%, and 100%. This gives a new spectrum of possibilities to explore the materials property of the vdWH by not only inserting single atoms, but also precisely control the distance between the self-intercalated atoms through the self-intercalation concentration.

By exploring this spectrum, both experimentally and through DFT calculations we find an intriguing dependence of the magnetic phase of the vdWH on the self-intercalation concentration for TaS\(_2\). While intrinsic bilayer TaS\(_2\) is non-magnetic and remains non-magnetic for various self-intercalation concentrations it is found that the most stable phase is a ferromagnetic phase at a self-intercalation concentration of 33.3% as illustrated in fig 6.9. It therefore turns out that it is possible to control the magnetic phase of the bilayer directly by controlling the self-intercalation concentration in the growth process. We have performed DFT calculations to analyse this phase transition and found that the ferromagnetic phase arises due to a significant charge transfer from the self-intercalated Ta atoms to the native bilayer layers. This leaves an unpaired electron at the self-intercalated atom in a \(d\)-orbital crossing the Fermi surface. We speculate that the exact self-intercalation concentration at which the phase transition takes place is closely related to the orbital overlap between the self-intercalated atoms, which determines the onset of when the charge transfer to the native bilayers is energetically favourable together with the amount of the transferred charged.

To test the generality of the observed self-intercalation of bilayer TaS\(_2\) we have conducted a substantial screening study calculating and analysing various self-intercalated bilayers. We calculate the ground state of bilayer combinations of 16 different transition metals with both S, Se, and Te. This is done for both the intrinsic bilayer and at 33.3% and 66.6% self-intercalation concentrations (see paper X for all bilayer combinations). For each system we calculate the energy above convex hull (in the same manner as in the C2DB workflow). We stress here that the pristine bilayer has been included in the convex hull for this analysis. From this analysis we find 14 different configurations that develop ferromagnetism upon self-intercalation (i.e. we exclude systems which are already magnetic in the pristine bilayer structure). As illustrated in fig. 6.10 we predict 12 of these self-intercalated bilayers to be thermodynamically stable. We also stress that 33.3% self-intercalated Ta\(_7\)S\(_{12}\) is found as one of these 12 systems. Of the 14 systems all structures containing Ta, Nb, and Mo have been attempted to be grown. A successful growth was achieved for the self-intercalated bilayer containing Ta and Nb, while self-intercalated bilayers containing Mo disintegrated into other compounds immediately. We therefore satisfactorily found a one-to-one correspondence between the computationally predicted stable self-intercalated bilayers and the successfully grown self-intercalated bilayers.

The fact that the self-intercalation process and development of ferromagnetism is not limited to bilayer TaS\(_2\), but turns out to be a more general feature, opens new possible pathways for more general manipulation of the properties of vdWHs using self-intercalated single atoms. This window, and extend, of additional tuning of the properties are now to be explored. Future studies should now be carried out to reveal
Figure 6.9: Magnetic moment as a function of concentration of self-intercalated Ta atoms for bilayer (purple) and bulk (blue) TaS$_2$. The onset of the ferromagnetic phase of self-intercalated bilayer TaS$_2$ is found at an self-intercalation concentration of 33.3\%. This figure is taken from included paper X.

if other materials properties than the on/off-switching of a ferromagnetic phase can be manipulated by this method. While the intercalation of foreign atoms have already been achieved in bulk crystals there exist only few examples of this process in few-layer layered materials [62, 121, 37, 118, 119]. It will be interesting to see the result of a systematic study to test if the intercalation process in few-layer vdWHs is only limited to atoms already present in the intrinsic bilayer and few others or how general the intercalation process can be made. In either case, the (self-)intercalation of atoms in between the layers in vdWHs offers yet another knot to turn to assemble vdWHs with unique new materials properties and can be used in combination with the above mentioned methods such as twist-angles, dielectric screening and gate-voltage, strain effects, Janus monolayers etc. to expand the already almost infinite possible combinations of vdWHs.

At this point we are free to hypothesise what other possibilities the intercalated bilayer structures opens up. The intercalated bilayer systems can to some extend be considered as a quasi-2D system. On one hand, the system is still characterised by the familiar 2D nature i.e. low dielectric screening, strongly bound exciton states, and strong light-matter interaction. On the other hand, a recent study has shown that intercalation of Cu atoms into the van der Waals gap of bilayer NbS$_2$ changes the transport properties in the out-of-plane direction of the bilayer [78]. We note in passing that this intercalation process was performed at a very high Cu chemical potential from a Cu surface and the general stability of this intercalated system is questionable. Otherwise Cu contamination of vdWHs would most likely present a huge problem. However, it very well illustrates the hint of 3D character few-layer intercalated vdWHs possesses. From another perspective the intercalated bilayers can also be viewed as a quasi-0D/2D material: a host material (the intrinsic 2D bilayer) hosting single atoms. With very low intercalation concentrations the orbitals of the intercalated atoms would have close to
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Figure 6.10: Energy above convex hull for the 14 self-intercalated bilayers found to develop a ferromagnetic phase upon self-intercalation. The definition of thermodynamic stability is chosen to be at 0.1 eV/atom over the convex hull according to the stability analysis performed in the C2DB \cite{49}. This figure is taken from included paper X.

no overlap and would essentially be non-interacting. While the intercalated atoms will still be covalently bonded to the bilayers it could potentially be possible to utilise some of the properties of free atoms. This could for instance be single frequency emission peaks from the intercalated atoms, which would have sharp atomic optical transitions when intercalated in a wide band gap intrinsic bilayers. It will be exciting to follow how the (self-)intercalated atoms will contribute to research in vdWHs in the following years.
CHAPTER 7

Conclusion and Outlook

In this thesis we have applied analytical models and state-of-the-art \textit{ab-initio} computational methods to calculate and explore the electronic and optical properties of 2D materials and vdWHs. We have reviewed the state-of-the-art computational \textit{ab-initio} many-body methods, the GW, and BSE formalisms, and seen the importance of including many-body effects in the description of 2D materials and vdWHs to capture the strong quasi-particle and excitonic effects in these systems. In general, \textit{ab-initio} computational methods can only be applied to a very limited number of vdWHs, due to the computational requirements of such calculations and the large number of atoms necessary to represent even few-layers vdWHs. This thesis has addressed these computational requirements by having developed efficient algorithms for such calculations.

To summarise the results in this thesis, we have in section 3.5 shown how the non-locality of the dielectric function can be used to manipulate and control the quasi-particle band gap of 2D monolayer semiconductors on a graphene layer (and other dielectric screening media), by applying a gate-voltage to the graphene monolayer. We also showed how the magnitude of this effect depends on the static polarisability of the 2D semiconductor and that the effect can be further manipulated in a predictive manner by intercalating monolayer hBN layers.

In section 3.7 we implemented the BSE method with the QEH model to be able to accurately calculate exciton energies in multilayer vdWHs. This makes possible the calculation of the absorption spectrum including excitonic effects of multilayer vdWHs and furthermore we saw that this accurately captures the redshift of exciton energies in vdWHs - an artefact not captured correctly by the Mott-Wannier model for few-layers vdWHs previously developed. We showed in section 3.9 that a strong interlayer exciton state exists at the heterointerface of WS\textsubscript{2}/HfS\textsubscript{2} with a peculiar thickness dependent interlayer to intralayer character transition. The exciton state exhibits an energy in the infrared spectrum and resolves a long standing issue of finding optically strong and active photodetectors in the infrared spectrum. Finally in chapter 3 we introduced a new dielectric screening regime of 2D exciton physics that exists when a semiconducting 2D monolayer is placed on a strongly dielectric screening bulk media. Consequently the exciton Rydberg series becomes overscreened - in contrast to the underscreened screening regime previously known for freestanding 2D monolayers. Furthermore we showed how the nature of the Rydberg series can be varied by changing the dielectric constant of the bulk dielectric media and that an inherent hydrogenic Rydberg series can in fact be obtained in a semiconducting 2D monolayer. The new exciton screening regime is
yet to be fully explored and can potentially open up new pathways for designing new exciton states in vdWHs.

In chapter 4 we discussed and showed that it is necessary to go beyond the non-self-consistent state-of-the-art *ab-initio* methods (such as G0W0) to obtain a correct description of the interlayer orbital hybridisation and charge transfer effects in vdWHs. We developed a computational method to accurately describe this interlayer interaction and implemented this with the QEH model. We then combined the developed model with *ab-initio* G0W0, BSE, and Mott-Wannier calculations to benchmark the accuracy that can be expected of calculated intra- and interlayer exciton energies in vdWHs against experimental observations. Interestingly we found that it is important treat the interlayer interaction self-consistently from the quasi-particle band line-up to accurately describe the twist-angle dependence of exciton energies for systems with degenerate intra- and interlayer exciton state. In this, we also benchmarked the discrepancy that can be expected from the dielectric screening from supporting substrates in experiments, from interlayer orbital hybridisation effects, and studied finite temperature effects on optical transition energies. From this, we benchmarked the discrepancy that can be expected between experimental measurements and *ab-initio* calculated exciton energies in vdWHs. The developed methods for computationally feasible calculating excitonic absorption spectra and interlayer orbital hybridisation effects in vdWHs offers an important tool to accurately calculate quasi-particle energies and excitonic states in multilayer vdWHs which have not been possible up to this date.

After studying electronic and optical states in vdWHs we turned our attention to materials discovery and manipulation of materials properties of vdWHs. First we presented and outlined the developed workflow of the Computational 2D Materials Database. The database offers a comprehensive study of the stability, single-particle, and many-body electronic and optical properties of close to 3000 monolayers. The hope is that this database will help guiding both theoreticians and experimentalists in future studies. Our work included a significant study of the new Janus class of 2D monolayers where we conducted a thorough classification study of their electronic and optical properties. We found that the 2D Janus monolayers can be used to manipulate the Schottky barrier at semiconductor-metal heterointerfaces, tune the band line-up and interlayer exciton energies at semiconductor-semiconductor interfaces, and that in fact multilayer Janus structures are natural inherent pn-junctions. While only two 2D Janus monolayers have been experimentally synthesised to this date, the results in this study suggests that Janus monolayers have a huge potential to influence the future of vdWH design and applications, due to their wide range of out-of-plane dipole moments and their inherent strong Rashba split states. Finally we introduced a new paradigm of materials science by showing it is possible to self-intercalate single atoms in 2D bilayers and that such self-intercalated structures in fact are stable for a large set of bilayers. We found that the self-intercalation process influences the electronic properties and for several bilayer systems can change the magnetic phase dependent on the concentration of self-intercalated atoms. It will be interesting to follow the future of these cross-dimensional structures,
where it is possible to both combine the characteristic 2D properties with out-of-plane 3D-like properties and possibly utilise single-atom properties in low-concentration self-intercalated bilayers.
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The emergent class of atomically thin two-dimensional (2D) materials has opened up completely new opportunities for manipulating electronic quantum states at the nanoscale. Here we explore the concept of dielectric band gap engineering, i.e., the controlled manipulation of the band gap of a semiconductor via its dielectric environment. Using first-principles calculations based on the GW self-energy approximation we show that the band gap of a two-dimensional (2D) semiconductor, such as the transition metal dichalcogenides, can be tuned over several hundreds of meV by varying the doping concentration in a nearby graphene sheet. Importantly, these significant band gap renormalizations are achieved via nonlocal Coulomb interactions and do not affect the structural or electronic integrity of the 2D semiconductor. We investigate various heterostructure designs, and show that, depending on the size of the intrinsic dielectric function of the 2D semiconductor, the band gap can be tuned by up to 1 eV for graphene carrier concentrations reachable by electrostatic doping. Our work provides opportunities for electrically controllable band gap engineering in 2D semiconductors.
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1. INTRODUCTION

Two-dimensional (2D) materials such as graphene, hexagonal boron nitride (hBN), and the semiconductor transition metal dichalcogenides (TMDCs), represent an emergent class of materials with unique electronic and optical properties making them interesting candidates for applications in a number of areas including (opto)electronics, photonics, energy, and quantum technology [1–5]. A unique merit of these materials is that their properties can be tuned much more easily than is possible with conventional bulk materials. This feature stems from the extreme thinness of 2D materials, which makes the electronic states living inside them highly susceptible to their environment [6]. In particular, 2D semiconductors encapsulated in van der Waals heterostructures constitute an ideal platform for practicing and exploiting the art of band gap engineering.

In addition to the conventional band gap engineering schemes based on doping and alloying, the band gap of 2D semiconductors can be controlled via mechanical strain [7,8], layer stacking [9,10], and external electric fields [11,12]. In all these cases, the fundamental physical mechanism underlying the band gap modification can be explained within a single-particle picture. A fundamentally different type of band gap engineering can be achieved in 2D materials by exploiting the dependence of the electronic quasiparticle (QP) energies on the dielectric environment outside the 2D layer. This dependence stems from the electron’s self-energy, which describes the interaction between the electron (or hole) and its self-induced screening cloud. Because the shape and size of the screening cloud depends on the dielectric environment, this effect can be exploited to change the QP energies without changing the spatial shape or hybridization pattern of the 2D semiconductor wave functions. Because of its nonlocal and dynamical nature, dielectric screening effects on QP energies are not captured by traditional mean-field approximations, but require more rigorous QP theories such as the many-body GW method [13,14].

Quasiparticle screening effects manifest themselves most clearly in molecules deposited on metallic or dielectric substrates. In such systems, the dielectric screening from the substrate can shift the molecule’s orbital energies by several eV relative to the gas-phase energies. These effects, which have been demonstrated both experimentally [15–17] and theoretically [18–20], are essential to take into account for a proper description of electron transport in molecular junctions. Here the dielectric screening from the metallic electrodes can strongly influence the position of the frontier molecular orbitals relative to the electrode Fermi level and thereby affect the tunneling rate [21,22]. The shift in molecular energy levels can often be explained semi-quantitatively by a classical image-charge model [18,19], although dynamical corrections and wave function modifications may also play a role [23,24]. Compared to molecules, 2D semiconductors have better intrinsic screening ability making them less susceptible to their dielectric environment. Still, the internal screening is weak enough that the QP band gap can be reduced by up to 1 eV by substrate screening, as first shown by first-principles GW calculations for hBN on graphene [13]. Experimentally, it was demonstrated using nonlinear optical spectroscopy that the QP band gap of monolayer WS2 can be varied by 0.3 eV depending on the choice of substrate [25], and by GW calculation that the QP band gap is reduced by about 0.5 eV for MoS2 on a gold substrate [26]. Subsequently, the concept of dielectric band gap engineering in...
FIG. 1. The setup considered for electrically controlled band gap engineering. A semiconducting 2D material is placed on top of a graphene sheet separated by N layers of hBN. The concentration of charge carriers in the graphene sheet can be adjusted via a bottom gate. An increased doping level enhances the dielectric function of the graphene sheet, which in turn weakens the screened electron-electron interaction inside the 2D semiconductor leading to a reduction of its QP band gap.

2D materials has been explored for both lateral [27,28] and vertical [29–31] heterostructure designs. In a recent work, Qiu et al. [32] investigated the effect of dielectric screening on the quasiparticle band gap of a single layer of ReS$_2$ placed on top of a back-gated graphene sheet. They found that the band gap can be tuned between 2.15 and 1.93 eV when the gate voltage was varied between −63 and 45 V.

In this work we present a theoretical analysis of a similar setup providing both fundamental insight into the physical mechanisms governing the idea of electrically controllable dielectric band gap engineering in a 2D semiconductor and numerical relations between key system parameters that can be used to guide the future design of van der Waals (vdW) structures with tailored band gaps. To this end we consider a van der Waals heterostructure consisting of the 2D semiconductor placed on a graphene sheet (see Fig. 1). For various types of 2D semiconductors, we explore how the QP band gap depends on the doping concentration in the graphene sheet. In practice, the latter can be controlled by an electrostatic bottom gate. This setup allows the strength of the screened Coulomb interaction inside the 2D semiconductor and thus the electron self-energy, to be controlled externally via the concentration of free charge carriers in the graphene sheet. The calculations are made possible by the recently developed GΔW method [29], which calculates the change in the GW self-energy due to the additional screening provided by the heterostructure environment, which in turn is obtained using the quantum electrostatic heterostructure (QEH) model [33].

II. RESULTS AND DISCUSSION

The QP energies are obtained from the linearized QP equation

$$\varepsilon_{QP} = \varepsilon_a + Z_a(\psi_a)\Sigma(\varepsilon_a) - \nu_a|\psi_a|,$$

where $\psi_a$ and $\varepsilon_a$ represent approximate single-particle wave functions and energies that are typically obtained from a density functional theory calculation. In this work, we use the Perdew-Burke-Ernzerhof (PBE) exchange-correlation (xc) functional to determine $\psi_a$ and $\varepsilon_a$. In the QP equation, the self-energy operator, $\Sigma$, which describes the interaction of the electron/hole with its self-induced screening cloud, replaces the local mean-field exchange-correlation potential, $\nu_a$. The renormalization factor $Z_a$ accounts for the energy variation of $\Sigma(\varepsilon)$ around the energy $\varepsilon_a$.

Within the so-called G$_0$W$_0$ method, the electron self-energy is approximated by the product of the Green’s function ($G$) and dynamically screened electron-electron interaction ($W$). The 0 subscript indicates that $G$ and $W$ are evaluated from the noninteracting $\psi_a$ and $\varepsilon_a$, i.e., the non-self-consistent GW approximation. The screened interaction, which is the main object of interest in the present work, is defined as

$$W(\mathbf{r}, \mathbf{r}', \omega) = \int d\mathbf{r}'' \epsilon(\mathbf{r}, \mathbf{r}', \omega) \frac{1}{|\mathbf{r'} - \mathbf{r}|} d\mathbf{r}''$$

where $\epsilon(\mathbf{r}, \mathbf{r}', \omega)$ is the microscopic dielectric function of the material. We shall not go deeper into the theory of the GW method here but refer the interested reader to one of the many excellent reviews on the topic [34,35]. For the purpose of the present work it suffices to note that due to the strong nonlocality of the Coulomb kernel and dielectric function, it is possible to affect the screened interaction $W$ between electrons in one region of space (here the 2D semiconductor) by modifying the dielectric response in another region (here the graphene sheet).

Conventional implementations of the GW method do not readily allow for the study of systems like the one shown in Fig. 1. This is due to the shear size of the supercells needed to describe vdW heterostructures comprising 2D materials with different in-plane lattice constants. For example, the smallest supercells required to model a WS$_2$/graphene bilayer when the strain on each layer is not allowed to exceed 1%, contains more than 300 atoms, which exceeds the system sizes that can be treated by conventional GW codes. Furthermore, a proper treatment of the dielectric function of doped graphene requires extremely dense k-point sampling around the Dirac cones making standard calculations intractable. In this work we rely on the GΔW method [29] in combination with the QEH model [33]. The QEH model is used to compute the dielectric function of the entire vdW heterostructure from the dielectric functions of the individual layers. The method circumvents the problem of large supercells due to lattice mismatched 2D layers and allows for very fine k-point meshes for the individual layers. We use the QEH model to calculate the change in the screened interaction of the 2D semiconductor, $\Delta W$, due to the presence of the other layers of the heterostructure (hBN and doped graphene). In a next step, we calculate the change in the self-energy as $\Delta \Sigma = G\Delta W$ (integral over frequency not shown), which in turn yields the change in the QP gap of the semiconductor. For more details on the GΔW methods we refer to Ref. [29]. We note in passing that other approximation schemes for dealing with dielectric screening in GW calculations for large systems have been proposed [36,37].

In the following we consider the setup shown in Fig. 1 consisting of a monolayer transition metal dichalcogenide (TMD) placed on top of a graphene sheet, possibly with a number of hBN layers inserted in between. In Fig. 2 we plot the QP band gap of four different TMDs as a function of
FIG. 2. The quasiparticle band gap of four different TMD monolayers placed on top of a graphene sheet as a function of the position of the Fermi level (i.e., carrier concentration) in graphene. The configuration corresponds to Fig. 1 without any hBN layers between the TMD and graphene sheet. The band gap of the freestanding TMDs is indicated by dashed lines.

The Fermi level in the graphene sheet for the case where the TMD is placed directly on top of the graphene layer. As the Fermi energy is raised, the concentration of free carriers in the graphene sheet increases leading to an enhanced dielectric screening. This effect is visible in Fig. 5, which shows the real part of the dielectric function of the TMD monolayer for different values of the Fermi energy. The dielectric function of the TMD is defined as the ratio between the screened and bare Coulomb interaction in the TMD sheet,

\[ W(q_\parallel, \omega) = \frac{1}{q_\parallel \epsilon(q_\parallel, \omega)}. \]  

where \(1/q_\parallel\) is the bare 2D Coulomb interaction and \(W(q_\parallel, \omega)\) is the screened interaction between charges in the TMD obtained from the QEH model, and \(q_\parallel\) is the in-plane 2D wave vector. The graphene plasmon is clearly visible at finite doping concentrations. The intensity of the graphene plasmon increases with the doping level leading to an enhanced dielectric screening in the TMD layer. The lower right panel of Fig. 5 shows the real part of the dielectric function for fixed wave vector \(q_\parallel = 0.05 \text{ Å}^{-1}\).

In the quasiparticle picture, where an electron is surrounded by a positive screening cloud (together making up the quasiparticle), the enhanced dielectric screening corresponds to a larger/more effective screening cloud. The attractive interaction between the bare particle and its screening cloud, i.e., the self-energy of the electron, then increases resulting in a stabilization of the quasiparticle and thus a reduction of the band gap.

In the configuration considered in Fig. 1 (no hBN layers between the TMD and graphene), the screening from undoped graphene reduces the TMD band gap by around 0.30 eV, as compared to the freestanding TMD. The band gaps are then further reduced by 0.25 eV as the graphene Fermi level is increased from 0 to 0.8 eV. We stress that these very substantial band gap reductions are achieved without modifying the atomic structure, the shape of the wave functions, or their hybridization patterns, and highlights the unique opportunities offered by atomically thin materials for tuning electronic properties.

In Fig. 3 we show the variation of the TMD band gap (here exemplified by MoS\(_2\)) as a function of the number of hBN layers separating the TMD and the graphene sheet. Results are shown for the case of intrinsic graphene and for doping concentrations corresponding to Fermi level shifts of 0.4 and 0.8 eV, respectively. The band gap shows an approximate \(1/N\) dependence on the number of hBN layers. The dashed lines indicate best fits to the functional form \(a(E_F)/(N + b) + E_{\infty}\), where the asymptotic value \(E_{\infty}\) is the band gap of MoS\(_2\) on bulk hBN (which we calculate explicitly), \(b\) is an image plane position, and \(a\) is the strength of the image charge. In these fits only \(a\) was taken to depend on the doping concentration in the graphene layer. The good quality of the fit confirms the interpretation of the band gap reduction as an “image charge” effect, i.e., the band gap reduction is due to the interaction between the electron/hole in the TMD and its self-induced screening cloud in the graphene layer. Furthermore we find \(b\) to be very close to two times the MoS\(_2\)/graphene interlayer.
FIG. 4. The reduction of the QP band gap of the semiconductor monolayers listed in Table I when placed on intrinsic and doped graphene (corresponding to $\Delta E_F = 0.4$), respectively. The band gap reduction is plotted versus $1/\alpha$, where $\alpha$ is the static in-plane polarizability of the freestanding 2D semiconductor. It is clear that the band gap reduction is stronger for 2D materials with weaker intrinsic screening suggesting that the band gap renormalization is determined by the relative change in screening provided by the graphene layer. The dashed lines are added as guides to the eye and the orange dot corresponds to previous experimental work [32] (see main text).

In the simplest image charge model, the band gap reduction is given by the electrostatic interaction between a point charge in the TMD and its image charge in the graphene layer. Indeed, this picture has been found to hold to a very good approximation for molecules on metallic or insulating surfaces [18,19]. In Fig. 4 we show the calculated band gap renormalization for a number of different 2D semiconductors when placed on top of the graphene layer. The considered 2D semiconductors are listed in Table I together with their QP band gaps and static in-plane polarizability taken from the Computational 2D Materials Database (C2DB) [38]. The band gap reductions are plotted against the size of the static in-plane polarizability of the 2D semiconductor. It is clear that, independent of the doping concentration in the graphene sheet, the band gap reduction is larger for 2D materials with lower polarizability. This behavior can be understood by realizing that the magnitude of the screening cloud in the graphene layer, i.e., the image charge, depends on the total charge of the quasiparticle in the 2D semiconductor, i.e., the bare electron/hole plus its screening cloud in the 2D semiconductor. The latter is obviously larger in 2D semiconductors with a high intrinsic polarizability. This shows that the amount by which the band gap can be tuned via the dielectric environment depends on the degree of internal screening in the 2D semiconductor itself. We note the band gap reduction found by Jiong et al. [32], where a reduction of about 0.6 eV of the band gap was found when monolayer ReSe$_2$ was placed on doped graphene. We have calculated the averaged in-plane static polarizability of ReSe$_2$ to be 6.58 Å, corresponding to the orange dot in Fig. 4 and we find an excellent agreement with the calculated values for the band gap reduction of other 2D monolayers.

In this work we have focused on the effect of dielectric screening on the QP band gap. In general, optical excitations, in particular bound excitons, are less affected by dielectric screening because of the neutral nature of such excitations. On the other hand, more loosely bound excitons or excitons with charge transfer character [39,40], present larger electron-hole separations and consequently experience stronger renormalization by the dielectric environment. While the effect of dielectric screening on optical excitations, in particular the

<table>
<thead>
<tr>
<th>Monolayer</th>
<th>Band gap (eV)</th>
<th>Static polarizability (Å$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BN</td>
<td>7.17</td>
<td>0.96</td>
</tr>
<tr>
<td>HfO$_2$</td>
<td>4.70</td>
<td>1.36</td>
</tr>
<tr>
<td>SnO$_2$</td>
<td>1.84</td>
<td>1.84</td>
</tr>
<tr>
<td>TiO$_2$</td>
<td>3.95</td>
<td>1.99</td>
</tr>
<tr>
<td>HfS$_2$</td>
<td>2.94</td>
<td>3.16</td>
</tr>
<tr>
<td>SnS$_2$</td>
<td>2.29</td>
<td>3.56</td>
</tr>
<tr>
<td>HfSe$_2$</td>
<td>2.12</td>
<td>4.38</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>2.52</td>
<td>5.58</td>
</tr>
<tr>
<td>MoS$_2$</td>
<td>2.53</td>
<td>6.19</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>2.10</td>
<td>6.59</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>2.12</td>
<td>7.28</td>
</tr>
<tr>
<td>MoTe$_2$</td>
<td>1.56</td>
<td>9.47</td>
</tr>
<tr>
<td>CrSe$_2$</td>
<td>1.17</td>
<td>10.31</td>
</tr>
</tbody>
</table>

FIG. 5. Contour plots: real part of the dielectric function of MoS$_2$/graphene evaluated in the MoS$_2$ layer for different doping concentrations along the in-plane wave vector. Bottom right plot: The real part of the dielectric function evaluated along $q_\parallel = 0.05$ Å$^{-1}$ for intrinsic MoS$_2$ (gray) and for three different doping concentrations for MoS$_2$/graphene (black, green, and blue).
lowest bound excitons in 2D materials, are easier to probe experimentally as compared to the QP gap, the theoretical treatment is limited by the assumption of static screening. This assumption is valid when the dielectric function shows weak variation with frequency up to a characteristic frequency given by the exciton binding energy. This condition is usually satisfied in intrinsic semiconductors and insulators. However, when the dielectric function used to screen the electron-hole interaction has a metallic component (like the intraband screening in doped graphene; cf. Fig. 5) the assumption of static screening cannot be justified and more elaborate methods are required in order to deal with the frequency dependent electron-hole interaction [41].

In conclusion, our \textit{ab initio} GW calculations show that it is possible to control the quasiparticle band gap of an atomically thin 2D semiconductor by varying the doping concentration in a nearby graphene sheet. The physical mechanism underlying the band gap renormalization is that the size of the screening cloud dressing an electron/hole of the 2D semiconductor, which determines its self-energy, is controlled by the screening ability of the graphene. The effect was shown to be well described by a simple image charge model with the caveat that the magnitude of the image charge depends on the intrinsic screening of the 2D semiconductor. Thus, in general, the effectiveness of dielectric band gap engineering is determined by the intrinsic screening properties of the 2D material itself. Our work highlights the unique opportunities for shaping electron energy landscapes in 2D materials by dielectric engineering without altering the atomic or electronic integrity of the 2D material itself.

\section*{III. METHOD}

All calculations have been performed with the electronic structure software code GPAW \cite{42}. The atomic structures were relaxed using PBE with a plane-wave cut-off energy of 800 eV, on a \textit{k}-point grid with a density of 6.0 Å\(^{-1}\), and with a Fermi smearing of 0.05 eV. All structures were relaxed until the maximum force on any atoms was 0.01 eV/Å and the maximum stress on the unit cell was 0.002 eV/Å\(^3\). The ground state was calculated using the same parameters as for the relaxation, but with a \textit{k}-point grid of 12.0 Å\(^{-1}\). The \textit{GW} calculations were performed starting from the PBE wave functions. Three \textit{GW} calculations were done with a cut-off energy for the self-energy of 170, 185, and 200 eV from which the band gap was determined by extrapolating to an infinite plane-wave cut-off. The electronic band gaps for the van der Waals heterostructures were determined by calculating the screening correction to the valence and conduction bands for the freestanding monolayer semiconductor in the QEH model \cite{33} which have previously been shown to yield accurate results for heterostructures with a low degree of hybridization at the band edges. The static polarizabilities are calculated within the random phase approximation (RPA), which were based on a PBE ground state calculation with a 20 Å\(^{-1}\) \textit{k}-point density grid and a cut-off energy of 50 eV was used for the RPA calculation. In both the \textit{GW} and the RPA calculations a truncated Coulomb interaction was used. All band structure calculations are calculated including spin-orbit interaction.
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Engineering of the dielectric environment represents a powerful strategy to control the electronic and optical properties of two-dimensional (2D) materials without compromising their structural integrity. Here we show that the recent development of high-$\kappa$ 2D materials present new opportunities for dielectric engineering. By solving a 2D Mott-Wannier exciton model for WSe$_2$ on different substrates using a screened electron-hole interaction obtained from first principles, we demonstrate that the exciton Rydberg series changes qualitatively when the dielectric screening within the 2D semiconductor becomes dominated by the substrate. In this regime, the distance dependence of the screening is reversed and the effective screening increases with exciton radius, which is opposite to the conventional 2D screening regime. Consequently, higher excitonic states become underbound rather than overbound as compared to the Hydrogenic Rydberg series. Finally, we derive a general analytical expression for the exciton binding energy of the entire 2D Rydberg series.

Intense research during the past decade has established the unique optical properties of two-dimensional (2D) semiconductors such as single layers of transition metal dichalcogenides (MX$_2$ and MXY with M=Mo,W and X=S,Se,Te)\textsuperscript{1–5}. Most fundamentally, these ultrathin materials host strongly bound excitons with binding energies reaching up to 25% of the band gap\textsuperscript{6–8} making them candidates for excitonic devices that can be operated at room temperature. Another unique feature is the extreme degree to which these excitons can be manipulated and controlled externally, e.g. via the dielectric environment\textsuperscript{9–16}. Higher-lying excitonic states also exhibit unusual properties. In particular, the Rydberg series does not follow the $1/n^2$ Hydrogenic series known from 3D materials, but show a distinct non-Hydrogenic behavior as a direct consequence of the non-local nature of the 2D dielectric function\textsuperscript{17,18}. For a translation invariant system the $q$-dependent dielectric function obeys

$$\epsilon(q) = \int d(r-r')\epsilon(r-r')e^{iq(r-r')}$$

From this it follows that non-locality in real space translates into $q$-dependence in reciprocal space. In bulk semiconductors it is typically a good approximation to set $\epsilon(r-r') = \epsilon_b(r-r')$, which yields a $q$-independent dielectric function. In contrast, for a freestanding 2D semiconductor $\epsilon(q) = 1 + \alpha q$ (for small $q$), from which it follows that screening in 2D is notoriously non-local. Furthermore, it has been shown that the dielectric function of a 2D material is sensitive to its dielectric environment, e.g. a substrate. However, with a few notable exceptions\textsuperscript{19,20}, all experiments on excitons in 2D semiconductors reported to date employed substrates with weak dielectric screening, e.g. hBN, SiO$_2$ or sapphire\textsuperscript{21–24}. As a consequence, the developed theory of excitons in atomically thin materials have also exclusively focused on this scenario.

In this work, we explore what happens to the excitonic states of a 2D semiconductor, here exemplified by WSe$_2$, when the dielectric screening inside the 2D material becomes dominated by the environment. For WSe$_2$ on low-screening substrates we obtain the well known non-hydrogenic exciton series\textsuperscript{17,25} where higher exciton states are screened less than the $n=1$ ground state. Here we show that this trend is reversed when the dielectric screening from the substrate exceeds the intrinsic screening in the 2D layer. At the end we generalize the 2D hydrogen-like model previously developed\textsuperscript{25} for the exciton effective dielectric constant in a 2D semiconductor to include the effect of neighbouring substrate screening and obtain excellent agreement with numerical solutions.

$$\kappa = \left(\epsilon_{\text{sub}} + 1\right)/2$$

![FIG. 1. A 2D layer with non-local, i.e. $q$-dependent, dielectric function located on a dielectric media with constant permittivity. The extension of the electric fields lines from two 2D excitons with different spatial radius is depicted. The larger the exciton radius, the more the screening is determined by the environment outside the 2D material.](image_url)

The excitonic states of the WSe$_2$ monolayer are obtained by solving the Mott-Wannier equation for the ex-
citon envelope wave function

\[
\frac{\hbar^2}{2\mu} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + W(r) \right] F(r) = E_n F(r) \quad (2)
\]

where \( \mu \) is the exciton effective mass, \( W(r) \) is the screened electron-hole interaction, \( E_n \) the binding energy of state \( n \), and \( F(r) \) is the probability amplitude for finding the electron and hole at separation \( r \). We use an exciton mass for WSe\(_2\) of \( \mu = 0.187 \) adopted from the Computational 2D Materials Database\(^{26}\). To calculate the screened interaction between the electron and hole in the 2D layer we use the Quantum Electrostatic Heterostructure (QEH) model\(^{27}\), which has previously been shown to yield accurate energies for excitons in van der Waals heterostructures\(^{28,29}\). The QEH model takes the ab-initio response functions of the 2D layer as input and thus accounts fully for the non-local screening in the monolayer.

Screening from the environment is taken into account by the method of image charges. We define the effective permittivity of the environment as \( \kappa = (\epsilon_{\text{sub}} + 1)/2 \), where \( \epsilon_{\text{sub}} \) and 1 are the permittivities of the half spaces above and below the 2D material, see Fig. 1. We here restrict our calculations to merely consider a 2D monolayer on a dielectric substrate. We do this since by the virtue of the definition of \( \kappa \), the results obtained for a 2D monolayer on a dielectric substrate with dielectric constant \( \epsilon_{\text{sub}} \), will be quantitatively very close to the same 2D monolayer encapsulated between two substrates, both with dielectric constants \( \epsilon_{\text{sub}}/2 \), and therefore this method is straightforward to generalize to the case of an encapsulated 2D monolayer.

Before turning to the results of the exciton calculations, we discuss how the dielectric function of the WSe\(_2\) monolayer is influenced by the dielectric environment. We define the dielectric function of the 2D monolayer by

\[
\epsilon(q) \equiv \frac{V(q)}{W(q)} \quad (3)
\]

where \( V(q) = 1/q \) is the 2D Fourier transform of 1/r and \( W(q) \) is the screened Coulomb interaction between two point charges in the 2D layer as obtained from the QEH model. In Fig. 2, we show the dielectric function of freestanding WSe\(_2\) (black), WSe\(_2\) on a weakly screening substrate (blue, denoted S1), and a strongly screening substrate (red, denoted S2). The horizontal dashed lines (\( \kappa_{\text{S2}}, \kappa_{\text{S1}}, \) and \( \kappa_{\text{S2}} \)) mark the \( q = 0 \) limits of the dielectric functions, which equal the effective permittivity of the environment (see below). We note that, \( \kappa_{\text{S2}} = 13 \), could easily be realized upon encapsulation of WSe\(_2\) in the high-layered materials HfO\(_x\)\(^{30,31}\), while the \( \kappa_{\text{S1}} = 2.5 \) corresponds to WSe\(_2\) on a hBN substrate.

We can rationalize the small-\( q \) behaviour of the dielectric functions in Fig. 2, by combining two basic facts about screening in 2D. Firstly, in the small \( q \)-limit, the density response function of a semiconductor takes the form, \( \chi(q) = -aq^2 \) (independent of dimensionality). Secondly, the electrostatic potential from a 2D charge distribution of the form \( \rho(r,z) = e^{iqz}\delta(z) \), equals

\[
V(r,z) = \frac{1}{q} e^{iqz} e^{-|q|z}. \quad (4)
\]

Focusing first on the case of an isolated 2D layer, i.e. ignoring the \( z \)-dependence, the dielectric function becomes

\[
\epsilon_{\text{2D}}(q) = 1 - V(q)\chi(0) = 1 + aq.
\]

In particular, there is no intrinsic screening from the 2D layer in the \( q \to 0 \) limit. Next, consider the effect of a substrate. It should be clear from Eq. (4), that in the \( q = 0 \) limit all screening is due to the environment and thus \( \epsilon(0) = \kappa \) (potentials do not decay away from the layer and there is no intrinsic screening from the layer itself). Moreover, the contribution to the dielectric function from the environment will be exponentially suppressed for larger \( q \). These considerations are evidently in agreement with the results in Fig. 2. Interestingly, when \( \kappa \) becomes comparable to the maximum permittivity of the 2D layer, \( \epsilon(q) \) changes qualitatively; in particular, the slope at \( q = 0 \) changes from positive to negative.
The Rydberg series in a 2D semiconductor is distinctly different from the usual Hydrogenic series observed in 3D bulk materials\textsuperscript{37}. This can be understood as a direct consequence of $\epsilon(q)$ being an increasing function of $q$ in the relevant wavevector range from 0 to around $1/a$ where $a$ is a characteristic exciton size ($a > 10$ Å) for the TMDs. This form of $\epsilon(q)$ results in excitons with higher $n$ being less screened due to their more delocalized nature\textsuperscript{25} (more delocalized in real space corresponds to more localized in reciprocal space). This trend is reflected by the black symbols in Fig. 3, which shows the binding energies obtained from Eq. (2) for the lowest $(l = 0)$ exciton states of freestanding WSe\textsubscript{2} normalized to the $n = 1$ state. As a reference, the grey curve shows the result for a 2D Hydrogen model

$$E_n^{\text{Hydrogen}} = -\frac{\mu}{2(n-\frac{1}{2})^2 \kappa^2}. \quad (5)$$

Note that the constant permittivity, $\kappa$, and exciton mass, $\mu$, do not enter the scaled binding energy, $E_n / E_1^{\text{Hydrogen}}$, which can thus be taken as a universal curve corresponding to the situation of local screening.

When WSe\textsubscript{2} is placed in a weakly screening environment, e.g. on an hBN substrate corresponding to the blue curve in Fig. 2, the scaled exciton binding energies move closer to the Hydrogenic series but still display the same trend of higher excitonic states being underscreened relative to the $n = 1$ ground state. In contrast, when WSe\textsubscript{2} is placed in a strongly screening environment, e.g. encapsulated in HfO\textsubscript{2} corresponding to the red curve in Fig. 2, the exciton binding energies move below the Hydrogenic series. This marks a new screening regime in which the excitons become more efficiently screened the larger $n$.

To understand the transition to the new exciton screening regime, we calculate the exciton wave function for the three cases studied in Figs. 2 and 3 and from this extract the exciton radius for the first six states in the Rydberg series. We find an increasing exciton radius for higher states in the Rydberg series as well known from the hydrogen atom model. For the $n = 1$ state of the freestanding monolayer, we obtain an exciton radius around 16 Å in good agreement with previous results\textsuperscript{25}. We can define an effective dielectric constant for the $n$th exciton state by averaging the $q$-dependent dielectric function over a disc with radius $1/a_n$

$$\langle \epsilon_n \rangle = 2a_n^2 \int_0^{1/a_n} dq \\epsilon(q). \quad (6)$$

The result is shown in Fig. 4 represented by the circular dots. As the exciton radius increases monotonically with $n$ the size of the averaging disc shrinks and the effective dielectric constant $\langle \epsilon_n \rangle$ increases or decreases with $n$ depending on the sign of $d\epsilon/dq$ at $q = 0$.

It is instructive to supplement the reciprocal-space analysis by a real space picture. As shown in Fig. 1, an increasingly larger fraction of the field lines between the electron and hole will pass through the environment as the exciton radius increases. Therefore, as $n$ increases the effective screening will change from being dominated by the 2D layer to being dominated by the environment. Consequently, whether screening of the exciton will increase or decrease with $n$ is determined by the permittivity of the environment relative to the intrinsic permittivity of the 2D layer.

We now derive an analytical expression for the effective dielectric constant determining the screening of the exciton. We do this by generalizing the previously developed screened Hydrogen model developed in Ref.\textsuperscript{25} for freestanding 2D layers, to include the dielectric screening from a substrate. First we note that the exciton wave functions in reciprocal space, i.e. $F(q)$, are typically confined to small $q$-values where the intrinsic dielectric function of the 2D layer is linear. We therefore take $\epsilon(q) \approx 1 + 2\pi a q + \kappa e^{-2dq}$, where $\alpha$ is the 2D static polarizability and $d$ is the distance between the center of the 2D layer and the surface of the substrate (the factor 2 accounts for the distance to the image charge). The linear term describes the intrinsic screening from the 2D semiconductor while the last term is the substrate screening which decays exponentially away from the sub-
strate as discussed previously. Since the exciton radius \(a_n\) is itself a function of the effective exciton dielectric constant \(\epsilon_{\text{eff}}\), Eq. (6) has to be solved self-consistently with the proposed form of \(\epsilon(q)\). The integration can be readily carried out analytically, however to obtain a closed analytical form we Taylor expand the exponential term around \(d/a_n\) after integration, which is in general a good approximation for the the integration limits in eq. 6. Given the large spatial extension of the exciton wave function for the higher Rydberg states the accuracy of this approximation increases with \(n\). To relate \(\langle \epsilon_n \rangle\) and \(a_n\), we use the relation from the ideal 2D hydrogen model with angular momentum quantum number \(l = 0\) (see for instance Ref.23). Combining this we arrive at an expression for the effective exciton dielectric constant:

\[
\langle \epsilon_n \rangle = \frac{1}{2} (1 + \kappa) \left( 1 + \frac{8 \mu \left( \frac{1}{2} \pi \alpha - \kappa d \right)}{(3 \alpha (n - 1) + 1)(1 + \kappa)^2} \right).
\]

(7)

The result plotted in Fig. 4 (full lines) shows good agreement with the QEH model for both low- and high-\(\kappa\) substrates and demonstrating that the analytical expression captures the combined effect of intrinsic 2D and the substrate screening. We stress that the analytical Eq. (7) contains no free parameters, but is completely defined by \(\alpha, \kappa, \) and \(d\). The exciton binding energy can be obtained from the 2D Hydrogen model, Eq. 5, by replacing the \(\kappa\) by the effective exciton dielectric constant. Except for underestimating the exciton binding energy of the 1s state for the 2D and 2D@S2 systems of about 100 meV and 50 meV respectively, we find excellent agreement for all other Rydberg states, generally within about 15 \% compared to the QEH results, as shown in the inset of Fig. 3. The underestimated value of the exciton binding energy for the 1s state was also found in the original work on freestanding 2D monolayers25 and can be ascribed to the larger extent of \(F(q)\) for the 1s state which reduces the accuracy of the linear approximation to the intrinsic 2D screening, \(\epsilon_{2D}(q) \approx 1 + 2\pi \alpha q\). In fact this approximation overestimates the intrinsic screening for larger \(q\) leading to an underestimation of the binding energy for the spatially localized 1s exciton.

Finally, we comment on the absolute size of the exciton binding energies. While the first few states of the Rydberg series of WSe\(_2\) on the weakly screening substrate \((\kappa = 2.5)\) are at least 100 meV, the 1s state in the strongly screening environment \((\kappa = 13)\) has a binding energy around 140 meV which is reduced by more than a factor 10 for the 2s state, making it unstable at room temperature. By inserting 3 (or more) layers of hBN \((\epsilon_{\text{hBN}} = 4)\) between WSe\(_2\) and the substrate, the binding energy of the 2s state increases to 40 meV, making it stable at room temperature. While the exciton binding energies are significantly increased, the system remains in the anomalous screening regime.

In conclusion, we have identified a new screening regime for 2D semiconductors, which arises when the 2D material is placed in a dielectric environment with a permittivity exceeding that of the 2D layer itself. This anomalous screening regime is characterized by a non-local 2D dielectric function, \(\epsilon(q)\), which decreases monotonically with \(q\). As a consequence, whereas the usual non-Hydrogenic 2D exciton Rydberg series is characterized by states of higher \(n\) being less screened and therefore stronger bound as compared to the Hydrogen series, the opposite trend is observed in the anomalous 2D screening regime. The new screening regime presents new opportunities for advancing our understanding and ability to control exciton physics in 2D semiconductors.
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Abstract

Tailoring of the band gap in semiconductors is essential to the development of novel devices. In standard semiconductors this modulation is generally achieved through highly energetic ion implantation. In two-dimensional (2D) materials the photophysical properties are strongly sensitive to the surrounding dielectric environment presenting novel opportunities through van der Waal heterostructures encompassing atomically thin high-κ dielectrics. Here we demonstrate a giant tuning of the exciton binding energy of monolayer WSe₂ as a function of the dielectric environment. Upon increasing the average dielectric constant from 2.4 to 15, the exciton binding energy is reduced by as much as 300 meV in ambient conditions. The experimentally determined exciton binding energies are in excellent agreement with the theoretical values predicted from a Mott-Wannier exciton model with parameters derived from first principles calculations. Finally we show how texturing of the dielectric environment can be used to realize potential well arrays for excitons in 2D materials, that is a first step towards exciton metamaterials.
Introduction

The reduced dimensionality characterizing atomically thin materials, such as the semiconducting two-dimensional transition metal dichalcogenides (2D-TMDs), leads to strongly reduced screening of the Coulomb interaction. This results in a large binding energy of neutral excitons of up to 1 eV (1-4), which is dependent on the dielectric constant of the surrounding environment (5-8). Therefore, at room temperature the optical properties of 2D materials are largely dominated by the physics of excitons. Understanding the underpinning physics of 2D excitons is essential to enable novel integrated photonics based on these quasiparticles. For example, the electric field manipulation of the oscillator strength of one exciton species in a field-effect gated 2D-TMD transistor embedded in an optical microcavity was recently shown to alter the nature of multiple hybridizations of exciton-polariton states (9). Such a modulation enabled the observation of room temperature exciton energy exchange between spatially separated TMDs in a microcavity (10), which is a first step towards the wireless exchange of information embedded in the valley degree of freedom of charges.

The exciton binding energy of monolayer TMDs can be experimentally determined by optical spectroscopy measurements displaying features associated to the excitons excited states known as Rydberg states. These states are directly measurable by means of optical reflectivity (11, 12), linear absorption (12, 13), one- and two-photon photoluminescence excitation (13-15) and second-harmonic spectroscopy (16). Very recently, the Rydberg series has been observed in the photoluminescence spectra of ultra clean monolayer WSe$_2$ encapsulated in hBN (17). In the linear optical spectra, the s-like Rydberg states of the A exciton in monolayer TMDs have been found to exhibit many interesting properties including non-hydrogenic behaviour (11) driven by the non-local nature of 2D dielectric screening (18), superior valley polarization and coherence (19), and Zeeman splitting under magnetic field (17, 20) generating a wide interest in the scientific community.

Earlier experimental work explored the modification of the exciton binding energy ($E_b$) and quasiparticle gap of 2D-TMDs in contact with low-$\kappa$ dielectrics (e.g. hBN, sapphire, semimetal and PDMS substrates (17-19)) with a relative dielectric constant smaller than or equal to that of the TMDs [The complexity of the problem grows upon reducing the thickness of the TMDs down to the monolayer for which the dielectric permittivity is a linear function of the wave-vector in the small wavelength limit.] The experimental results have been explained by solution of a Mott-Wannier type exciton model which depicts the exciton as a 2D Hydrogenic atom with a Coulomb interaction screened by the substrate and the monolayer itself (21-24). However, this scenario can now be enriched by the recent discovery of 2D high-$\kappa$ dielectrics such as photo-oxidised HfO$_x$ and ferroelectrics leading to an average dielectric constant of the environment larger than that of the 2D semiconductors. Such novel dielectrics could enable a breakthrough in the giant modulation of the exciton binding energy in 2D materials, with textured high-$\kappa$ dielectrics possibly used for creating potential profiles able to guide or confine excitons. At the same time, this innovation can mark the birth of exciton metamaterials whereby the collective response of an array of...
exciton potential wells depends on the geometrical characteristics of the array and differs profoundly from the response of an isolated individual potential well.

In this work, we explore, both experimentally and theoretically, the effect on the exciton binding energy and quasiparticle band gap of monolayer WSe$_2$ when placed in a dielectric environment with dielectric screening lower than, comparable to, and larger than the intrinsic screening in WSe$_2$, respectively. A systematic study of the optical transmission for WSe$_2$ in various dielectric environments (quartz, hBN, photo-oxidised HfO$_x$, and ferroelectric In$_2$Se$_3$) reveals a monotonous scaling of the exciton binding energy with increasing dielectric constant. We observe a relative change as large as 300 meV between exciton binding energies measured in WSe$_2$ on quartz and encapsulated in the high-k dielectric HfO$_x$. We show that the dependence of the WSe$_2$ exciton binding energy on the dielectric constant of the environment is accurately captured by a 2D Mott-Wannier model with parameters obtained from first principles. Finally, we demonstrate the lateral modulation of the exciton binding energy by texturing the dielectric environment paving the way towards exciton metamaterials in 2D systems.

Figure 1 Material combination and heterostructures for different dielectric environments (a) Schematic illustration of different heterostructures used in this work. Different dielectric materials including quartz ($\epsilon = 3.8$), h-BN ($\epsilon = 4$), HfO$_x$ ($\epsilon = 15$), and In$_2$Se$_3$ ($\epsilon = 17$). The average dielectric constants for each configuration are marked on the top left corner. (b) Photoluminescence spectra of WSe$_2$ in configurations acquired at room temperature showing the shift of the exciton ground state (1s). Inset: schematic illustration of the excitonic spectrum consisting of the 1s excitonic groundstate and the excited states (2s, 3s...). The diagram shows the relationship between the quasiparticle band gap ($E_g$), exciton binding energy
van der Waals heterostructures of mechanically exfoliated monolayer WSe$_2$ with a range of dielectrics were prepared on optically transparent quartz substrates and on reflective SiO$_2$/p-Si using a dry-transfer technique based on a PDMS stamp (25). The thickness of monolayer WSe$_2$ was confirmed by photoluminescence (PL) spectroscopy, which exhibits intense PL and the emission is strongly quenched in bilayer and its bulk counterpart. This is due to crossover from a direct optical transition to an indirect optical transition (26). The dielectrics used in our work are quartz ($\varepsilon = 3.8$), h-BN ($\varepsilon = 4$), HfO$_x$ ($\varepsilon = 15$), and $\alpha$-In$_2$Se$_3$ ($\varepsilon = 17$) which is a ferroelectric (27). The HfO$_x$ is obtained through a recently discovered controlled photo-oxidation process of HfS$_2$ (28) which can be successfully carried out even after the assembly of HfS$_2$ in a van der Waals heterostructures without any degradation of the adjacent WSe$_2$ (29). In these structures, we define the average dielectric constant of the top and bottom adjacent dielectric mediums to the WSe$_2$ as 

$$\kappa = \frac{\varepsilon_{\text{top}} + \varepsilon_{\text{bottom}}}{2}.$$ 

Hence, the studied dielectric environments cover a large parameter range from $\kappa$=2.4 for WSe$_2$/quartz (i.e. $\kappa<\kappa_{\text{WSe}_2}$) up to $\kappa$=15 for HfO$_x$/WSe$_2$/HfO$_x$ (i.e. $\kappa>\kappa_{\text{WSe}_2}$), see Figure 1a.

Figure 1b shows the photoluminescence spectra for the structures of Figure 1a. For bare monolayer WSe$_2$ on quartz the emerging measured peak is at $1.67\,\text{eV}$, which corresponds to the A exciton from the direct optical transition at the K and K' points. The A exciton peak position is found to be heavily dependent on the dielectric environment, displaying a redshift of $30\,\text{meV}$ for $\kappa=15$ compared to $\kappa=2.4$. 

Whilst PL probes the emission of the excitons, this is also heavily dependent on the doping and strain of the TMDs which a priori can be sample and materials dependent (30, 31). Furthermore, the states of the Rydberg series are usually not distinguishable in the PL spectra, making it impossible to characterize the exciton binding energy.

To probe the excitons Rydberg series, we employ optical transmission spectroscopy, which is a well-established technique for this purpose. Figure 2a-e show the first and second derivatives of the measured optical transmission spectra through the WSe$_2$ (T) normalized to that of the substrate (T$_0$). The peak energies of the 1s and 2s exciton states in the transmission spectra T/T$_0$ correspond to the inflection points in the first derivative and peaks in the second derivative. For WSe$_2$ monolayer on quartz substrate the 1s state of the neutral A exciton appears at $1.67\,\text{eV}$ and its 2s excited state is at $1.87\,\text{eV}$, resulting in an energy difference of $\Delta E_{12} = 200\,\text{meV}$ (Figure 2a). The corresponding energy difference for the dielectric environments shown in Figure 1a are found to be $155\,\text{meV}$ (hBN/WSe$_2$/hBN, see Figure 2b), $105\,\text{meV}$ (HfO$_x$/WSe$_2$, see Figure 2c), $80\,\text{meV}$ (In$_2$Se$_3$/WSe$_2$, see Figure 2e) and $49\,\text{meV}$ (HfO$_x$/WSe$_2$/HfO$_x$, see Figure 2d).
Figure 2 Transmission spectroscopy results (a-e) The first derivative of transmission spectra $T/T_0$ of WS$_2$ on quartz substrate, WSe$_2$ encapsulated between hBN, WSe$_2$ supported by HfO$_x$ flake, WSe$_2$ sandwiched between HfO$_x$ flakes and WSe$_2$ supported by In$_2$Se$_3$ flake, respectively. Optical micrographs of the corresponding heterostructures are presented in the first row. The outlines in optical images indicate the WSe$_2$ monolayer active area. Scale bars: 15 $\mu$m (f-j) The second derivative of transmission spectra $T/T_0$. The energy differences between the exciton ground state and the first excited exciton state are marked as $\Delta E_{12}$ which decrease when the WSe$_2$ are adjacent to dielectric layers compared with that of WSe$_2$ on quartz substrate.

The energies of the 1s and 2s exciton states as a function of the average dielectric constants of the environment ($\kappa$) are shown in Figure 3a. We observe that both the 2s and 1s states redshift with increasing $\kappa$, though the relative shift of the 1s peak is much weaker than that of the 2s consistently with theoretical predictions for $2.4<\kappa<15$ (32). Indeed, the weak dependence of the 1s state on the dielectric environment has not been previously observed owing to the limited range of $\kappa$ (1.5–3.8) presented in previous experimental studies (7). A plot of $\Delta E_{12}$ as a function of $\kappa$ reveals that $\Delta E_{12}$ has a monotonous dependence on the average dielectric constant, see Figure 3b.

To elucidate the effects of dielectric screening on the excitonic states, we analyse theoretically $\Delta E_{12}$ and the exciton binding energy $E_b$ of monolayer WSe$_2$ in different dielectric environments by numerical solution of a 2D Mott-Wannier exciton model. In atomic units the 2D Mott-Wannier Hamiltonian takes the form

$$H = \sum_{ij} V_{ij} c_i^\dagger c_j + \sum_{i} \epsilon_i c_i^\dagger c_i$$

where $c_i^\dagger$ and $c_i$ are the creation and annihilation operators for the exciton at site $i$, and $V_{ij}$ is the coupling constant between sites $i$ and $j$. The energy levels of the exciton states are determined by solving the Schrödinger equation for the 2D Hamiltonian.
H = \frac{1}{2\mu} \left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) + W(r)

where \( \mu \) is the exciton effective mass and \( W \) is the screened electron-hole interaction. We use the value \( \mu = 0.19m_0 \) from the \textit{ab-initio} C2DB database (Ref. 37). Following Ref. 5, the screened interaction is calculated with the quantum electrostatic heterostructure (QEH) model (Ref. 24), which takes as input the \( q \)-dependent dielectric function of the \textit{WSe}$_2$ monolayer (obtained from density functional theory, see Methods), the static bulk dielectric constants of the substrate and capping materials (here represented by \( \kappa \)), and the distance from the monolayer to the substrate/capping. For all substrates the distance to the W atom in \textit{WSe}$_2$ was set to \( d=5.3 \) Å. This value was fixed for the case of a hBN substrate and corresponds to the weighted average of interlayer distance in bulk \textit{WSe}$_2$ and hBN. However, the precise value of \( d \) has very little effect on the exciton energies. The results for \( \Delta E_{12} \) obtained from the Mott-Wannier model are shown in Figure 3b along with the experimental values. The agreement is truly remarkable given the parameter-free nature of the theoretical model.

Since \( \Delta E_{12} \) is expected to be proportional to the exciton binding energy ( \( E_b \)), a measurement of \( \Delta E_{12} \) can reveal information on the quasiparticle gap in the TMD.

The simple 2D-hydrogen model with a Coulombic \( 1/\varepsilon_r \) electron-hole interaction, predicts

\[ E_b = \frac{9}{8} \Delta E_{12} \]

However, Chernikov \textit{et al.} reported that Rydberg states in a monolayer TMD (on a low-\( \kappa \) substrate) follow a non-hydrogenic model with

\[ E_b = 2\Delta E_{12} \]

\( \Delta E_{12} \) using both the 2D hydrogen and non-hydrogenic models are plotted in Figure 3c. In addition, we show \( E_b \) obtained from the numerical solution of the Mott-Wannier model with electron-hole interaction obtained from the more elaborate QEH model. It is clear that the non-hydrogenic model by Chernikov \textit{et al.} deviates significantly from the Mott-Wannier-QEH result, which in turn agrees fairly well with the hydrogen model, in particular for larger \( \kappa \)-values. This shows that while the non-hydrogenic behaviour of the Rydberg series prevails for 2D materials in low-\( \kappa \) environments, the 2D hydrogen model is more appropriate for medium- to high-\( \kappa \) environments.

Previous theoretical studies based on the screened Keldysh models have shown that the binding energy of the A exciton in TMDs has a power law dependence on \( \kappa \) such that

\[ E_b = E_b^0/\kappa^\alpha \]

with \( \alpha = 0.7 \) (33) and \( E_b^0 \) the exciton binding energy of the TMD in vacuum ( \( \kappa = 1 \) ). We find that our Mott-Wannier-QEH results agree well with this model for \( \alpha = 0.66 \). The dashed black line shows the exciton binding energy obtained from this model (33) using the calculated exciton binding energy of monolayer \textit{WSe}$_2$ in vacuum of \( 450\text{meV} \) (22, 33).
Figure 3d shows the quasiparticle gap of monolayer WSe$_2$ determined from $E_g = E_{1s} + E_b$ as a function of $\kappa$. In this expression, $E_{1s}$ is the experimental transition energy (cf. Figure 1b) while $E_b$ is obtained from each of the three different models discussed above. Using $E_b$ from the Mott-Wannier-QEH model, the value of $E_g$ for WSe$_2$ on quartz is found to be 2.07 eV, whereas this value is reduced by 330 meV upon encapsulation of the TMD in the high-$\kappa$ dielectric HfO$_x$. To date, this is the largest reported reduction of the quasiparticle gap in monolayer TMD induced by an oxide dielectric environment.

**Figure 3 Modulation of excitons and the band gap via dielectric engineering**

(a) Peak energies for 1s and 2s exciton states as function of average dielectric constants $\kappa$ ranging from 2.4 to 15, extracted from the second derivative spectra of T/T0 in Figure 3. The dashed arrows are guide to the eye (b) The experimentally obtained $\Delta E_{12}$ values of monolayer WS$_2$ as a function of $\kappa$ are compared with theoretical results. (c) The $\kappa$ dependence of the exciton binding energies experimentally determined from the measured $\Delta E_{12}$ using the 2D hydrogen model ($E_b = 9/8(\Delta E_{12})$) and non-hydrogen model ($E_b = 2\Delta E_{12}$). The exciton binding energies obtained from the numerical solution of the Mott-Wannier model with
screened electron-hole interaction obtained from the QEH model are also shown. (d)
The variation of the band gap as function of \( \kappa \), estimated from 
\[ E_g = E_{1s} + E_b \].

Understanding the role of the dielectric environment on the exciton binding energy and quasiparticle gap of a TMD is a first step to the development of specific exciton potential profiles which can guide or trap excitons. To this end, we first study the spatial change of the exciton binding energy of a monolayer WSe\(_2\) across the dielectric boundary with \( \kappa = 2.4 \) (quartz/WSe\(_2\)) to \( \kappa = 8 \) (quartz/WSe\(_2\)/HfO\(_x\)), see Figure 4a. Figure 4b and c show the second derivative of the normalized optical transmission spectra (\( T/T_0 \)) acquired at different points along the green line (see Figure 4a) cutting across the aforementioned dielectric boundary. The peaks corresponding to the 1s and 2s excitonic states of WSe\(_2\) taken from different spatial positions shift according to the value of \( \kappa \). More specifically, we find that \( \Delta E_{12} \) for WSe\(_2\) on quartz is \( \approx 196 \text{ meV} \) and it reduces to \( \approx 107 \text{ meV} \) in the region of WSe\(_2\) on HfO\(_x\). These values are consistent with data shown in Figure 2. The spatial dependence of the exciton binding energy is summarised in the plot of Figure 4d, where 
\[ E_b = 2 \Delta E_{12} \].

To further demonstrate the ability to tune the exciton binding energy of 2D crystals through the texturing of the dielectric environment we have considered SiO\(_2\)/WSe\(_2\)/PMMA stacks. Hence, we define a dielectric array corresponding to a triangular lattice of holes using standard electron-beam lithography, see Figure 4e. Spatially-resolved PL mapping reveals a shift in the WSe\(_2\) peak in correspondence of the holes (\( \varepsilon_{\text{air}} = 1, \kappa = 2.45 \)) with respect to the regions covered by PMMA (\( \varepsilon_{\text{pmma}} = 3, \kappa = 3.45 \)), see Figure 4f. This shift is consistent with the change in the relative dielectric constant induced by the PMMA.

In first approximation, that the PL peak energy is given by 
\[ E_g = E_{1s} + E_b \].

Experimentally we observe that \( E_{1s} \) is weakly dependent on \( \kappa \), and it can be considered constant in the range of \( \kappa \) of our sample, see Figure 3a. Hence, the exciton binding energy shift is equal to the change of the quasiparticle energy gap: 
\[ \Delta E_g(\kappa) = \Delta E_g(\kappa_0) \], where 
\[ \Delta E_g(\kappa) = E_g(\kappa_0) - E_g(\kappa) \]
and for the case of the experiment \( \kappa_0 = 2.45 \). Furthermore, using the relationship 
\[ E_b = \frac{E_b(\kappa_0)}{\kappa^{0.66}} \]
estimate the value of \( \kappa \) using 
\[ \kappa = \left( \frac{E_b(\kappa_0)}{\Delta E_b} \right)^{-0.66} + \kappa_0 \] and \( E_b(\kappa_0) = 225 \text{ meV} \). The computed values of \( \Delta E_b \) and \( \kappa \) are shown in Figure 4g,h and they agree very well with what is expected for our choice of dielectrics. The change of the exciton binding energy shows that texturing of the dielectric environment can be used to create potential wells for excitons in 2D materials, whilst maintaining their atomic integrity.
(see Figure 4h). Finally, we note that in our experiment we have chosen the diameter of the holes to be sufficiently large to probe the photophysics of textured dielectrics using PL mapping with a sub-diffraction limited laser beam (34). However, with the use of recently demonstrated tip enhanced direct laser writing techniques in 2D materials (35), it should be possible to reduce the size of the disks in a regime where quantum confinement becomes prominent.

**Figure 4 Spatial modulation of exciton binding energy in monolayer WSe\textsubscript{2}.** (a) An optical micrograph of monolayer WSe\textsubscript{2} spreading across different dielectric environments on quartz and photo-oxidised HfO\textsubscript{x} (red, monolayer WSe\textsubscript{2}; purple, HfO\textsubscript{x}). Scale bar: 15 µm. The second derivative of T/T₀ of monolayer WSe\textsubscript{2} taken from different locations along the green line from position 1-5 (on quartz) to position 6-10 (on HfO\textsubscript{x}) showing the variation of the exciton ground stage 1s state (b) and the first excited excitonic state 2s (c). (d) Lateral modulation of the exciton binding energy of WSe\textsubscript{2} along the green dashed line determined from \( E_b = 2\Delta E_{12} \). (e) Optical micrograph of SiO\textsubscript{2}/WSe\textsubscript{2}/PMMA stack with a triangular lattice arrangement of holes defined by electron-beam lithography. (f) Spatially-resolved PL map of the SiO\textsubscript{2}/WSe\textsubscript{2}/PMMA stacks showing the shift in peak position across the scanned area (green box in panel (e)). Red lines outline the edges of the monolayer WSe\textsubscript{2}. (g) Exciton binding energy shift and \( \kappa \) extrapolated form the PL map data in panel (f). (h) Line-cut across the red dashed line in panel (g) showing the change in binding energy and \( \kappa \) according to the PMMA profile (blue dashed line).

**Conclusion**

In conclusion, we have demonstrated a giant tuning of the exciton binding energy in monolayer WSe\textsubscript{2} as a function of the dielectric environment. For the first time, we employ an atomically thin high-k dielectric such as HfO\textsubscript{x} to attain an average...
The dielectric constant much larger than that of the TMD, i.e. $k = 15$, leading to a suppression close to $30\text{meV}$ of the exciton binding energy in ambient conditions. The quantitative changes of the exciton binding energies of monolayer WSe$_2$ for a range of dielectrics are in good agreement with our numerical solution of a 2D Mott-Wannier model which accounts for both the intrinsic nonlocal screening in the monolayer and the screening from the dielectric environment. Finally, we study the spatial modulation of the exciton binding energy across boundaries of different dielectrics. Hence, we show experimentally that a textured dielectric environment can be used to create potential wells for excitons in 2D materials without hampering the structural integrity of these atomically thin semiconductors. These results pave the way towards the development of exciton metamaterials in the form of arrays of textured dielectrics exhibiting a collective optical response which differs profoundly from that of an individual potential well.
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Methods
Material preparation
Monolayer WSe2, hBN, HfS2 and In2Se3 were prepared by mechanical exfoliation of their bulk crystals. A variety of heterostructures were produced using a dry-transfer technique. For HfOx-supported WSe2 and HfOx-encapsulated WSe2, the HfS2 layers are first used for stacking. Once the heterostructures are complete, the laser oxidation is then scanned onto the desired region to transform HfS2 into high-k oxide following our previous report. The 473 nm laser wavelength with the energy density of 53 mJ/μm² is used. The laser exposure time of 10 s and the step size of 0.5 μm are used. The WSe2, HfS2 were purchased from 2Dsemiconductors and hBN was provided by Manchester Nanomaterials.

PMMA/WSe2 samples were prepared by spinning 300nm of PMMA (MicroChem 950K) on top of the mechanically-exfoliated crystals and curing at 180 °C for 60sec. Electron-beam lithography (NanoBeam NB4) was used to define the patterns and developed in a 3:1 IPA:MIBK solution (Sigma Aldrich).

Transmission and PL measurements
The transmission measurement was performed at room temperature using a x white-light source. The light was passed through the structures and transmitted light was collected by an objective lens. The transmitted light was then dispersed in a 300 g/mm grating spectrometer and detected by a CCD.

Spatially-resolved photoluminescence spectra were acquired in a custom-built setup using a 514 nm laser for excitation (34). Light was collected by a x50 objective (Olympus MPLAN-FL) and dispersed by a 300 g/mm grating and collected by a CCD camera.

Theoretical Methods
All ab initio calculations have been performed using the GPAW code(36). The 1s and 2s exciton binding energies are obtained by numerical solution of a 2D Mott-Wannier equation. The quantum electrostatic heterostucture (QEH) model is used to obtain the screened electron-hole interaction taking the full q-dependent dielectric screening from the WSe2 layer itself and the substrate/capping layers into account (24).

The atomic structure of the WSe2 monolayer and the electron and hole effective masses, which defines the exciton effective mass, were adopted from the Computational 2D Materials Database (C2DB)(37). The q-dependent dielectric function of the WSe2 monolayer, used as input for the QEH model, is calculated in the random phase approximation (RPA) with local field effects included up to 50 eV cut-off on the reciprocal lattice vectors and a similar energy cut-off on the sum over empty states. In these calculations the monolayers were separated by 15 Å of vacuum and a truncated Coulomb interaction is used in the out-of-plane direction to avoid unphysical screening arising from the periodic boundary conditions on the supercell.
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The development of infrared photodetectors is mainly limited by the choice of available materials and the intricate crystal growth process. Moreover, thermally activated carriers in traditional III–V and II–VI semiconductors enforce low operating temperatures in the infrared photodetectors. Here we demonstrate infrared photodetection enabled by interlayer excitons (ILEs) generated between tungsten and hafnium disulfide, WS2/HfS2. The photodetector operates at room temperature and shows an even higher performance at higher temperatures owing to the large exciton binding energy and phonon-assisted optical transition. The unique band alignment in the WS2/HfS2 heterostructure allows interlayer bandgap tuning from the mid- to long-wave infrared spectrum. We postulate that the sizeable charge delocalization and ILE accumulation at the interface result in a greatly enhanced oscillator strength of the ILEs and a high responsivity of the photodetector. The sensitivity of ILEs to the thickness of two-dimensional materials and the external field provides an excellent platform to realize robust tunable room temperature infrared photodetectors.

Mid- and long-wavelength infrared (MW–LWIR) photodetectors are useful for many important applications, such as in medical, security, surveillance and material evaluation. A photodetector consists of light-sensitive material that can absorb electromagnetic radiation, and the photons are subsequently converted into a measurable current. In the MW–LWIR regime (3–15 μm), which corresponds to photon energy of around 83–413 meV, there are only a handful of narrow bandgap semiconductors that are suitable for this purpose. The widely available infrared photodetectors are made of III–V and II–VI compound semiconductors, such as Hg1–x Cd x Te, In1–x Ga x As and InSb (ref. 1). However, delicate and expensive processes are required to grow these compounds and the lattice matching between the materials and substrate further limits their availability.

The performance of infrared photodetectors is largely determined by the charge-generation efficiency from absorbing impinging photons on the active region, the lifetime and mobility of the charge carriers and the dark current from thermally activated carriers. The small binding energy (E_b < 25 meV) (refs. 2–3) of electron–hole pairs (excitons) in conventional narrow bandgap infrared photodetectors means the thermal energy at room temperature (25 meV) is sufficient to overcome it, and thus excitons spontaneously dissociate into free carriers once formed. Similarly, the thermal-carrier generation and lattice phonon is evident at room temperature. Therefore, the infrared-generated carriers can easily decay to the ground state in the absence of cooling4,6. These processes shorten the carrier lifetime and prevent charge extraction that eventually lowers the efficiency of the photodetectors, especially at higher temperatures. The necessity to operate at substantially reduced temperatures to suppress these processes complicates the detector architecture and limits their sensitivity at room temperature.

For the past few years, two-dimensional (2D) materials and their heterostructures have emerged as a promising platform for electronic and optoelectronic applications, with a particular interest in transition metal dichalcogenides (TMDs) semiconductors6–10. The out-of-plane van der Waals bond in 2D materials is advantageous as it allows the 2D materials to be fabricated on any substrate without a lattice-matching constraint. Subsequently, the absence of dangling bonds on the surface would eliminate dark current from surface-recombination, which is ideal for photodetectors. 2D semiconductors have strongly bound excitons due to a strong quantum confinement and reduced dielectric screening11,12. The recombination of electron and hole, that is, the decay of the exciton, is limited by resonance stabilization due to the overlap of electron and hole wavefunctions, which results in an extended lifetime for the exciton11,12. The indirect bandgap character of many 2D semiconductors benefits from photons at a higher temperature, which aids in momentum conservation on photoabsorption. Therefore, the thermal effect could potentially have a positive effect for infrared photodetectors based on 2D semiconductors. Furthermore, 2D
semiconductors have been shown to integrate easily with metals or graphene, which makes them suitable for optoelectronic applications as facile carrier extraction or injection sites.

Graphene has attracted numerous interests in MW–LWIR detection due to its broad absorption and high carrier mobility. However, the low-absorption coefficient, high dark current and short-carrier lifetime hamper the performance. An intrinsically narrow-bandgap black phosphorus shows a thickness and electrostatic-gating bandgap dependence adjustable from 0.2 to 2.0 eV (0.62–6.2 μm). The bandgap can be further extended down to 0.15 eV (8.3 μm) by alloying with arsenic (black AsP). However, this material is not thermodynamically stable. Alternatively, a handful of narrow-bandgap TMD semiconductors with E_g < 1 eV have also emerged recently as promising candidates for infrared detectors, such as (Zr, Ni, Pd, Pt, Bi)Se_2/Te_2 (ref. 31). Nonetheless, the difficulties in fabrication and controlling the bandgap impose greater challenges on their practical applications.

When two dissimilar TMD semiconductors are stacked together to form a type II heterostructure, a space-indirect interlayer exciton (ILE) will form through charge hopping between materials. These ILEs have a large E_g (refs. 32–34), which is comparable to that of the intralayer excitons generated within parent materials. The photoactive range of ILEs is determined by the band-energy alignment of the constituent material, which offers the potential to utilize ILEs for a tunable infrared photodetector. Nevertheless, the space-indirect character of the ILE renders it with a weak optical absorption. Here we explore the unique properties of ILEs in a 2D TMD heterostructure formed between WS_2 and HfS_2, and demonstrate a highly responsive room-temperature-operated MW–LWIR photodetector with a tunable detection range. Based on the study of the thickness dependence, response to electric field and excitation density and ab initio calculations, we postulate that the observed ILEs have the same order of oscillator strength as intralayer excitons. An enhanced spatial orbital overlap and phonon-assisted momentum conservation favour the optical transition of ILEs. The findings here provide insights to tailor ILEs for optoelectronic applications that offer a promising way to make a compact and efficient room-temperature photodetector that can be extended down to the far infrared.

**Formation and characteristics of ILEs.** The conduction band minimum (CBM) and valence band maximum (VBM), relative to vacuum, of monolayer WS_2 and HfS_2 are illustrated in Fig. 1a. HfS_2 (d-semiconductor) was chosen for this study because it has a deep CBM and high electron mobility, in which it is favourable for ILE electrons to reside when paired with d-semiconductors (that is, WS_2) (ref. 35). Different thicknesses of HfS_2 were laid on top of monolayer WS_2 to maintain a direct bandgap for optical excitation. For subsequent discussion, ‘thinner’ and ‘thicker’ HfS_2 refer to ~3 and 30 layers (bulk), respectively, unless otherwise specified.

The optical responses of individual TMDs and the heterostructures are plotted in Fig. 1b. The reported absorbance was calculated from the differential reflectance contrast of the flake and normalized to the thickness (details in Supplementary Information). The A exciton peak, which is associated with the band-edge transitions of ILE electrons to reside when paired with d semiconductors (that is, WS_2) (ref. 35). Different thicknesses of HfS_2 were laid on top of monolayer WS_2 to maintain a direct bandgap for optical excitation. For subsequent discussion, ‘thinner’ and ‘thicker’ HfS_2 refer to ~3 and 30 layers (bulk), respectively, unless otherwise specified.

Interestingly, the heterostructure has an additional strong absorption peak in the lower energy region as shown in Fig. 1b, which is not present in the constituent materials. The heterostructure peaks are centred at 0.24 eV for WS_2/3L HfS_2 and at 0.21 eV for WS_2/bulk HfS_2.
bulk HfS2. The absorption becomes stronger and redshifts with increasing layers of HfS2 (Extended Data Fig. 1). These low-energy absorptions show no obvious sample angular dependence (Extended Data Fig. 2). Furthermore, the peak energy is responsive to an external electric field (Fig. 1c). The gate dependence suggests these peaks are associated with ILEs with the dipole moment pointing from HfS2 to WS2, which substantiates the charge transfer at the interface. Strong intralayer exciton quenching of WS2 (Supplementary Fig. 4) also suggests electron transfer to HfS2 (refs. 15,16). We can rule out the possibility of energy transfer as the photoluminescence (PL) of HfS2 decreases compared to that of bare WS2.

Exciton accumulation and band structure at the interface. The ILE PL ($\lambda_{\text{em}} = 532 \text{ nm}$) is prominent even at room temperature, which demonstrates a robust radiative recombination. The PL spectral shape changes with the thickness of HfS2—a thinner HfS2 consists of a broader emission peak made of two Gaussian peaks (Fig. 1d). The energy difference between the two peaks ($\Delta_{\text{em}}$) decreases with an increasing number of HfS2 layers and finally merges into one broad peak in bulk HfS2 (Fig. 1d and Extended Data Fig. 3). Increasing excitation density results in blue-shifts of overall PL peak (Fig. 1d). The more substantial blueshift in WS2/bulk HfS2 indicates a stronger excitonic dipole-dipole repulsion 18.

We also found that the PL intensity in WS2/bulk HfS2 saturates at a lower fluence than the thinner counterpart ($8 \times 10^{10}$ for bulk versus $5 \times 10^{10} \text{ W cm}^{-2}$ for 3L HfS2) (Extended Data Fig. 4), which confirms a more prominent exciton–exciton annihilation in thicker samples. The higher density of ILEs in the WS2/bulk HfS2 interface is responsible for the stronger excitonic repulsion and annihilation observed. We fitted the integrated PL intensity ($I$) with the exponential function $I \approx CP^\alpha$, with $C$ a constant and $P$ the excitation power, and we obtained $\alpha \approx 0.8–0.9$ (Extended Data Fig. 4). Although the dependence is sublinear, $\alpha$ is higher than in typical p–n junctions (~0.5) (refs. 14,34–36), in which ILEs favourably separate into charge carriers. The fact that we encountered an unusually high sublinear power dependence suggests ILEs probably remain as excitons.

The accumulation of ILEs at the interface is also supported by a simple estimation of ILE density via the plate capacitor formula 37. The maximum ILE density based on the blueshift yields a lower boundary value of $n_{\text{ILE}} = 4.7 \times 10^{11} \text{ cm}^{-2}$ and $1.3 \times 10^{12} \text{ cm}^{-2}$ for WS2 with 3L and bulk HfS2, respectively (details in Supplementary Information). These values are comparable with the intralayer WS2 exciton density generated from the same excitation density, which is in the order of $10^{11}–10^{12} \text{ cm}^{-2}$. We postulate that the observed high exciton density at the interface is due to band bending, which favours electron and hole accumulation in HfS2 and WS2, respectively.

To verify the interfacial band bending, we studied the photoreponse of the heterostructure under the illumination of a 532 nm laser. A schematic diagram of the device used in this study is given in Fig. 2a. The current–voltage ($I$–$V$) curves under different excitation powers are shown in Fig. 2b. As the metal–TMD junction forms an ohmic contact at near-zero voltage (Supplementary Fig. 8), the sign of the photovoltage and photocurrent correlates with the band structure at the interface. The photocurrent shifts the $I$–$V$ curves of the heterostructure in WS2/3L HfS2 and WS2/bulk HfS2, which substantiates the charge transfer at the interface.
curve into the second quadrant, which suggests that carriers accumulate near the junction, instead of being depleted as occurs in a typical p–n diode.

Band bending at the heterostructure junction of 2D materials is possible and has been verified experimentally. The band bending at the heterostructure junction is dependent on the relative Fermi energy level ($E_F$) and carrier concentration at the junctions. If we assume a similar $E_F$ for 3L and bulk HfS$_2$, the magnitude of band bending in both cases is expected to be similar, yet with a narrower depletion width in 3L HfS$_2$ as space is more constrained than in bulk HfS$_2$. In this model, we assume that the band bending in monolayer WS$_2$ is small or non-existent as it is physically not practical. The model clearly shows an increasing depletion width with the number of HfS$_2$ layers.

The aforementioned junction at the heterostructure interface acts as a trap for ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the ILEs, as illustrated in Fig. 2c, and results in their accumulation at the interface. These trapped ILEs work as antennas that borrow their oscillator strength, $f$, from the surroundings. From a classical viewpoint, when an electron is bound to the nuclear exciton, $E_f$, as proposed by Lau et al. This is an experimentally observed large interband oscillator strength of ILEs in 2D materials, which is generally two orders of magnitude smaller than the intralayer exciton $f$ due to the spatially separated wavefunction. To better understand the nature of the optical transition in the
Infrared photodetectors based on interface excitons. a, I–V curve of the heterostructure in a device made of WS2 and 3L HfS2 under different laser excitation powers (P (λ = 4.7 μm, Vg = 0)). b, Schematic diagram illustrating the band alignment of WS2 and HfS2, under positive and negative Vds biases and the charge extraction process. Under a positive Vds, the charge carrier needs to overcome a higher energy barrier to move to the electrode. The darker shading of the ellipses at the interface indicates a stronger recombination. c, The calculated R of WS2/3L HfS2 and WS2/bulk HfS2 under two different excitation wavelengths (λ = 4.3 and 4.7 μm) and different gating voltages, with Vg = -1.5 V. Pmax is defined as the incident power on the active device, Pmax = P × (L × W/Aactive), where L and W are the length and width, respectively, of the photoactive area rounded to the nearest number. The filled triangles and circles refer to a device made of WS2-bulk HfS2, the empty shapes represent a device made of WS2-3L HfS2, and the empty circles refer to a device made of WS2-bulk HfS2. The data for the remaining devices and details of the calculations can be found in the Supplementary Information.

Fig. 4 | Infrared photodetectors based on interface excitons. a, I–V curve of the heterostructure in a device made of WS2 and 3L HfS2 under different laser excitation powers (P (λ = 4.7 μm, Vg = 0)). b, Schematic diagram illustrating the band alignment of WS2 and HfS2, under positive and negative Vds biases and the charge extraction process. Under a positive Vds, the charge carrier needs to overcome a higher energy barrier to move to the electrode. The darker shading of the ellipses at the interface indicates a stronger recombination. c, The calculated R of WS2/3L HfS2 and WS2/bulk HfS2 under two different excitation wavelengths (λ = 4.3 and 4.7 μm) and different gating voltages, with Vg = -1.5 V. Pmax is defined as the incident power on the active device, Pmax = P × (L × W/Aactive), where L and W are the length and width, respectively, of the photoactive area rounded to the nearest number. The filled triangles and circles refer to a device made of WS2-bulk HfS2, the empty shapes represent a device made of WS2-3L HfS2, and the empty circles refer to a device made of WS2-bulk HfS2. The data for the remaining devices and details of the calculations can be found in the Supplementary Information.

ILEs, we conducted an ab initio calculation of the band structure at the heterostructure interface.

Calculated band structure at the heterointerface. In type II heterostructures formed between WS2 and HfS2, the VBM of WS2 shifts from the K point to the Γ point. The states in the K point are mainly built by d orbitals of the W atom and are hardly affected by HfS2 due to a large separation between the layers. However, the S p state, which contributes to the occupied states at the Γ point, can directly interact with neighbouring layers and shifts the VBM to the Γ point. Also, the maximum energy differences at the K and Γ points in WS2 are very small (Fig. 3a), and thus when spin–orbit coupling is introduced, it raises the energy at the K point and moves the VBM back to the K point (details in the Supplementary Information). In contrast, the CBM of HfS2 is unaffected by the hybridization and remains at the M point.

From the ab initio calculation, we found the hole states at the Γ point extend over both the WS2 and HfS2 layers (Fig. 3b). Hence, the interlayer coupling strength is substantial at the Γ point due to interlayer hybridization, and dependent on the thickness of HfS2. It is worth noting that the HfS2 orbital contribution to the VBM increases with the number of layers (colour scale in Fig. 3a), which means the optical transition from the Γ to the M point becomes less interlayer (more intralayer) in character and the matrix elements for this transition are more favourable. In contrast, the wavefunction overlap at the K point is negligible. Therefore, we conclude that the observed ILE absorption originates from the Γ–M transition instead of the K–M transition even though the VBM could be located at the K point after hybridization (Fig. 3c). It is worth mentioning that the observed ILEs share certain similarities with interface excitons in lateral heterostructures, partly due to the charge delocalization and wavefunction overlap.

The large energy difference of the CBM and VBM in WS2 and HfS2, in our heterosystem results in a non-degenerate and non-interacting ILE and intralayer exciton, which explains the small or negligible angular dependence on the ILE oscillator strength and energy. This outcome is in agreement with previous work by Falko and co-workers. In their study, they observed a prominent angular dependence (θ) of the ILEs close to 0 and 60° rotation angles due to the strong hybridization of an ILE with an intralayer exciton via interlayer conduction-band tunnelling.

We further investigated the decrease in the optical bandgap of ILEs with increasing thickness of HfS2, by calculating the quasiparticle bandgap at the GW level and the ILE binding energy from first-principles calculations for the heterostructure (Supplementary Section 11). The optical band gap can be determined as...
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**Highly sensitive and responsive infrared photodetector.** The enhanced optical properties of the ILEs of WS2/HfS2 heterostructures render them suitable for infrared photodetection. The device structure is shown in Fig. 2a. The device was operated in a photoconductive mode, with the voltage applied between the drain and source ($V_{ds}$) to dissociate the ILE and extract free carriers. The photocurrent is defined as $I_{ds} = I_{ds,illum} - I_{ds,dark}$, where $I_{ds,illum}$ and $I_{ds,dark}$ are the current under illumination and the dark current, respectively. The photoexcitation with an infrared laser ($\lambda_{exc} = 4.7 \mu m$). When a negative voltage is applied to the drain relative to the source, $I_{ds}$ increases because the charge extraction is favourable under this condition, which we called a positive feedback (Fig. 4b, left). However, a positive $V_{ds}$ confines the ILE to the interface, which results in more recombination (relative to zero $V_{ds}$) and fewer extractable carriers (negative feedback, Fig. 4b, right). A thicker HfS2 has a larger $I_{ds,dark}$, which stems mainly from a stronger confinement and recombination of the electrons and holes at the interface. We also found that the change in $E_{gap}$ is the quasiparticle bandgap and $E_{IE}$ is the ILE binding energy (Fig. 3d). As a consequence of the higher dielectric screening with increasing HfS2 layers, we found that both $E_{gap}$ and $E_{IE}$ decrease, which results in an overall small redshift of $E_{gap}$ (Fig. 3c). Hence, the change in $E_{gap}$ is a result of a complex interplay of both factors, which can be manipulated to tune the ILE energy.

### Figures

**Fig. 5** | Responsivity and detectivity of infrared photodetectors. 

**a** Comparison of the peak responsivity of WS2/HfS2 devices ($V_{g} = 0 \text{ V}, V_{ds} = -1.5 \text{ V}$ and $I_{ds,peak} = 0.5 \text{ nW}$) to other recently reported top-performing 2D-based photodetectors in the visible and infrared range. References to the selected studies can be found in the Supplementary Information. The fixed large bandgap of most 2D materials limits their application to the visible–NIR region, whereas higher dielectric screening with increasing HfS2 layers, we found that both $E_{gap}$ and $E_{IE}$ decrease, which results in an overall small redshift of $E_{gap}$ (Fig. 3c). Hence, the change in $E_{gap}$ is a result of a complex interplay of both factors, which can be manipulated to tune the ILE energy.
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interlayer bandgap energy did not noticeably affect the dark current (Extended Data Fig. 6). From the current generated, we calculated the responsivity, which is defined as \( R = \frac{I}{P_{\text{in}}} \), where \( P_{\text{in}} \) is the effective laser power on the sample area. \( P_{\text{in}} = \frac{P_{\text{incident}} \times A_{\text{sample}}}{A_{\text{spot}}} \). \( P_{\text{in}} \) is the incident laser power, \( A_{\text{sample}} \) is the effective sample area and \( A_{\text{spot}} \) is the laser spot area. Peak responsivities of \( 8.2 \times 10^{4} \) and \( 9.5 \times 10^{5} \text{ A W}^{-1} \) were observed for WS\(_2\)/HfS\(_2\) on laser illuminations of \( \lambda = 4.7 \) and 4.3 \( \mu m \), respectively, at a gate voltage \( V_{\text{G}} \) of +40 V (Fig. 4c). With increasing excitation concentration (as \( P_{\text{in}} \) increases), the \( I_{\text{ph}} \) and \( R \) decrease primarily due to a higher exciton scattering and recombination. We note that the thickness of the HfS\(_2\) and the bias \( V_{\text{G}} \) determine the value of \( R \), which is expected as both variables determine the ILE absorption edge.

We analysed the fundamental operating speeds of the WS\(_2\)/HfS\(_2\)-heterostructure photodetectors by calculating the average lifetime of the photocarriers in the channel. Using the transit time \( \tau_{\text{trans}} \), calculated from the charge carrier mobility (details in Supplementary Information), we can estimate the carrier lifetime \( \tau_{\text{carrier}} \) from the photodiode gain \( G \) by using \( \tau_{\text{carrier}} = \frac{G \times \tau_{\text{trans}}}{\rho} \) (ref. 40). Figure 4d shows the calculated carrier lifetime of the ILEs under different \( V_{\text{G}} \) and excitation power along with the respective fitted values by using the Hornbeck–Haynes model (details in Supplementary Information). The calculated response time is \( 1 \) ns at \( V_{\text{G}} = 0 \text{V} \) with \( \tau_{\text{trans}} \approx 1.5 \text{V} \) and \( P_{\text{in}} \approx 400 \text{nW} \). We can also extrapolate the carrier lifetime of the photodetector to an excitation power that is not achievable in our set-up. Based on the model, a fundamental response time of \( \approx 1 \) ns is possible at \( P_{\text{in}} = 1 \text{mW} \) at \( V_{\text{G}} = -1.5 \text{V} \). The fast intrinsic response time is anticipated because HfS\(_2\) and WS\(_2\) have high mobilities for electron and hole transport, respectively. Nonetheless, the operating speed of our device is in the millisecond range (Extended Data Figs. 7 and 8). It is not the fastest infrared photodetector reported, but we believe there is room for improvement.

Discussion and future directions. Figure 5a compares the responsivity of the heterostructures in our study to other 2D-based photodetectors (hybrid 2D-systems are excluded), regardless of their bias voltage and excitation power. The high responsivity of the MoS\(_2\)/W 2D photodetector in visible and near infrared (NIR) range results from the direct bandgap nature of the band-edge excitation. The enhanced absorption of the ILEs in this study boosted the responsivity, which is defined as \( \frac{A}{P_{\text{in}}} \), at wavelengths \( \lambda = 2 \mu m \), compared to the MoS\(_2\)/W-based photodiodes in the visible and near infrared range (Fig. 5a). Furthermore, the intrinsic dipole of an ILE, which is responsible to the externally applied field, can be exploited to dynamically tune the detection range and sensitivity (Fig. 5b).

The calculated detectivities, \( D' \), of our WS\(_2\)/HfS\(_2\)-heterostructure photodiodes is higher than those of other commercially available infrared photodetectors, especially for room and elevated temperature operations (Fig. 5c). The spectral broadening and increase in phonon-assisted transition at high temperatures enhance the detection range and detectivity, respectively. We also demonstrated that absorption is tunable and extendable up to 20 \( \mu m \) (0.06 eV) by electrostatic doping, as shown in Extended Data Fig. 9. Theoretically, the absorption bandwidth can be further extended to the far-infrared range, either by applying a higher \( V_{\text{G}} \) or choosing a suitable combination of materials with the right band alignment. The versatility of ILEs in 2D heterostructures is not limited to two materials (AB stacking). Further stacking with similar or dissimilar materials on top of the second material would create either ABA or ABC structures (Extended Data Fig. 10). ABA stacking potentially produces a ‘quantum well’ structure that increases the efficiency further from AB stacking, whereas ABC stacking allows the simultaneous formation of two different ILEs, which could be tailored to either dual photodetection or photoemission systems.

Conclusions. In summary, a tunable, highly responsive and room-temperature MW–LWIR photodetector based on a WS\(_2\)/HfS\(_2\) heterostructure has been demonstrated. The absorption band can be tuned and extended to 20 \( \mu m \) under a modest electric field, far beyond the cutoff wavelength of black phosphorus/black As\(_2\). A strongly enhanced ILE absorption due to the unique band alignment and orbital hybridization contributed to the strong photoresponse. Our study provides a glimpse of the physics of ILEs in the unique heterostructures and offers a promising technology for infrared photodetection and, potentially, a photoemitter.
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Methods

Sample fabrication. Multilayer samples were fabricated by means of a mechanical exfoliation transfer process. For this, we initially exfoliated WS₂ and HfS₂ flakes from bulk crystals (bought from 2D semiconductors) onto polydimethylsiloxane substrates. Monolayer regions of these flakes were identified via optical microscopy, atomic force microscopy and Raman spectroscopy. Then, we first transferred the WS₂ flake onto the target substrate, a silicon wafer covered with a SiO₂ layer and predefined metal contacts. Subsequently, the HfS₂ flake was transferred on top of the WS₂ flake. After the transfer, the samples were annealed under Ar gas at 150°C for a few hours.

Optical spectroscopy. The absorption spectra were obtained by reflectance measurements of the samples at room temperature. The reflectance measurements were performed using the broadband emission from a tungsten halogen lamp. The spot size on sample was about 2–3 mm. The reflected light was collected by the same objective and deflected by a beam-splitter to a spectrometer equipped with a CCD charge-coupled device camera cooled to liquid nitrogen temperature. For λ > 1.700 nm, we utilized a Fourier transform infrared set-up (Bruker FTIR spectrometer, Vertex 80v) with a HgCdTe detector and Hyperion 2000 microscope to measure the reflectance spectra. The sample holder was oriented such that the angle of incidence was 45° to use the reference. The reflectance spectra of the samples were determined by normalizing them to the reflectance spectrum of the substrate, which is highly transparent in the wavelength range of interest. Quartz and silicon substrates was used for the measurements in the visible to NIR, and mid- to far-infrared, respectively. Here, $\Delta R(\lambda) = R_s(\lambda) - R_f(\lambda)$, where $R_s$ denotes the reflectance from the sample on the substrate and $R_f$ is the reflectance of the substrate. For a thin film, the differential reflectance spectra $\Delta R(\lambda)$ is related to the absorption coefficient of the material $\alpha(\lambda)$ as:

$$\frac{\Delta R}{n} = \frac{4n}{\pi n^2 - 1} \alpha(\lambda) \Delta\lambda$$

where $n$ is the refractive index of the substrate and $\alpha$ is the refractive index of the substrate. For the heterointerface, the average value of $n$ is used as effective index. The absorption coefficient is calculated from the values extracted from a routine procedure for normal curve fitting applied to the spectra collected from the heterostructure regions. On average, 5–10 spectra were evaluated for each individual heterostructure. Multiple devices were made by stacking the 2D materials together, without any control on the alignment.

Computational methods. The first-principle calculations for the band structure as a function of the number of HfS₂ layers were performed using the Vienna ab initio simulation package51 with a generalized gradient approximation of the Perdew–Burke–Ernzerhof (PBE) functional52 without spin–orbit corrections included. The spin–electron interaction was treated by the projector-augmented wave method53, and the van der Waals interaction was taken into consideration using the DFT-D3 method54. The electron wavefunction was expanded on a plane-wave basis set with a cutoff energy of 450 eV. A 6 × 6 × 1 Γ-centred Monkhorst–Pack grid was adopted for the Brillouin-zone integration. A vacuum slab of more than 15 Å was applied along the z direction (normal to the interface) to avoid spurious interactions between repeated slabs. To construct the quasiparticle bandgap at the GW level, a GW calculation was done using GPAW55 for the WS₂ and HfS₂ monolayers with a plane-wave cutoff energy of 800 eV for the ground state and 500 eV for the GW calculation on a 18 × 18 × 1 k-point grid, which included spin–orbit corrections. The quasiparticle bandgap was then constructed by correcting the GW monolayer band structures with the N-dependent screening correction calculated from the quantum electrostatic heterostructure model56 and an N-dependent hybridization correction from the PBE band-structure calculations for each k point in each band. This method has previously been shown accurate for calculating the band structures of multilayer van der Waals heterostructures57. The ILE binding energies were calculated by solving the Mott–Wannier equation with the screened electron–hole interaction calculated within the quantum electrostatic heterostructure model. The effective electron and hole masses were calculated from the PBE band structures. Structural relaxation was carried out using the conjugate-gradient algorithm until the total energy converged to 10⁻¹⁰ eV and the Hellmann–Feynman force on each atom was less than 0.01 eV Å⁻¹, respectively. The calculation of the band diagram of WS₂/HfS₂ was conducted through a self-consistent calculation for the charge density and electric potential in real space. The tight-binding Hamiltonian of 1L WS₂/3L-HfS₂ was interpolated by a Wannier basis via the Wannier90 package58, for which the input was provided from the first-principles results. In the tight-binding Hamiltonian, we considered W, Hf, and S orbitals for the Wannier basis and the Hamiltonian can reproduce bands around the highest valance band and the lowest conduction band obtained from the first-principles calculations. The spatial electric potential was obtained by solving self-consistently the Poisson equation, with the charge density obtained from the wavefunction of the Wannier tight-binding Hamiltonian. In the self-consistent calculation, we applied the real-space finite element method59 to numerically solve the Poisson equation, and the relative permittivities for HfS₂ and WS₂ were 2 (ref. 70) and 4.13 (ref. 71), respectively. To approximate the experimental bulk-HfS₂ device, the 3L-HfS₂ Hamiltonian was further extended to various numbers of layers of HfS₂. The extension was achieved by inserting n layers of the HfS₂ layers HfS₂ layers, 1L-WS₂ slab doped with a doping concentration ~1×10⁻¹⁵ cm⁻² and the WS₂ slab, was intrinsic. The band profiles were plotted according to the band-edge shifting information given by the calculated electric potential profile.

Data availability

The data within this paper are available in a public data repository at https://doi.org/10.6084/m9.figshare.12200454 (ref. 65). Source data are provided with this paper.
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Excitons and Band Alignment in 2D van der Waals Heterostructures: *Ab-Initio* Calculations versus Experiments
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In this study we resolve a long-standing issue in exciton physics of van der Waals heterostructures (vdWHs); we address the matter of to which accuracy *ab-initio* calculated intra- and interlayer exciton energies can be expected to agree with experimentally measured exciton energies. We do this by computationally quantifying substrate-, finite temperature-, and twist-angle effects on calculated exciton energies within *ab-initio* many-body perturbation theory methods. Such effects affects exciton energies in experimental measurements, but are not present in conventional *ab-initio* many-body calculations. We combine *ab-initio* many-body GW and BSE calculations with electrostatic and computational effective models, to perform accurate many-body calculations for vdWHs containing up to more than a thousand atoms. Specifically we employ a self-consistent numerical scheme to correct the wrong interlayer hybridization predicted by non-self-consistent *ab-initio* many-body calculations, such as the G0W0 approximation. From this we directly calculate the effect of substrate and twist-angle effects on the exciton energies, which are shown to redshift the exciton energies up to about 30-50 meV and 60-120 meV respectively. By including these effects, we calculate exciton energies for several commensurate and incommensurate few-layer vdWHs and compare the calculated exciton energies to a large library of experimentally measured energies obtained from the literature. By including computed substrate-, temperature, and twist-angle-effects on the calculated exciton energies we benchmark intralayer excitons can be calculated to within 20 meV of the experimentally measured values and significantly improves upon the accuracy compared to experimental measurements. We also find that interlayer excitons can be calculated to within the experimental uncertainty for incommensurate bilayers, while the calculated interlayer exciton energies in commensurate MoS\(_2\)/WS\(_2\) and MoSe\(_2\)/WSe\(_2\) are overestimated and outside the experimental range of uncertainty. The commensurate bilayers are furthermore subject to degenerate intra- and interlayer excitons resulting in a further blurshift of the exciton energies upon rotation, and we show it is necessary to treat the interlayer hybridization self-consistently from the quasiparticle band line-up to correctly quantify this energy shift.

I. INTRODUCTION

The exfoliation of monolayer graphene in 2004\(^1\) opened a new paradigm of materials science by introducing the class of 2-dimensional (2D) materials. The class of 2D materials are unique in the field of materials science and are characterized by their atomically thin extension in the out-of-plane direction. Since then, the discovery of monolayer MoS\(_2\)\(^2\), the first 2D semiconducting material showing extraordinary strong excitonic effects\(^3,4\) and the discovery that any set of 2D monolayers can be stacked into so-called van der Waals heterostructures\(^5-7\) (vdWHs) opened up new pathways and potentials for the world of 2D materials. In recent years special attention have been paid to experimentally investigate and map out intra- and interlayer exciton energies in few layer semiconducting vdWHs (see table I). Furthermore, detailed experiments have been carried out to prove the existence of a superconducting phase in bilayer graphene\(^8\), intralayer to interlayer exciton dissociation times\(^9\), Moiré effects on exciton energies\(^9\), twist-angle dependence of exciton energies\(^10\), and fascinating intra- and interlayer exciton hybridization effects\(^11\). While the vdWHs are characterized by weak interlayer van der Waals bonds and only little interlayer orbital hybridization, the above experiments prove that it becomes increasingly important to accurately incorporate interlayer hybridization effects into *ab-initio* calculations. Non-self-consistent state of the art *ab-initio* methods, such as the G0W0 approximation, are challenged by the fact that such calculations cannot be carried out for large vdWHs and that the description of the interlayer hybridization is inherited from the DFT band line-up and thus fundamentally wrong.\(^12,13\) Furthermore, experiments are carried out on a supporting substrate and for vdWHs at different relative twist-angles between the layers. This have an effect on the measured exciton energies, however these effects are not contained in conventional *ab-initio* calculations. This makes a one-to-one comparison between experimental observations and *ab-initio* calculations cumbersome, and a study quantifying these effects in the literature is needed to benchmark the effect on exciton energies to be able to properly compare experimental observations with *ab-initio* calculations.

In this work we resolve this issue and benchmark to what accuracy intra- and interlayer energies can be calculated *ab-initio* compared to experimentally measured exciton energies for large vdWHs. We calculate the intra- and interlayer exciton energies for 6 different TMD heterobilayers by combining state of the art *ab-initio* computational many-body methods with effective electrostatic and computational models. Specifically we...
treat the interlayer dielectric screening with the previously developed QEH model\textsuperscript{14} and apply a herein developed computational model for correctly treating the interlayer hybridization and interlayer charge transfer self-consistently from the G0W0\textsuperscript{1} quasi-particle band line-up. This corrects the wrong interlayer description of the interlayer hybridization pattern predicted by non-self-consistent many-body \textit{ab-initio} methods (such as full G0W0 calculations) widely applied in the computational society. This enables us of accurately calculating exciton energies for vdWHs containing thousands of atoms not possible with conventional codes and to directly disentangle the effect of interlayer dielectric screening, interlayer orbital hybridization, and interlayer charge transfers effects. This let us directly calculate the effect of twist-angle rotations and dielectric substrate screening on the exciton energies - effects also not possible to calculate by conventional many-body \textit{ab-initio} methods and let us quantify the uncertainty related to these effects for computational methods. We benchmark the accuracy of the calculated intra- and interlayer exciton energies against a large library of experimentally measured exciton energies obtained from the literature and discuss the uncertainty within the experimental measurements, which gives a lower bound on the accuracy that can be expected from computational methods. By including the uncertainty from calculated substrate-, twist-angle-, and temperature effects, we show that intralayer exciton energies can be calculated to within 20 meV of the experimental uncertainty, while interlayer exciton energies can be calculated to within the experimental uncertainty for all considered incommensurate bilayers. For the two commensurate bilayers our calculated exciton energies overestimate the interlayer exciton energy. We discuss this issue in relation to the hybridised intra- and interlayer exciton energies found in the two commensurate bilayer systems.

II. METHODS

To calculate vdWH quasi-particle energies we split the calculation into an \textit{ab-initio} calculation for the freestanding monolayers and effective models for the interlayer interaction. We calculate the quasi-particle energies for the freestanding monolayers by the G0W0\textsuperscript{1} approximation. This approximation is obtained by iterating Hedin’s equations\textsuperscript{15} starting from the initial guess of the self-energy: $\Sigma_0(1,2) = \delta(1,2)\nu_{xc}(1)$ which after 1 iteration leads to a self-energy of the form:

$$\Sigma = iGv[1 - \chi^0(v + f_{xc})]^{-1}. \tag{1}$$

Here $\chi^0$ is the non-interacting density response function, $v$ is the bare Coulomb interaction, and $f_{xc} = \delta\nu_{xc}/\delta n$ is the vertex xc-kernel. We note that all calculations are performed with norm-conserving (NC) atomic PAW setups. The effect of the vertex kernel is to shift the band alignment up relative to vacuum (compared to a G0W0 calculations), and the overall effect of doing a G0W0\textsuperscript{1} calculation with NC atomic setups compared to a G0W0 calculation with non-NC atomic setups, is only a minor change of the quasi-particle band gap, but a better description of the band line-up relative to the vacuum energy\textsuperscript{16}.

The interlayer interaction is split into three components: interlayer dielectric screening, interlayer orbital hybridization effects, and interlayer charge transfer effects. The interlayer dielectric screening is calculated by the previously developed QEH\textsuperscript{14} model. We stress that the handling of the dielectric screening in 2D needs special care due to the fundamentally different behaviour of the dielectric function in the $q \to 0$ limit: in 2D $\epsilon(q = 0) = 1$, while in 3D $\epsilon(q = 0) > 1$. For a mathematically strict isotropic 2D system, the static dielectric function takes the form\textsuperscript{17}:

$$\epsilon_{2D}(q) = 1 + 2\pi\alpha|q| \tag{2}$$

for small $q$. Here $\alpha$ is the static 2D in-plane polarizability of the material and the $q \to 0$ limit is easily recovered. From the 2D dielectric function the screened Coulomb interaction takes the well known form:

$$W_{2D}(q) = -\frac{2\pi}{q}\epsilon_{2D}(q). \tag{3}$$

In the QEH model the interlayer dielectric screening is modelled by coupling the individual monolayers in the vdWH using a classical electrostatics model. First the interacting density response function of each monolayer in the vdWH (index $i$) are calculated \textit{ab-initio} in their freestanding form within the Random Phase Approximation (RPA) by solving the Dyson equation

$$\chi_i(r, r', \omega) = \chi^0_i(r, r', \omega) + \int d\mathbf{r}_1 d\mathbf{r}_2 \chi^0_i(\mathbf{r}_1, \mathbf{r}_2, \omega) \frac{1}{|\mathbf{r}_1 - \mathbf{r}_2|} \chi_i(\mathbf{r}_1, \mathbf{r}_1', \omega) \tag{4}$$

where $\chi^0_i(r, r', \omega)$ is the non-local non-interacting density response function for layer $i$. From this the induced density in each freestanding monolayer, from an external multipole electrostatic potential, is determined to model the electrostatic part of the interlayer interaction. After this, the response functions for all monolayers are coupled through a Dyson equation for the full density response function of the vdWH, from which the difference in the screened Coulomb interaction between the vdWH and the individual freestanding monolayers can be obtained. Finally the screened Coulomb interaction for the vdWH is defined as:

$$W_i^\text{vdWH}(r, r', \omega) = W_i(r, r', \omega) + \Delta W_i(r, r', \omega). \tag{6}$$

Here $W_i(r, r', \omega)$ is the screened interaction for a freestanding monolayer, $\Delta W_i(r, r', \omega)$ is the change in the screened interaction in layer $i$ due to the presence of all the other layers in the vdWH evaluated by the
QEH model, and $\bar{W}_{\text{vdWH}}(r, r', \omega)$ is the resulting total screened potential for layer $i$ in the vdWH. From this the effect on the quasi-particle energies can directly be obtained from the change in the GW self-energy due to the change in $W$.

To accurately calculate the effect of interlayer orbital hybridization we apply a herein developed method, in which we perform a LCAO calculation for the full vdWH, applying (possibly different) scissors operators to the valence- and conduction band states for each individual monolayer in the vdWH to match the G0W0 quasi-particle band edges for the freestanding monolayers. In practice we consider the LCAO eigenvalue problem

$$
\sum_{\nu} \tilde{H}_{\mu\nu} c_{\nu n} = \sum_{\nu} \tilde{S}_{\mu\nu} c_{\nu n} E_n
$$

(7)

where the smooth wave functions within the PAW formalism are expanded in a linear combination of atomic orbitals: $\langle \tilde{\psi}_n | = \sum_{\mu} c_{\mu n} \langle \Psi_\mu |$ with weight $c_{\mu n}$. $\tilde{S}_{\mu\nu}$ is the overlap operator between states $| \mu \rangle$ and $| \nu \rangle$: $\tilde{S}_{\mu\nu} = \langle \Psi_\mu | \tilde{S} | \Psi_\nu \rangle$. $\tilde{H}_{\mu\nu}$ is the LCAO Hamiltonian, $E_n$ the allowed quantum level energies, and we refer to the original work for the implementation of the LCAO mode in the GPAW code.\textsuperscript{18–20} By adding a correction to the LCAO Hamiltonian, $\tilde{H}_{\mu\nu}$, this gives rise to a correction to the eigenvalues: $\Delta E_n = \sum_{\mu\nu} S_{\mu\nu} c_{\mu n} \tilde{H}_{\mu\nu} c_{\nu n}$. By defining the desired eigenvalue corrections, it is thus possible to determine $\tilde{H}_{\mu\nu}$ and correct the initial band line-up. In this way, we can self-consistently evaluate the interlayer orbital hybridization and charge transfer starting from the many-body G0W0 band line-up. This corrects the possibly wrong description of the interlayer hybridization offered by non-self-consistent \textit{ab-initio} many-body calculations, which inherits the description of the interlayer band line-up and hybridization pattern from a single-particle description. We denote this method the LCAOS method and the calculations will be performed with the PBE functional. The LCAOS calculation for the vdWH allows the direct extraction of the effect of interlayer hybridization and charge transfer on the band structure energies by comparing to the band structure of the freestanding monolayers. We will label the calculation of screened quasi-particle energies in vdWHs by combining G0W0 calculations for the freestanding monolayers with the presented models for the interlayer interactions as the G0W0$^\text{I}$-QEH model.

In fig. 1 is shown an example where we have calculated the quasi-particle band structure of MoS$_2$/WS$_2$ with the method outlined above. The sum of the G0W0$^\text{I}$ quasi-particle energies for the freestanding non-interacting monolayers is shown in black. We then explicitly divide the interlayer interaction into its component of the interlayer interaction to highlight the state dependence of the different components. The interlayer hybridization is only shown for the two top (bottom) valence (conduction) bands for simplicity. In red the effect of the interlayer dielectric screening is added to the quasi-particle energies which we find to be close to constant throughout the Brillouin zone in agreement with previous findings.\textsuperscript{21} In green we have also added the effect of interlayer hybridization and charge transfer. A constant shift up (down) throughout the Brillouin zone of about 20 meV is found due to the interlayer charge transfer. We find no effect on the quasi-particle energies around the K-point due to interlayer hybridization while we find a symmetric splitting of the valence states around the Γ-point of about 190 meV. This shows that the effect of orbital hybridization in parts of the Brillouin zone have a larger effect on the quasi-particle energies than the interlayer dielectric screening, which is found to be a constant shift of about 70-90 meV. We note that the calculation in fig. 1 is carried out without including spin-orbit effects for simplicity, but that the calculation of the exciton energies in the remaining part of this study fully includes spin-orbit interaction effects.

To obtain excitation energies we calculate the zero momentum intralayer exciton binding energies by solving the Bethe-Salpeter Equation (BSE) for the freestanding monolayers including the interlayer dielectric screening from the QEH model. This is done by considering the two-particle BSE Hamiltonian:

$$
H_{SS'}(q) = \epsilon_{m k + q}^{Q} - \epsilon_{n k}^{Q} - \gamma_{m k + q} - f_{n k} K_{SS'}(q),
$$

(8)

with the two-particle kernel $K_{SS'}$:

$$
K_{SS'}(q) = V_{SS'}(q) - \frac{1}{2} W_{SS'}(q).
$$

(9)

The first term on the right hand side is the electron-hole
exchange interaction and the second term is the direct screened electron-hole interaction. In a plane-wave expansion the static screened electron-hole interaction is given by$^2$:

$$W_{SS'}(\mathbf{q}) = \frac{4\pi}{\omega} \sum_{G} n_{n_{k,n'k'}}^*(G) W_{G,G'}(k'-k) n_{m_{k+q,m'k'+q}}(G')$$  \hspace{1cm} (10)

where $n_{n_{k,n'k'}}^*(G)$ and $n_{m_{k+q,m'k'+q}}(G')$ are charge density matrices and $W_{G,G'}(k'-k)$ is the screened electron-hole interaction for all $G$ vectors in the plane-wave description. To correct the screened interaction for the presence of all other layers in the vdWH, we calculate $\Delta W_i(\mathbf{r}, \mathbf{r}', \omega)$ for layer $i$ using the QEH model and add this correction to the $G = G' = 0$ component in equation 10. This method is labelled as the BSE-QEH model. We find an overall small redshift of the exciton energies in vdWHs by combining the G0W0/QEH model and the BSE-QEH model to calculate screened quasi-particle and exciton binding energies in agreement with experimental observations$^2$ upon stacking of the monolayers.

Finite momentum intralayer and interlayer exciton binding energies are calculated by solving a Mott-Wannier model including the interlayer dielectric screening of the electron-hole interaction and calculating the effective mass of the exciton state in question. In the Mott-Wannier model it is assumed that the exciton state is governed by the hydrogen-like form:

$$\left[-\frac{\nabla^2}{2\mu_{ex}} + W_{2D}(r_1)\right] F(r_1) = E_b F(r_1),$$  \hspace{1cm} (11)

where $W_{2D}$ is the screened electron-hole interaction calculated by the QEH model, $F(r_1)$ gives the probability amplitude for the distance between the electron and the hole, $\mu_{ex}$ is the effective in-plane exciton mass, $\nabla$ is the kinetic energy, and $E_b$ is the exciton binding energy. The exciton effective mass is given by: $\frac{1}{\mu_{ex}} = \frac{1}{\mu_e} + \frac{1}{\mu_h}$, where the electron is located in the conduction band and the hole in the valence band. The electron and hole effective masses are calculated from the second derivative of the DFT band structures of the freestanding monolayers. Once the effective masses have been computed from the band structure, the exciton binding energies can be calculated. This will be referred to as the MW-QEH model.

In fig. 2 we show an example of the absorption spectrum of MoS$_2$/MoSe$_2$ calculated with the BSE-QEH model (green) and for the sum of the absorption spectra of the freestanding non-interacting monolayers (grey). The interlayer dielectric screening of the quasi-particle energies are calculated with the G0W0-QEH model. We find a small downshift of the lowest lying excitation energies as expected due to the environmental dielectric screening. The average of the experimentally measured exciton energies for MoS$_2$/MoSe$_2$ from table I is shown with vertical full lines and the excitation energies calculated with the MW-QEH is shown with vertical dashed lines. We note that due to the large lattice mismatch between MoS$_2$ and MoSe$_2$ such an excitonic absorption spectrum would not be possible to calculate ab-initio at the level of the BSE with conventional codes, without applying significant strains to one or both of the layers. We also stress that we do not apply strains to any layers within the BSE-QEH and MW-QEH models applied in this study and under 0.1% of strain to any of the monolayers in the G0W0-QEH model.

III. RESULTS AND DISCUSSION

To determine the possible accuracy of computational methods for calculating exciton energies in vdWHs it is necessary to first assess the experimental accuracy of experimentally measured intra- and interlayer exciton energies. A library of experimentally measured intra- and interlayer exciton energies obtained from the literature, for the 6 bilayer systems considered in this study, can be found in table I. In the same table we also list the substrate and temperature for the given experiment where known. For experimentally measured intralayer exciton energies we find a variation of about 120 meV within the experiments and up to about 130 meV for the interlayer exciton energies. One exception of these values is the interlayer exciton state in MoS$_2$/WSe$_2$ which we will return to later. The lower bound of the expected accuracy that can be achieved by ab-initio calculations will in the following be defined by the standard deviation of the exciton energies listed in table I for each exciton state in each system. Thus we will compare our calculated exciton energies to the uncertainty (standard deviation) of the experimentally
measured exciton energies centered around the average of the experimentally measured exciton energy. The reported energies in table I are all taken from photoluminescence measurements.

While conventional many-body *ab-initio* calculations are performed at 0 K without the presence of a dielectric screening substrate, from the data in table I it is evident that temperature, substrate, and possibly other effects alters the experimentally measured exciton energies. Previous studies have quantified finite temperature effects in *ab-initio* many-body calculations for the A exciton in MoS$_2$ where a redshift of about 90 meV from 0 to 300 K was found$^{44}$, however a systematic computational study on the effect of substrate screening and twist-angle of the exciton energies lacks in the literature. Since the dielectric substrates in experimental setups usually are wide band gap insulators such as hBN and SiO$_2$, the substrate only very weakly hybridize with the valence and conduction bands of the TMDC vdWHs and as such the effect of the substrate on the exciton energies can be limited to only considering the effect of dielectric screening. We here utilize the G0W0- QEH, BSE-QEH, and MW-QEH models to computationally benchmark the effect of substrate screening on the exciton energy of the K-K intra- and interlayer exciton energies of MoS$_2$/MoSe$_2$ by calculating the exciton energies on a varying number of supporting hBN layers. This is shown in fig. 3 and we note that the K-K transition should be representative for the lowest energy exciton states since we find the dielectric screening to be close to constant throughout the Brillouin zone. We stress again that such calculations cannot be carried out with conventional *ab-initio* codes due to the lattice mismatch of MoS$_2$, MoSe$_2$, and hBN, without applying significant strains to one or more of the layers, and that we here do not apply strains to any of the layers. As mentioned above, the screening of the quasi-particle energies is calculated from the G0W0- QEH model, the screening of the interlayer exciton binding energies is calculated with the BSE-QEH model, and the interlayer exciton binding energy is calculated with the MW-QEH model. For the interlayer exciton energies we find a redshift of about 50 meV for the interlayer exciton in MoS$_2$ (black) and about 40 meV for the interlayer exciton in MoSe$_2$ (blue) comparing the freestanding bilayer with the asymptotic value of the bilayer on an infinitely thick hBN substrate. We note 300 layers of supporting hBN corresponds to a thickness of about 100 nm. The calculated redshift of the interlayer exciton is expected and of the same magnitude as experimentally measured exciton redshifts in multilayer vdWHs$^2$. While the effect is small it is of the same size as the standard deviation (i.e. the uncertainty) of most experimental values for exciton energies as listed in table II and so is an important parameter to take into account. We find an overall redshift of the interlayer exciton of about 40 meV, with a small blueshift for few layers of hBN. The blueshift is a wrong artefact of the MW-QEH which also predicts a blueshift of the intralayer exciton energy for few layer vdWHs. We therefore expect a slightly larger redshift of the interlayer exciton energy in a complete BSE description. The result presented here can be used to assess the effect of hBN, however a recent study$^{45}$ have quantified the dependence of the dielectric screening on the static polarizability of both the 2D semiconductor monolayer and substrate and showed this have a predictable dependence on these parameters. This, together with the result in fig. 3 allows both experimentalists and theoreticians to estimate the effect of substrate screening when comparing *ab-initio* calculations with experimental observations for different substrates and thicknesses for any semiconductor/dielectric-support system.

![Fig. 3. Change in exciton energy (ΔE) of the intra- (black and blue) and interlayer (red) K-K excitons in MoS$_2$/MoSe$_2$ when placed on N number of hBN layers. The change in the exciton binding energy is calculated with the BSE-QEH model for the interlayer exciton binding energies and with the MW-QEH model for the interlayer exciton energy. The screening of the quasi-particle energies is calculated from the G0W0- QEH model for all states.](image-url)

It has recently been shown that in vdWHs with nearly degenerate intra- and interlayer exciton states, the two excitons hybridize and the exciton energies attains a peculiar twist-angle dependence. This have been found experimentally for MoSe$_2$/WS$_2$$^{11}$ where the conduction band minima of the two monolayers are nearly degenerate, and the two degenerate exciton states are the K-K intra- and interlayer exciton states. The lowest exciton energy remains constant over a wide range of twist-angles and shift down about 100 eV close to 0 degrees of relative twist-angle. This effect is explained by a hybridised intra- and interlayer excitonic state. By studying MoS$_2$/WS$_2$ where we similarly find close to degenerate intra- and interlayer exciton states (see fig. 1), we demonstrate this effect can be captured and well described by the theoretical framework in this study. In fig. 4 we show the calculated K-K (black) and Γ-K (green) smallest quasi-particle (QP) energy gaps for bilayer MoS$_2$/WS$_2$ as a function of the twist-angle between...
the two monolayers calculated with the G0W0Γ-QEH method. Upon rotation, we find an upshift of both the Γ-K and K-K quasi-particle band gaps of about 110 meV and 100 meV respectively that remains close to constant over the full range of rotation. This is in agreement with the experimental observation for the exciton energy in MoSe₂/WS₂, which is plotted in purple for reference on the qualitative effect. We note the experimentally measured exciton energy change is observed for the K-K exciton, while we find both the K-K and Γ-K transitions to host degenerate intra- and interlayer exciton states for MoS₂/WS₂. The observed effect is a result of a non-symmetric opening of the quasi-particle band gaps where the valence bands shift down about the double amount as the upshift of the conduction states. We also perform a calculation with the PBE functional, i.e. within a non-interacting single-particle description without applying the scissors operator to correct the band line-up (open circles). In this description the intra- and interlayer electronic band gaps are not nearly degenerate and we find the opposite effect: the Γ-K band gap shifts down about 25 meV on average upon rotation and as such the effect would not be captured by non-self-consistent ab-initio methods such as G0W0 where the interlayer hybridization is inherited from the single-particle band line-up. The results in fig. 4 show that the experimentally observed effect can be understood already from the quasi-particle energies and underlines the importance of a correct self-consistent description of the band line-up to properly describe the interlayer hybridization.

Finally we are in a position where we can assess the computational accuracy that can be obtained for intra- and interlayer exciton energies in few layers vdWHs by including the effects of substrate, twist-angle, and temperature effects in ab-initio many-body calculations. Furthermore we apply the proper accurate description of the interlayer orbital hybridisation outlined above. We have calculated the lowest lying intra- and interlayer exciton energies for the K-K and Γ-K transitions in each of the 6 freestanding bilayer systems considered in this study, with the method outlined above. In general we find that the position of the ionization potential and electron affinity levels relative to the vacuum energy, to a large degree is determined by the nature of the chalcogenide atoms. The lattice constant of each monolayer is similarly determined by the nature of the chalcogenide atoms. This means that monolayer MoS₂ (MoSe₂) and WS₂ (WSe₂) are found to be lattice matched and consequently MoS₂/WS₂ and MoSe₂/WSe₂ have close to degenerate ionization potentials and/or electron affinity levels. At the same time monolayers with selenide have the ionization potential of the valence Γ-point states significantly lower than that of the K-point states, while monolayers with sulfur have the K- and Γ-point ionization potentials close to degenerate. This combined with the fact that the exciton binding energy, for some systems, is slightly higher when the hole is located at the Γ-point makes the overall exciton energy map complex and no overall picture can easily be deduced for which points in the Brillouin zone host the lowest lying exciton states. The picture is further blurred by the fact that the definition of interlayer excitons is not well-defined for systems with degenerate Γ-point states. In these bilayers the hole state at the Γ-point resides in both layers, however the exciton state could potentially still be experimentally determined to be an interlayer exciton state. Thus, for these systems we calculate the theoretical lower and upper limit of the 'interlayer' exciton energy corresponding to the hole fully located in the same and opposite layer as the electron state respectively.

The calculated exciton energies (without accounting for substrate, finite temperature, and twist-angle effects) are shown in tab. II (left 4 columns). The average of the experimental data from the literature are shown in the right 2 columns. Without taking substrate, twist-angle, and temperature effects on the calculated exciton energies into account we find that the lowest intralayer exciton energies can be predicted to within the experimental uncertainties for 6/12 of the lowest intralayer exciton states. For the remaining intralayer excitons we find discrepancies between the calculated exciton energy and the experimentally measured energy (including the experimental uncertainty) between -20 meV to +120 meV, with only one intralayer exciton energy underestimated by our calculations. For the interlayer exciton energies we find 2/6 exciton energies within the experimental uncertainty, with a discrepancy between -50 meV to +250
meV for the remaining interlayer exciton energies (assuming intralayer character of mixed exciton states which are all overestimated in energy). For the interlayer excitons we similarly only find one exciton energy to be computationally underestimated. The experimental measurements in table I are carried out at a wide range of substrate and temperatures. To include substrate and temperature effects in the benchmarking of the calculated energies, we define $\delta$ to be the combined calculated energy redshift of substrate and finite temperature effects (from 0 K to room temperature) to be: $\delta = 140$ meV, following the discussion above and fig. 3. Since the substrate and temperature effects redshift the exciton energies, we introduce these effects by redefining the calculated exciton energies in table II (denoted $E_{\text{exc}}$) to be: $(E_{\text{exc}} - \delta/2) \pm \delta/2$ i.e. we redshift the calculated exciton energy by $\delta/2$ and define a calculated uncertainty from substrate and temperature effects to be $\delta/2$. The introduction of this definition allows us to make an overall comparison to all experimentally measured exciton energies irregardless of the substrate and temperature. We will not include the effect of twist-angle energy dependence, since this effect is only present for a few bilayers, but will discuss its effect on systems with degenerate intra- and interlayer excitons below. Including the calculated substrate and temperature effects 11/12 calculated and experimentally measured exciton energies are found to agree (including their uncertainties), except the lowest energy intralayer exciton in bilayer MoS$_2$/MoSe$_2$, which is underestimated by 20 meV. For interlayer excitons we now find 3/6 exciton energies to agree with a discrepancy for the remaining energies ranging from -50 meV to +180 meV (assuming an intralayer character of the mixed excitons states). We note again in passing that these effects are not present in conventional *ab-initio* many-body calculations and that simply applying an uncertainty of $\pm \delta/2$ without redshifting the exciton energies by $\delta/2$ only slightly improves the results. We thus find including substrate and finite temperature effects improves upon to the comparison to experimentally measured exciton energies. Including substrate and finite temperature effects still leaves the interlayer exciton energy in MoS$_2$/WS$_2$ MoSe$_2$/WSe$_2$ significantly overestimated and MoS$_2$/MoSe$_2$ slightly underestimated. It is interesting the significantly overestimated exciton energies are found for the two lattice matched bilayers, where we find hybridized intra- and interlayer exciton energies. As discussed above this introduces an extra uncertainty in relation to the twist-angle dependence of the calculated and experimentally measured exciton energies.

Focusing on lattice matched MoS$_2$/WS$_2$ the calculated overestimated interlayer exciton energy in this study is also found by previous studies applying full BSE/GW0 calculations finding an interlayer exciton energy of 1.83 eV$^{13}$ and 1.95 eV$^{13}$ respectively. The lower limit in this study is closer to the experimental value, suggests the importance of correctly calculating the interlayer hybridisation self-consistently, however a significant discrepancy is still found. As shown above, substrate and temperature effects can reduce this discrepancy by about 150 meV (fig. 3) bringing the energy closer to the experimental value, however since the computations for the lattice matched bilayers are carried out at a 0 degree relative twist-angle, a further upshift of the calculated exciton energy can be expected at other twist-angles (fig. 4). This suggests a more fundamental lack of accuracy of the quasi-particle ionisation potential or electron affinity levels offered by the G0W0(Γ) approximation and shows *ab-initio* many-body methods cannot calculate interlayer exciton energies in vdWHs to within the experimental accuracy.

Another point worth a comment is the significantly different experimentally measured interlayer exciton energies for bilayer MoS$_2$/WSe$_2$ listed in table I. While the two experimental references reporting values between 1.55-1.59 eV were the governing values for the interlayer exciton energy for several years, these two studies reported a lowest lying interlayer exciton energy about 0.5 eV higher than computational studies. Recently, a new study$^{22}$ resolved the issue by showing the existence of an interlayer exciton with an energy around 1.60 eV for the K-K transition and a significantly lower energy interlayer exciton for the Γ-K transition around 1.05 eV. We find that lowest lying measured energy for the Γ-K to correspond well with our calculated value. This study underlines the great care that must be taken when comparing experimentally measured exciton energies with computationally calculated exciton energies, when the exact nature of the former is not known.

**IV. CONCLUSION**

In this work we have performed *ab-initio* many-body perturbation theory calculations, for predicting intra- and interlayer exciton energies in 6 different TMD bilayer van der Waals heterostructures. We have presented an efficient numerical scheme for accurately calculating interlayer hybridisation effects on exciton energies in van der Waals heterostructures, by self-consistently calculating the interlayer hybridisation from the G0W0 band line-up. This corrects the substantially lacking description of the interlayer charge transfer and interlayer hybridisation offered by widely used non-self-consistent *ab-initio* many-body perturbation theory models. By combining this with the BSE approximation and the quantum electrostatic heterostructure model, allowed us to perform *ab-initio* many-body perturbation theory calculations, for predicting intra- and interlayer exciton energies in 6 different TMD bilayers. By the use of the developed models, accurate *ab-initio* calculations have been performed for systems with up to more than 1000 atoms. Furthermore, by directly calculating the effect of twist-angle and substrate effects and considering finite temperature effects, we benchmarked the calculated intra- and interlayer exciton energies against a large library of experimentally measured exciton energies. Substrate and temperature
effects computationally accounts for a redshift of up to about 50 meV and 90 meV respectively. Including the computed uncertainties in relation to these effects, we can conclude that many-body ab-initio calculations can predict and reproduce experimentally measured lowest energy intralayer exciton energies to within the experimental uncertainty for 11/12 of the considered excitons in the 6 TMD bilayers, with the remaining intralayer exciton state underestimated by 20 meV. Including substrate and temperature effects 3/6 of the interlayer exciton energies can be calculated to within the experimental uncertainty. The inclusion of substrate and finite temperature effects significantly improves upon the comparison between ab-initio calculated and experimentally measured exciton energies. We find the computed energy for the interlayer exciton in the two lattice matched systems: MoS$_2$/WSe$_2$ and MoSe$_2$/WSe$_2$ to both be significantly overestimated and outside the range of the experimental uncertainty. These two systems furthermore have degenerate intra- and interlayer exciton states, resulting in a twist-angle dependent blueshift of the exciton energies of 50-100 meV upon rotation. This effect cannot account for the discrepancy suggesting a fundamental error in the GW quasi-particle band edge energy description for lattice matched systems. One can hypothesise the effect can be explained by realising that the two lattice matched bilayers, in which the ab-initio many-body calculations significantly overestimates the interlayer exciton energy, are the only two of the considered bilayers that host both degenerate intra- and interlayer exciton energies for two different transitions in the Brillouin zone. This can lead to a hybridised bi-exciton state, a 4-particle state, splitting the two interlayer excitons up and down in energy similar to the hybridisation effect found around the valence $\Gamma$-point in the lattice matched bilayers and thus reduce the interlayer exciton energy.
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<table>
<thead>
<tr>
<th>System</th>
<th>$E^\text{intra}$</th>
<th>$E^\text{intra}$</th>
<th>$E^\text{inter}$</th>
<th>Substrate</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS$_2$/MoSe$_2$</td>
<td>1.83</td>
<td>1.53</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/MoSe$_2$</td>
<td>1.82</td>
<td>1.60</td>
<td>SiO$_2$</td>
<td>5 K</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/MoSe$_2$</td>
<td>1.83</td>
<td>1.55</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WS$_2$</td>
<td>1.83</td>
<td>1.96</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WS$_2$</td>
<td>1.82</td>
<td>1.97</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WS$_2$</td>
<td>1.83</td>
<td>1.94</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WS$_2$</td>
<td>1.85</td>
<td>2.01</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WS$_2$</td>
<td>1.86</td>
<td>1.96</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WSe$_2$</td>
<td>1.87</td>
<td>1.64</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WSe$_2$</td>
<td>1.85</td>
<td>1.65</td>
<td>Al$_2$O$_3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoS$_2$/WSe$_2$</td>
<td>1.05</td>
<td></td>
<td>hBN</td>
<td>20 K</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WS$_2$</td>
<td>1.57</td>
<td>1.97</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WS$_2$</td>
<td>1.58</td>
<td>2.01</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WS$_2$</td>
<td>1.58</td>
<td>2.02</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.57</td>
<td>1.65</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.32</td>
<td></td>
<td>SiO$_2$</td>
<td>30 K</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.57</td>
<td>1.66</td>
<td>Graphite</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.65</td>
<td>1.74</td>
<td>Schott borofloat@33</td>
<td>3 K</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.67</td>
<td>1.74</td>
<td>SiO$_2$</td>
<td>2.3 K</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.57</td>
<td>1.66</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.68</td>
<td>1.71</td>
<td>SiO$_2$</td>
<td>4 K</td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$/WSe$_2$</td>
<td>1.56</td>
<td>1.74</td>
<td>BN</td>
<td>5 K</td>
<td></td>
</tr>
<tr>
<td>WS$_2$/WSe$_2$</td>
<td>1.99</td>
<td>1.66</td>
<td>SiO$_2$</td>
<td>Room temp.</td>
<td></td>
</tr>
<tr>
<td>WS$_2$/WSe$_2$</td>
<td>1.95</td>
<td>1.45</td>
<td>SiO$_2$</td>
<td>78 K</td>
<td></td>
</tr>
</tbody>
</table>

TABLE I. Overview of experimentally measured intra- ($E^\text{intra}$) and interlayer ($E^\text{inter}$) exciton energies together with the substrate on which the bilayer was placed and temperature under which the measurement was conducted. For the intralayer exciton energies the left column is the exciton energy for the layer labelled to the left in the system statement (and vice versa for the right column). All energies are obtained from photoluminescence measurements. All energies are in eV and temperatures are in kelvin. The data is taken from the literature.
TABLE II. Calculated intra- and interlayer exciton energies for the six bilayers listed in the left column, without accounting for substrate, temperature, and twist-angle effects. For both intra- and interlayer excitons we show the intra- and interlayer K-K and Γ-K transition energies. Experimental values are the average exciton energies taken from table I for each exciton for each system and the uncertainty is the taken as the standard deviation within the experimental data. For MoS$_2$/WSe$_2$ we explicitly list the significantly lower interlayer exciton energy$^{32}$ and for mixed interlayer exciton states we list bound the intra- and interlayer character energies (see main text for a discussion). Including substrate and finite temperature effects redefines the calculated exciton energies to: $(E_{exc} - \delta/2) \pm \delta/2$ (see main text for discussion) which is shown to significantly improve the agreement between calculations and experiments. All values are in eV.

<table>
<thead>
<tr>
<th>System</th>
<th>K-K$^{\text{intra}}$</th>
<th>Γ-K$^{\text{intra}}$</th>
<th>K-K$^{\text{inter}}$</th>
<th>Γ-K$^{\text{inter}}$</th>
<th>Intralayer</th>
<th>Interlayer</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS$_2$</td>
<td>1.88</td>
<td>1.80</td>
<td>1.27</td>
<td>1.58</td>
<td>1.83 ± 0.01</td>
<td>1.41 ± 0.09</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>1.55</td>
<td>1.85</td>
<td>1.56 ± 0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoS$_2$</td>
<td>1.90</td>
<td>1.80</td>
<td>1.94</td>
<td>1.80-1.86</td>
<td>1.83 ± 0.01</td>
<td>1.50 ± 0.05</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>2.11</td>
<td>1.94</td>
<td>1.97 ± 0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoS$_2$</td>
<td>1.90</td>
<td>1.95</td>
<td>1.25</td>
<td>1.06</td>
<td>1.86 ± 0.01</td>
<td>1.57 ± 0.03</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>1.73</td>
<td>2.06</td>
<td>1.65 ± 0.01</td>
<td>1.05</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>1.57</td>
<td>1.86</td>
<td>1.57</td>
<td>1.89</td>
<td>1.58 ± 0.01</td>
<td>1.54 ± 0.03</td>
</tr>
<tr>
<td>WS$_2$</td>
<td>2.09</td>
<td>2.16</td>
<td>2.00 ± 0.01</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>1.57</td>
<td>1.62</td>
<td>1.65</td>
<td>1.62-1.71</td>
<td>1.61 ± 0.05</td>
<td>1.35 ± 0.02</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>1.73</td>
<td>1.88</td>
<td>1.70 ± 0.04</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WS$_2$</td>
<td>2.11</td>
<td>2.18</td>
<td>1.55</td>
<td>1.93</td>
<td>1.97</td>
<td>1.45</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>1.74</td>
<td>2.07</td>
<td>1.55</td>
<td>1.66</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Abstract

We introduce the Computational 2D Materials Database (C2DB), which organises a variety of structural, thermodynamic, elastic, electronic, magnetic, and optical properties of around 1500 two-dimensional materials distributed over more than 30 different crystal structures. Material properties are systematically calculated by state-of-the-art density functional theory and many-body perturbation theory (G0W0 and the Bethe–Salpeter equation for ~250 materials) following a semi-automated workflow for maximal consistency and transparency. The C2DB is fully open and can be browsed online (http://c2db.fysik.dtu.dk) or downloaded in its entirety. In this paper, we describe the workflow behind the database, present an overview of the properties and materials currently available, and explore trends and correlations in the data. Moreover, we identify a large number of new potentially synthesisable 2D materials with interesting properties targeting applications within spintronics, (opto-)electronics, and plasmonics. The C2DB offers a comprehensive and easily accessible overview of the rapidly expanding family of 2D materials and forms an ideal platform for computational modeling and design of new 2D materials and van der Waals heterostructures.

1. Introduction

Over the past decade, atomically thin two-dimensional (2D) materials have made their way to the forefront of several research areas including batteries, (electro-)catalysis, electronics, and photonics [1, 2]. This development was prompted by the intriguing and easily tunable properties of atomically thin crystals and has been fueled by the constant discovery of new 2D materials and the emergent concepts of lateral [3] and vertical [4] 2D heterostructures, which opens completely new possibilities for designing materials with tailored and superior properties.

So far more than fifty compounds have been synthesised or exfoliated as single layers (see figure 7). These include the well known monoelemental crystals (Xenes, e.g. graphene, phosphorene) [5] and their ligand functionalised derivatives (Xanes, e.g. CF, GeH) [6], transition metal dichalcogenides (TMDCs, e.g. MoS₂, TaSe₂) [7], transition metal carbides and nitrides (MXenes, e.g. Ti₃C₂) [8], group III-V semiconductors and insulators (e.g. GaN, BN) [9, 10], transition metal halides (e.g. CrI₃) [11, 12], post-transition metal chalcogenides (e.g. GaS and GaSe) [13, 14] and organic-inorganic hybrid perovskites (e.g. Pb(C₂H₅NH₃)₂I₄) [15]. However, the already known monolayers are only the tip of a much larger iceberg. Indeed, recent data mining studies indicate that several hundred 2D materials could be exfoliated from known layered bulk crystals [16–19]. In the present work we take a complementary approach to 2D materials discovery based on combinatorial lattice decoration and identify another few hundred previously unknown and potentially synthesizable monolayers.

In the search for new materials with tailored properties or novel functionalities, first-principles calculations are playing an increasingly important role. The continuous increase in computing power and significant advancements of theoretical methods and numerical algorithms have pushed the field to a point where first-principles calculations are comparable to experiments in terms of accuracy and greatly
surpass them in terms of speed and cost. For more than a century, experimental databases on e.g. structural, thermal, and electronic properties, have been a cornerstone of materials science, and in the past decade, the experimental data have been augmented by an explosion of computational data obtained from first-principles calculations. Strong efforts are currently being focused on storing and organising the computational data in open repositories [20, 21]. Some of the larger repositories, together containing millions of material entries, are the Materials Project [22], the Automatic Flow for Materials Discovery (AFLOW-LIB) [23], the Open Quantum Materials Database (OQMD) [24, 25], and the Novel Materials Discovery (NOMAD) Repository [26].

The advantages of computational materials databases are many. Most obviously, they facilitate open sharing and comparison of research data whilst reducing duplication of efforts. In addition, they underpin the development and benchmarking of new methods by providing easy access to common reference systems [27]. Finally, the databases enable the application of machine learning techniques to identify deep and complex correlations in the materials space and to use them for designing materials with tailored properties and for accelerating the discovery of new materials [28–30]. Among the challenges facing the computational databases is the quality of the stored data, which depends both on the numerical precision (e.g. the employed k-point grid and basis set size) and the accuracy of the employed physical models (e.g. the exchange-correlation functional). Most of the existing computational databases store results of standard density functional theory (DFT) calculations. While such methods, when properly conducted, are quite reliable for ground state properties such as structural and thermodynamic properties, they are generally not quantitatively accurate for excited state properties such as electronic band structures and optical absorption spectra.

Compared to databases of bulk materials, databases of 2D materials are still few and less developed. Early work used DFT to explore the stability and electronic structures of monolayers of group III–V honeycomb lattices [31, 32] and the class of MX₂ transition metal dichalcogenides and oxides [33]. Later, by data-filtering the inorganic crystal structure database (ICSD), 92 experimentally known layered crystals were identified and their electronic band structures calculated at the DFT level [34]. Another DFT study, also focused on stability and band structures, explored around one hundred 2D materials selected from different structure classes [35]. To overcome the known limitations of DFT, a database with many-body GaW₆ band structures for 50 semiconducting TMDCs was established [36]. Very recently, data mining of the Materials Project and experimental crystal structure databases in the spirit of [34], led to the identification of close to one thousand experimentally known layered crystals from which single layers could potentially be exfoliated [16–19]. These works also computed basic energetic, structural and electronic properties of the monolayers (or at least selected subsets) at the DFT level.

In this paper, we introduce the open Computational 2D Materials Database (C2DB) which organises a variety of ab initio calculated properties for more than 1500 different 2D materials. The key characteristics of the C2DB are:

- **Materials**: the database focuses entirely on 2D materials, i.e. isolated monolayers, obtained by combinatorial lattice decoration of known crystal structure prototypes.
- **Consistency**: all properties of all materials are calculated using the same code and parameter settings following the same workflow for maximum transparency, reproducibility, and consistency of the data.
- **Properties**: the database contains a large and diverse set of properties covering structural, thermodynamic, magnetic, elastic, electronic, dielectric and optical properties.
- **Accuracy**: Hybrid functionals (HSE06) as well as beyond-DFT many-body perturbation theory (G₀W₀) are employed to obtain quantitatively accurate band structures, and optical properties are obtained from the random phase approximation (RPA) and Bethe–Salpeter equation (BSE).
- **Openness**: the database is freely accessible and can be directly downloaded and browsed online using simple and advanced queries.

The systematic combinatorial approach used to generate the structures in the database inevitably produces many materials that are unstable and thus unrealistic and impossible to synthesise in reality. Such ‘hypothetical’ structures may, however, still be useful in a number of contexts, e.g. for method development and benchmarking, testing and training of machine learning algorithms, identification of trends and structure-property relationships, etc. For this reason we map out the properties of all but the most unstable (and thus chemically unreasonable) compounds. Nevertheless, the reliable assessment of stability and synthesailability of the candidate structures is an essential issue. Using the 55 materials in the C2DB, which have been experimentally synthesised in monolayer form, as a guideline, we set down the criteria that a hypothesised 2D material should fulfill in order for it to be ‘likely synthesisable’. On the basis of these criteria, we introduce a simple stability scale to quantify a candidate material’s dynamic and thermodynamic stability. Out of an initial set of around 1900 monolayers distributed over 32 different crystal structures, we find 330 in the most stable category. In addition to the 55 experimentally synthesised monolayers, this set also includes around 80 monolayers from experimentally known vdW layered bulk materials, and thus around 200 completely new and potentially synthesisable 2D materials.
In section 2, we describe the computational workflow behind the database. The structure and properties of the materials are calculated using well-established state-of-the-art methodology. Technical descriptions of the different steps in the workflow are accompanied by illustrative examples and comparisons with literature data. Since documentation and validation is the main purpose of the section, we deliberately focus on well known 2D materials like the Xenes and transition metal dichalcogenides where plenty of both computational and experimental reference data is available. It should be clear that the novelty of the present work does not lie in the employed methodology nor in the type of materials properties that we calculate (we note, however, that to the best of our knowledge the present compilation of GW and BSE calculations represents the largest of its kind reported so far). The significance of our work is rather reflected by the fact that when large and consistently produced data sets are organised and made easily accessible, new scientific opportunities arise. As outlined below, this paper presents several examples of this effect.

In section 3 we give an overview of the materials and the data contained in the C2DB and provide some specific examples to illustrate its use. Using an extensive set of many-body G_0W_0 calculations as a reference, we establish the performance of various DFT xc-functional for predicting band gaps, band edge positions, and band alignment at hetero-interfaces, and we propose an optimal strategy for obtaining accurate band energies at low computational cost. Similarly, the 250 BSE calculations allow us to explore trends in exciton binding energies and perform a statistically significant and unbiased assessment of the accuracy and limitations of the widely used Mott–Wannier model for 2D excitons. From the data on more than 600 semiconductor monolayers, we present strong empirical evidence against an often employed relation between effective masses and band gaps derived from k · p perturbation theory. Inspired by the potential of using 2D materials as building blocks for plasmonics and photonics, we propose a model to predict the plasmon dispersion relations in 2D metals from the (intraband) plasma frequency and the onset of interband transitions and use it to identify 2D metals with plasmons in the optical frequency regime. We propose several new magnetic 2D materials (including both metals and semiconductors) with ferromagnetic or anti-ferromagnetic ordering and significant out-of-plane magnetic anisotropy. Finally, we point to new high-mobility 2D semiconductors including some with band gaps in the range of interest for (opto)electronic applications.

In section 4 we provide our conclusions together with an outlook discussing some opportunities and possible future directions for the C2DB.

2. Workflow

The workflow used to generate the data in the C2DB is illustrated in figure 1. It consists of two parts: In the first part (left panel) the unit cell and atom positions...
are optimised for different magnetic configurations: non-magnetic (NM), ferro-magnetic (FM) and antiferro-magnetic (AFM). Materials satisfying certain stability and geometry criteria (indicated by green boxes) are subject to the second part (right panel) where the different properties are computed using DFT and many-body methods. The $\text{G}_\text{S-w}$ band structure and BSE absorbance calculations have been performed only for semiconducting materials with up to four atoms in the unit cell. Per default, properties shown in the online database include spin–orbit coupling (SOC); however, to aid comparison with other calculations, most properties are also calculated and stored without SOC.

All DFT and many-body calculations are performed with the projector augmented wave code GPAW [37] using plane wave basis sets and PAW potentials version 0.9.2. The workflow is managed using the Python based atomic simulation environment (ASE) [38]. We have developed a library of robust and numerically accurate (convergence verified) ASE-GPAW scripts to perform the various tasks of the workflow, and to create the database afterwards. The library is freely available, under a GPL license.

Below we describe all steps of the workflow in detail. As the main purpose is to document the workflow, the focus is on technical aspects, including numerical convergence and benchmarking. An overview of the most important parameters used for the different calculations is provided in Table 1.

### 2.1. Structure relaxation
The workflow is initiated with a crystal structure defined by its unit cell (Bravais lattice and atomic basis). The crystal lattice is typically that of an experimentally known prototype (the ‘seed structure’) decorated with atoms picked from a subset of the periodic table, see Figure 2. We refer to materials by the chemical formula of their unit cell followed by the crystal structure. The latter is indicated by a representative material of that prototype, as described in Section 3.1. For example, monolayer MoS$_2$ in the hexagonal H and T phases are denoted MoS$_2$-MoS$_2$ and MoS$_2$-CdI$_2$, respectively. Now, MoS$_2$ is in fact not stable in the T phase, but undergoes a $2 \times 1$ distortion to the so-called T’ phase. Because the T’ phase is the thermodynamically stable phase of WTe$_2$, we denote MoS$_2$ in the distorted T phase by MoS$_2$-WTe$_2$. In the following, we shall refer to the unit cell with which the workflow is initiated, i.e. the unit cell of the seed structure, as the primitive cell or the $1 \times 1$ cell, even if this cell is not dynamically stable for the considered material (see Section 2.4).

The unit cell and internal coordinates of the atoms are relaxed in both a spin-paired (NM), ferromagnetic (FM), and anti-ferromagnetic (AFM) configuration. Calculations for the AFM configuration are performed only for unit cells containing at least two metal atoms. The symmetries of the initial seed structure are kept during relaxation. All relevant computational details are provided in Table 1.

After relaxation, we check that the structure has remained a covalently connected 2D material and not disintegrated into 1D or 0D clusters. This is done by defining clusters of atoms using the covalent radius [39] + 30% as a measure for covalent bonds between atoms. The dimensionality of a cluster is obtained from the scaling of the number of atoms in a cluster upon repetition of the unit cell following the method described by Ashton et al [16]. Only materials containing exactly one cluster of dimensionality 2 are given further consideration (an exception is made for the metal-organic perovskites (prototype PbA$_4$I$_4$) for which the metal atom inside the octahedron represents a 0D cluster embedded in a 2D cluster). To illustrate the effect of the covalent radius + 30% threshold, Figure 3 shows the distribution of the candidate structures in the database as a function of the covalent factor needed to fully connect the structure. Most materials have a critical covalent factor below 1.3 and fall in the green shaded region. There is, however, a tail of around 100 disconnected materials (red region); these materials are not included in the database (see first green box in Figure 1).

We also check that the material is not already contained in the database (second green box in Figure 1). This is done by measuring the root mean square distance (RMSD) [40] relative to all other materials in the C2DB with the same reduced chemical formula. A threshold of 0.01 Å is used for this test.

In case of multiple metastable magnetic configurations (in practice, if both a FM and AFM ground state are found), these are regarded as different phases of the same material and will be treated separately throughout the rest of the workflow. To indicate the magnetic phase we add the extensions ‘FM’ or ‘AFM’ to the material name. The total energy of the spin-paired ground state is always stored, even when it is not the lowest. If the energy of the non-magnetic state is higher than the most stable magnetic state by less than 10 meV/atom, the workflow is also performed for the non-magnetic state. This is done in recognition of the finite accuracy of DFT for predicting the correct energetical ordering of different magnetic states.

We have compared the lattice constants of 29 monolayers with those reported in [41], which were obtained with the VASP code using PBE and very similar numerical settings and find a mean absolute deviation of 0.024 Å corresponding to 0.4%. The small yet finite deviations are ascribed to differences in the employed PAW potentials.

### 2.2. Crystal structure classification
#### 2.2.1. Symmetry
To classify the symmetries of the crystal structure the 3D space group is determined using the crystal
symmetry library Spglib [42] on the 3D supercell with a tolerance of $10^{-4}$ Å.

### 2.2.2. Prototypes

The materials are classified into crystal structure prototypes based on the symmetry of the crystals. For two materials to belong to the same prototype, we require that they have the same space group, the same stoichiometry, and comparable thicknesses. The last requirement is included to distinguish between materials with the same symmetry and stoichiometry but with different number of atomic layers, see for example monolayer BN and GaS in figure 4. Each prototype is labelled by a specific representative material. For prototypes which have been previously investigated, we comply with the established conventions. However, since the field of 2D materials is still young and because C2DB contains a large number of never-synthesised materials, some of the considered crystal structures fall outside the known prototypes. In these cases we have chosen the representative material to be the one with the lowest energy with respect to the convex hull. Some of the crystal structure prototypes presently contained in the C2DB are shown in figure 4.

### 2.3. Thermodynamic stability

The heat of formation, $\Delta H$, is defined as the energy of the material with respect to the standard states of its constituent elements. For example, the heat of formation per atom of a binary compound, $A_xB_y$, is

---

**Table 1.** Overview of the methods and parameters used for the different steps of the workflow. If a parameter is not specified at a given step, its value equals that of the last step where it was specified.

<table>
<thead>
<tr>
<th>Workflow step(s)</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure and energetics (1–4)*</td>
<td>vacuum = 15 Å; $k$-point density = 6.0 Å$^{-1}$; Fermi smearing = 0.05 eV; PW cutoff = 800 eV; xc functional = PBE; maximum force = 0.01 eV/Å; maximum stress = 0.002 eV/Å$^2$; phonon displacement = 0.01 Å</td>
</tr>
<tr>
<td>Elastic constants (5)</td>
<td>$k$-point density = 12.0 Å$^{-1}$; strain = ±1%</td>
</tr>
<tr>
<td>Magnetic anisotropy (6)</td>
<td>$k$-point density = 20.0 Å$^{-1}$; spin-orbit coupling = True</td>
</tr>
<tr>
<td>PBE electronic properties (7–10 and 12)</td>
<td>$k$-point density = 12.0 Å$^{-1}$ (36.0 Å$^{-1}$ for step 7)</td>
</tr>
<tr>
<td>Effective masses (11)</td>
<td>$k$-point density = 45.0 Å$^{-1}$; finite difference</td>
</tr>
<tr>
<td>Deformation potential (13)</td>
<td>$k$-point density = 12.0 Å$^{-1}$; strain = ±1%</td>
</tr>
<tr>
<td>Plasma frequency (14)</td>
<td>$k$-point density = 20.0 Å$^{-1}$; tetrahedral interpolation</td>
</tr>
<tr>
<td>HSE band structure (8–12)</td>
<td>HSE06@PBE, $k$-point density = 12.0 Å$^{-1}$</td>
</tr>
<tr>
<td>G$_0$W$_0$ band structure (8, 9)</td>
<td>G$_0$W$_0$@PBE, $k$-point density = 5.0 Å$^{-1}$; PW cutoff = ∞ (extrapolated from 170, 185 and 200 eV); full frequency integration, analytical treatment of $W(q)$ for small $q$; truncated Coulomb interaction</td>
</tr>
<tr>
<td>RPA polarisability (15)</td>
<td>RPA@PBE, $k$-point density = 20.0 Å$^{-1}$; PW cutoff = 50 eV; truncated Coulomb interaction; tetrahedral interpolation</td>
</tr>
<tr>
<td>BSE absorbance (16)</td>
<td>BSE@PBE with G$_0$W$_0$ scissors operator; $k$-point density = 20.0 Å$^{-1}$; PW cutoff = 50 eV; truncated Coulomb interaction; at least 4 occupied and 4 empty bands</td>
</tr>
</tbody>
</table>

* For the cases with convergence issues, we set a $k$-point density of 9.0 and a smearing of 0.02 eV.

---

**Figure 2.** The materials in the C2DB are initially generated by decorating an experimentally known crystal structure prototype with atoms chosen from a (chemically reasonable) subset of the periodic table.
\[ \Delta H = \frac{(E(A_xB_y) - xE(A) - yE(B))/(x + y)}{\Delta} \]  

where \( E(A_xB_y) \) is the total energy of the material \( A_xB_y \), and \( E(A) \) and \( E(B) \) are the total energies of the elements A and B in their standard state. When assessing the stability of a material in the C2DB, it should be kept in mind that the accuracy of the PBE functional for the heat of formation is only around 0.2 eV/atom on average [43]. Other materials databases, e.g. OQMD, Materials Project, and AFLOW, employ fitted elementary reference energies (FERE) [44] and apply a Hubbard U term [45] for the rare earth and transition metal atoms (or a selected subset of them). While such correction schemes in general improve \( \Delta H \) they also introduce some ambiguity, e.g. the dataset from which the FERE are determined or the exact form of the orbitals on which the \( U \) term is applied. Thus in order not to compromise the transparency and reproducibility of the data we use the pure PBE energies.

For a material to be thermodynamically stable it is necessary but not sufficient that \( \Delta H < 0 \). Indeed, thermodynamic stability requires that \( \Delta H \) be negative not only relative to its pure elemental phases but relative to all other competing phases, i.e. its energy must be below the convex hull [46]. We stress, however, that in general, but for 2D materials in particular, this definition cannot be directly applied as a criterion for stability and synthesisability. The most important reasons for this are (i) the intrinsic uncertainty on the DFT energies stemming from the approximate xc-functional (ii) substrate interactions or other external effects that can stabilise the monolayer (iii) kinetic barriers that separate the monolayer from other lower energy phases rendering the monolayer metastable for all practical purposes.

We calculate the energy of the 2D material relative to the convex hull of competing bulk phases, \( \Delta H_{\text{bulk}} \). The convex hull is currently constructed from the 2836 most stable binary bulk compounds which were obtained from the OQMD [24]. The energies of the bulk phases were recalculated with GPAW using the PBE xc-functional and the same numerical settings as applied for the 2D materials but the structure was not re-optimised. Because the bulk reference structures from OQMD were optimised with the VASP code and with Hubbard \( U \) corrections for materials containing 3d elements, and because the PBE misses attractive vdW interaction, the bulk energies could be slightly overestimated relative to the monolayers. As a consequence, monolayers that also exist in a layered bulk phase could have \( \Delta H_{\text{bulk}} < 0 \), even if the layered bulk phase is part of the convex hull and thus should be energetically more stable than the monolayer. Comparing our \( \Delta H_{\text{bulk}} \) values for 35 compounds with the exfoliation energies calculated in [18] employing vdW compliant xc-functionals for both bulk and monolayer, we estimate the errors in the convex hull energies to be below 0.1 eV/atom.

As an example, the convex hull for Fe\textsubscript{3}Se\textsubscript{1-x} is shown in figure 5. The convex hull as defined by the bulk binaries is indicated by the blue lines. The labels for the 2D materials refer to the crystal prototype and magnetic order. Clearly, most 2D materials lie above the convex hull and are thus predicted to be thermodynamically unstable in freestanding form under standard conditions. However, as mentioned above, depending on the material, errors on the PBE formation energies can be sizable and thus the hull diagram should only be taken as guideline. Nevertheless, in the present example we find that FeSe (which is itself a prototype) with anti-ferromagnetic ordering lies slightly below the convex hull and is thus predicted to be thermodynamically stable. This prediction is consistent with the recent experimental observation that monolayer FeSe deposited on SrTiO\textsubscript{3} exhibits AFM order [47].

2.4. Phonons and dynamic stability

Due to the applied symmetry constraints and/or the limited size of the unit cell, there is a risk that the structure obtained after relaxation does not represent a local minimum of the potential energy surface, but only a saddle point. We test for dynamical stability by calculating the \( \Gamma \)-point phonons of a \( 2 \times 2 \) repeated cell (without re-optimising the structure) as well as the elastic constants (see section 2.5). These quantities represent second-order derivatives of the total energy with respect to atom displacements and unit cell lengths, respectively, and negative values for either quantity indicate a structural instability.

The \( \Gamma \)-point phonons of the \( 2 \times 2 \) supercell are obtained using the finite displacement method [48]. We displace each atom in the primitive cell by \( \pm 0.01 \) Å, and calculate the forces induced on all the atoms in the supercell. From the forces we construct the dynamical matrix, which is diagonalised to obtain the \( \Gamma \)-point phonons of the \( 2 \times 2 \) cell (or equivalently the \( \Gamma \)-point and zone boundary phonons of the primitive cell). The eigenvalues of the dynamical matrix correspond to the
square of the mass-renormalised phonon frequencies, $\tilde{\omega}$. Negative eigenvalues are equivalent to imaginary frequencies and signal a saddle point.

Our procedure explicitly tests for stability against local distortions of periodicities up to $2 \times 2$ and thus provides a necessary, but not sufficient condition for dynamic stability. We stress, however, that even in cases where a material would spontaneously relax into a structure with periodicity larger than $2 \times 2$, the $\Gamma$-point dynamical matrix of the $2 \times 2$ cell could exhibit negative eigenvalues. Our test is thus more stringent than it might seem at first glance. In principle, a rigorous test for dynamic stability would require the calculation of the full phonon band structure. Mathematically, the instabilities missed by our approach are those that result in imaginary phonons in the interior of the BZ but not at the zone boundary. Physically, such modes could be out of plane buckling or charge density wave-driven reconstructions with periodicities of several unit cells. In general, however, these types of

![Figure 4. Examples of crystal structure prototypes currently included in the C2DB.](image-url)
instabilities are typically rather weak (as measured by the magnitude of the imaginary frequency) as compared to more local distortions such as the T to T’ distortion considered below. Moreover, they could well be a special property of the isolated monolayer and become stabilised by the ubiquitous interactions of the 2D material with its environment, e.g. substrates. This is in fact supported by the full phonon calculations by Mounet et al for ~ 250 isolated monolayers predicted to be easily exfoliable from experimentally known layered bulk phases [18]. Indeed, most of the instabilities revealed by their calculations are of the type described above and would thus be missed by our test. However, these instabilities cannot be too critical as the monolayers are known to be stable in the vdW bonded layered bulk structure.

As an example, figure 6 compares the dynamical stability of a subset of transition metal dichalcogenides and -oxides in the T and T’ phases (CdI2 and WTe2 prototypes). The two upper panels show the smallest eigenvalue of the T’-point dynamical matrix of the 2 x 2 cell. Only materials above the dashed line are considered dynamically stable (for this example we do not consider the sign of the elastic constants which could further reduce the set of dynamically stable materials). Since the unit cell of the T’ phase contains that of the T phase it is likely that a material initially set up in the T’ phase relaxes back to the T phase. To identify these cases, and thereby avoid the presence of duplicates in the database, the third panel shows the root mean square distance (RMSD) between the structures obtained after relaxations starting in the T- and T’ phase, respectively. Structures below the dashed line are considered identical. The color of each symbol refers to the four different potential energy surfaces illustrated at the bottom of the figure.

2.4.1. Stability criteria
To assess the stability of the materials in the C2DB, we turn to the set of experimentally synthesised/exfoliated monolayers. For these materials, the calculated energy above the convex hull and minimum eigenvalue of the dynamical matrix are shown on figure 7. It is clear that all but five known monolayers have a hull energy below 0.2 eV/atom, and three of these have only been synthesised on a metal substrate. Turning to the dynamical stability, all but one of the experimentally known monolayers have a minimum eigenvalue of the dynamical matrix above −2 eV Å−2, and 70% have a minimum eigenvalue above −1 x 10−6 eV Å−2.

Guided by these considerations, we assign each material in the C2DB a stability level (low, medium or high) for both dynamical and thermodynamic stability, as illustrated in table 2. For ease of reference, we also define the overall stability level of a given material as the lower of the dynamical and thermodynamic stability levels. If a material has ‘low’ overall stability (marked by bold in the table), we consider it unstable and do not carry out the rest of the workflow. Materials with ‘high’ overall stability are considered likely to be stable and thus potentially synthesizable. Materials in the ‘medium’ stability category, while unlikely to be stable as freestanding monolayers, cannot be discarded and might be metastable and possible to synthesise under the right conditions. For example, free-standing silicene has a heat of formation of 0.66 eV/atom, but can be grown on a silver substrate. Likewise, the T’ phase of MoS2 (WTe2 prototype) has an energy of 0.27 eV/atom higher than the thermodynamically stable H phase, but can be stabilised by electron doping.

2.5. Elastic constants
The elastic constants of a material are defined by the generalised Hooke’s law,

\[ \sigma_{ij} = C_{ijkl} \epsilon_{kl} \]  
(2)

where \( \sigma_{ij} \), \( C_{ijkl} \) and \( \epsilon_{kl} \) are the stress, stiffness and strain tensors, respectively, and where we have used the Einstein summation convention. In two dimensions, the stress and strain tensors have three independent components, namely planar stress/strain in the x and y directions, as well as shear stress/strain. The stiffness tensor is a symmetric linear map between these two tensors, and therefore there is only one independent component. Disregarding shear deformations, the relationship between planar strain and stress is

\[ \begin{bmatrix} \sigma_{xx} \\ \sigma_{yy} \end{bmatrix} = \begin{bmatrix} C_{11} & C_{12} \\ C_{12} & C_{22} \end{bmatrix} \begin{bmatrix} \epsilon_{xx} \\ \epsilon_{yy} \end{bmatrix} \].

(3)

For all materials in the C2DB, we calculate the planar elastic stiffness coefficients \( C_{11} \), \( C_{12} \), and \( C_{22} \). These are calculated using a central difference approximation to the derivative of the stress tensor: the material is strained along one of the coordinate axes, x or y, and the stress tensor is calculated after the ions have relaxed. We use strains of ±1% which we have found to be sufficiently large to eliminate effects of numerical
noise and sufficiently small to stay within the linear response regime.

Table 3 shows the calculated planar stiffness coefficients of a set of 2D materials. As can be seen the values from the C2DB are in very good agreement with previously published PBE results. For the isotropic materials MoS₂, WSe₂ and WS₂, \( C_{11} \) and \( C_{22} \) should be identical, and we see a variation of up to 0.6%. This provides a test of how well converged the values are with respect to numerical settings.

2.6. Magnetic anisotropy

The energy dependence on the direction of magnetisation, or magnetic anisotropy (MA), arises from spin–orbit coupling (SOC). According to the magnetic force theorem [96] this can be evaluated from the eigenvalue differences such that the correction to the energy becomes

\[
\Delta E(\hat{\mathbf{n}}) = \sum_{k \mathbf{n}} f(\varepsilon_{\mathbf{n}k}^\alpha)|\mathbf{n}| \sum_{k \mathbf{n}'} f(\varepsilon_{\mathbf{n}'k}^\alpha) - \sum_{k \mathbf{n}''} f(\varepsilon_{\mathbf{n}''k}^\alpha) \hat{\mathbf{n}}^\top \hat{\mathbf{n}}, \tag{4}
\]

where \( \varepsilon_{\mathbf{n}k}^\alpha \) and \( f(\varepsilon_{\mathbf{n}k}^\alpha) \) are the eigenenergies and occupation numbers, respectively, obtained by diagonalising the Kohn–Sham Hamiltonian including SOC in a basis of collinear spinors aligned along the direction \( \hat{\mathbf{n}} \), while \( \varepsilon_{\mathbf{n}k}^\alpha \) and \( f(\varepsilon_{\mathbf{n}k}^\alpha) \) are the bare Kohn–Sham eigenenergies and occupation numbers without SOC.

For all magnetic materials we have calculated the energy difference between out-of-plane and in-plane magnetisation \( E_{\text{MA}}(i) = \Delta E(\hat{z}) - \Delta E(i), \) \( i = \hat{x}, \hat{y} \). Negative values of \( E_{\text{MA}}(i) \) thus indicate that there is an out-of-plane easy axis of magnetisation.

Calculations for the ground state have been performed with plane-wave cutoff and energetic convergence threshold set to 800 eV and 0.5 meV/atom respectively. For all calculations we have used a \( \Gamma \)-centered Monkhorst–Pack \( k \)-point with a density of 20/Å⁻¹. The SOC contribution is introduced via a non-self-consistent diagonalisation of the Kohn–Sham Hamiltonian evaluated in the projector-augmented wave formalism [97].

2.7. Projected density of states

The projected density of states (PDOS) is a useful tool for identifying which atomic orbitals comprise a band. It is defined as

\[
\rho_S^l(\epsilon) = \sum_{\alpha \mathbf{S}} \sum_{\mathbf{k} \mathbf{n}} |\langle \phi_S^\alpha_{\mathbf{k} \mathbf{n}} | \psi_{\mathbf{k} \mathbf{n}} \rangle|^2 \delta(\epsilon - \varepsilon_{\mathbf{k} \mathbf{n}}), \tag{5}
\]

where \( \psi_{\mathbf{k} \mathbf{n}} \) are the Kohn–Sham wave functions with eigenvalues \( \varepsilon_{\mathbf{k} \mathbf{n}} \) and \( \phi_S^\alpha_{\mathbf{k} \mathbf{n}} \) are the spin-paired Kohn–Sham orbitals of atomic species \( S \) with angular momentum \( J \) (s, p, d, f). We sum over all atoms belonging to species \( S \) so every atomic species has one
entry per angular momentum channel. In the PAW formalism this can be approximated as

$$\rho_{S}^{l}(\varepsilon) = \sum_{a \in S} \sum_{k} \sum_{n} \langle \tilde{p}_{a}^{l,m} | \tilde{\psi}_{k,n} \rangle^{2} \delta(\varepsilon - \varepsilon_{k,n})$$  \hspace{1cm} (6)

where $\tilde{\psi}_{k,n}$ are the pseudo wave functions and $\tilde{p}_{a}^{l,m}$ are the PAW projectors associated with the atomic orbitals $\phi_{a}^{l,m}$. The PDOS is calculated from equation (6) using linear tetrahedron interpolation [98] (LTI) of energy eigenvalues obtained from a ground state calculation with a $k$-point sampling of $36/\text{Å}^{-1}$. In contrast to other techniques for calculating the PDOS using smearing, the PDOS yielded by the LTI method returns exactly zero at energies with no states. Examples of PDOS

Figure 7. The calculated energy above the convex hull and minimum eigenvalue of the dynamical matrix (evaluated at the $\Gamma$-point for the $2 \times 2$ cell) for the 55 materials in the C2DB that have been synthesised or exfoliated in monolayer form, see [6, 9, 10, 12, 49–94]. The three materials highlighted in red have only been synthesised on metallic substrates. The black dashed lines indicate the thresholds used to categorise the thermodynamic and dynamic stability of materials in the C2DB.

For a clearer understanding of the graph, the calculated energy above the convex hull and minimum eigenvalue of the dynamical matrix (evaluated at the $\Gamma$-point for the $2 \times 2$ cell) for the 55 materials in the C2DB that have been synthesised or exfoliated in monolayer form is illustrated. The three materials highlighted in red have only been synthesised on metallic substrates. The black dashed lines indicate the thresholds used to categorise the thermodynamic and dynamic stability of materials in the C2DB.
are shown in figure 9 (right) for respectively the ferromagnetic metal VO₂ and the semiconductor WS₂ in the H phase (MoS₂ prototype).

2.8. Band structures

Electronic band structures are calculated along the high symmetry paths shown in figure 8 for the five different types of 2D Bravais lattices. The band energies are computed within DFT using three different xc-functionals, namely PBE, HSE06, and GLLBSC. These single-particle approaches are complemented by many-body G0W0 calculations for materials with a finite gap and up to four atoms in the unit cell (currently around 250 materials). For all methods, SOC is included by non-selfconsistent diagonalisation in the full basis of Kohn–Sham eigenstates. Band energies always refer to the vacuum level defined as the asymptotic limit of the Hartree potential, see figure 12. Below we outline the employed methodology while section 3.2.1 provides an overview and comparison of the band energies obtained with the different methods.

2.8.1. PBE band structure

The electron density is determined self-consistently on a uniform k-point grid of density 12.0 Å⁻¹. From this density, the PBE band structure is computed non-selfconsistently at 400 k-points distributed along the band path (see figure 8). Examples of PBE band structures are shown in figure 9 for the ferromagnetic metal VO₂ and the semiconductor WS₂ both in the MoS₂ prototype structure. The expectation value of the out-of-plane spin component, ⟨χσ↑(k)|S_z|χσ↑(k)⟩, is evaluated for each spinorial wave function, χσ↑(k) = (ψσ↑(k)|ψσ↑(k)), and is indicated by the color of the band. For materials with inversion symmetry, the SOC cannot induce band splitting, meaning that ⟨χσ↑(k)|S_z|χσ↑(k)⟩ is ill-defined and no color coding is used. The band structure without SOC is indicated by a dashed grey line. We have compared our PBE + SOC band gaps of 29 different monolayers with those obtained with the VASP code in [41] and find a mean absolute deviation of 0.041 eV.

2.8.2. HSE band structure

The band structure is calculated non-selfconsistently using the range-separated hybrid functional HSE06 [99] on top of a PBE calculation with k-point density 12.0 Å⁻¹ and 800 eV plane wave cutoff. We have checked for selected systems that the HSE band structure is well converged with these settings. The energies along the band path are obtained by spline interpolation from the uniform k-point grid. As an example, the HSE band structure of WS₂ is shown in the left panel of figure 10 (black line) together with the PBE band structure (grey dashed). The PBE band gap increases from 1.52 eV to 2.05 eV with the HSE06 functional in good agreement with earlier work reporting band gaps of 1.50 eV (PBE) and 1.90 eV (HSE) [100] and 1.55 eV (PBE) and 1.98 eV (HSE) [101], respectively. A more systematic comparison of our results with the HSE + SOC band gaps obtained with the VASP code in [41] for 29 monolayers yield a mean absolute deviation of 0.14 eV. We suspect this small but non-zero deviation is due to differences in the employed PAW potentials and the non-selfconsistent treatment of the HSE in our calculations.
2.8.3. GLLBSC fundamental gap
For materials with a finite PBE band gap, the fundamental gap (i.e. the difference between the ionisation potential and electron affinity) also sometimes referred to as the quasiparticle gap, is calculated self-consistently using the GLLBSC \[102\] xc-functional with a Monkhorst–Pack \(k\)-point grid of density 12.0/\(\text{Å}^{-1}\).

\[ E_{\text{gap}} = \varepsilon_{\text{KS}} + \Delta_{xc} \]

The method has been shown to yield excellent quasiparticle band gaps at very low computational cost for both bulk \[102, 103\] and 2D semiconductors \[36\].

In the exact Kohn–Sham theory, \(\varepsilon_{\text{KS}}\) should equal the exact ionisation potential and thus \(\Delta_{xc}\) should be used to correct only the conduction band energies \[104\]. Unfortunately, we have found that in practice this procedure leads to up-shifted band energies (compared with the presumably more accurate \(G_0W_0\) results, see figure 20). Consequently, we store only the fundamental gap and \(\Delta_{xc}\) in the database. However, as will be shown in section 3.2.1 the center of the gap is in fact reasonably well described by PBE suggesting that efficient and fairly accurate predictions of the absolute fundamental gap are possible.

Figure 8. Overview of the five 2D Bravais lattices and corresponding Brillouin zones. The unit vectors \(a_1\) and \(a_2\) are shown together with the angle between them \(\gamma\). The primitive unit cell is indicated in gray. High symmetry points of the BZ and the path along which the band structure is evaluated, are indicated in blue.
band edge energies can be obtained by a symmetric GLLBSC correction of the PBE band edges.

2.8.4. G0W0 band structure

For materials with finite PBE band gap the quasiparticle (QP) band structure is calculated using the G0W0 approximation on top of PBE following our earlier work [105, 106]. Currently, this resource demanding step is performed only for materials with up to four atoms in the unit cell. The number of plane waves and the number of unoccupied bands included in the calculation of the non-interacting density response function and the GW self-energy are always set equal. The individual QP energies are extrapolated to the infinite basis set limit from calculations at plane wave cutoffs of 170, 185 and 200 eV, following the standard 1/NG dependence [107, 108], see figure 11 (right). The screened Coulomb interaction is represented on a non-linear real frequency grid ranging from 0 eV to 230 eV and includes around 250 frequency points. The exchange contribution to the self-energy is calculated using a Wigner–Seitz truncation scheme [109] for a more efficient treatment of the long range part of the exchange potential. For the correlation part of the self-energy, a 2D truncation of the Coulomb interaction is used [110, 111]. We stress that the use of a truncated Coulomb interaction is essential to avoid unphysical screening from periodically repeated layers which otherwise leads to significant band gap reductions.

Importantly, the use of a truncated Coulomb interaction leads to much slower k-point convergence because of the strong q-dependence of the 2D dielectric function around q = 0 [106]. We alleviate this problem by using an analytical expression for the screened interaction when performing the BZ integral around q = 0 [106]. This allows us to obtain well converged results with a relatively low k-point density of 5.0/Å⁻¹ (corresponding to

Figure 9. Band structure (left) and projected density of states (right) for VO₂ (top) and WS₂ (bottom) in the MoS₂ prototype, calculated with the PBE xc-functional. The z-component of the spin is indicated by the color code on the band structure.
For example, with this setting the G0W0 band gap of MoS2 is converged to within 0.05 eV, see figure 11 (left). In comparison, standard BZ sampling with no special treatment of the \( q = 0 \) limit, requires around \( 40 \times 40 \) k-points to reach the same accuracy.

Figure 10 (right) shows the PBE and G0W0 band structures of WS2 (including SOC). The G0W0 self-energy opens the PBE band gap by 1.00 eV and the HSE gap by 0.47 eV, in good agreement with previous studies [112]. We note in passing that our previously published G0W0 band gaps for 51 monolayer TMDCs [36] are in good agreement with the results obtained using the workflow described here. The mean absolute error between the two data sets is around 0.1 eV and can be ascribed to the use of PBE rather than LDA as starting point and the use of the analytical expression for \( W(q) \) around \( q = 0 \).

A detailed comparison of our results with previously published G0W0 data is not meaningful because...
of the rather large differences in the employed implementations/parameter settings. In particular, most reported calculations do not employ a truncated Coulomb interaction and thus suffer from spurious screening effects, which are then corrected for in different ways. Moreover, they differ in the amount of vacuum included the supercell, the employed k-point grids and basis sets, the in-plane lattice constants, and the DFT starting points. For example, published values for the QP band gap of monolayer MoS$_2$ vary from from 2.40 to 2.90 eV \([113–120]\) (see \([119]\) for a detailed overview). The rather large variation in published GW results for 2D materials is a result of the significant numerical complexity of such calculations and underlines the importance of establishing large and consistently produced benchmark data sets like the present.

For bulk materials, self-consistency in the Green’s function part of the self-energy, i.e., the GW$_0$ method, has been shown to increase the GW$_0$ band gaps and improve the agreement with experiments \([121]\). The trend of band gap opening is also observed for 2D materials \([106, 120, 120, 122]\), however, no systematic improvement with respect to experiments has been established \([122]\). For both bulk and 2D materials, the fully self-consistent GW self-energy systematically overestimates the band gap \([121, 122]\) due to the neglect of vertex corrections \([122, 123]\). In GW$_0$ the neglect of vertex corrections is partially compensated by the smaller band gap of the non-interacting Kohn–Sham Green’s function compared to the true interacting Green’s function. In this case, the vertex corrections corrections will affect mainly the absolute position of the bands relative to vacuum while the effect on the band gap is relatively minor \([122]\).

In Table 4 we compare calculated band gaps from C2DB with experimental band gaps for three monolayer TMDCs and phosphorene. The experimental data has been corrected for substrate interactions \([122, 124]\), but not for zero-point motion, which is expected to be small (<0.1 eV). The GW$_0$ results are all within 0.2 eV of the experiments. A further (indirect) test of the GW$_0$ band gaps against experimental values is provided by the comparison of our BSE spectra against experimental photoluminescence data in Table 7, where we have used a GW$_0$ scissors operator. Finally, we stress that the employed PAW potentials are not norm-conserving, and this can lead to errors for bands with highly localised states (mainly 4f and 3d orbitals), as shown in \([108]\). Inclusion of vertex corrections and use of norm conserving potentials will be the focus of future work on the C2DB.

### Table 4. Comparison between calculated and experimental band gaps for four freestanding monolayers. The experimental values have been corrected for substrate screening. MAD refers to the mean absolute deviation between the predicted values and the measured values.

<table>
<thead>
<tr>
<th>Material</th>
<th>Band gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PBE</td>
</tr>
<tr>
<td>MoS$_2$</td>
<td>1.58</td>
</tr>
<tr>
<td>MoSe$_2$</td>
<td>1.32</td>
</tr>
<tr>
<td>WSe$_2$</td>
<td>1.53</td>
</tr>
<tr>
<td>P (phosphorene)</td>
<td>0.90</td>
</tr>
<tr>
<td><strong>MAD w.r.t. experiment</strong></td>
<td>1.10</td>
</tr>
</tbody>
</table>

2.9. Band extrema

For materials with a finite band gap, the positions of the valence band maximum (VBM) and conduction band minimum (CBM) within the BZ are identified together with their energies relative to the vacuum level. The latter is defined as the asymptotic value of the electrostatic potential, see Figure 12. The PBE electrostatic potential is used to define the vacuum level in the non-selfconsistent HSE and G$_0$W$_0$ calculations. For materials with an out-of-plane dipole moment, a dipole correction is applied during the selfconsistent DFT calculation, and the vacuum level is defined as the average of the asymptotic electrostatic potentials on the two sides of the structure. The PBE vacuum level shift is also stored in the database.

2.10. Fermi surface

The Fermi surface is calculated using the PBE xc-functional including SOC for all metallic compounds in the database. Based on a ground state calculation with a k-point density of at least 20\(\AA^{-1}\), the eigenvalues are interpolated with quadratic splines and plotted within the first BZ. Figure 13 (left) shows an example of the Fermi surface for VO$_2$-MoS$_2$ with color coding indicating the out-of-plane spin projection \((S_z)\). The band structure refers to the ferromagnetic ground state of VO$_2$-MoS$_2$, which has a magnetic moment of 0.70 \(\mu_B\) per unit cell, characterised by alternating spin-polarised lobes with \((S_z) = \pm 1\).

2.11. Effective masses

For materials with a finite PBE gap, the effective electron and hole masses are calculated from the PBE eigenvalues; initially these are calculated on an ultrafine k-point mesh of density \(45.0/\AA^{-1}\) uniformly distributed inside a circle of radius 0.015 \(\AA^{-1}\) centered at the VBM and CBM, respectively. The radius is chosen to be safely above the noise level of the calculated eigenvalues but still within the harmonic regime; it corresponds to a spread of eigenvalues of about 1 meV within the circle for an effective mass of 1 \(m_0\). For each band within an energy window of 100 meV above/below the CBM/VBM, the band
curvature is obtained by fitting a third order polynomial. Even though the masses represent the second derivative of the band energies, we have found that the inclusion of 3rd order terms stabilises the fitting procedure and yields masses that are less sensitive to the details of the employed k-point grids. For each band the mass tensor is diagonalised to yield heavy and light masses in case of anisotropic band curvatures. The masses (in two directions) and the energetic splitting of all bands within 100 meV of the band extremum are calculated both with and without SOC and stored in the database. Other approaches exist for calculating effective masses, such as \( \mathbf{k} \cdot \mathbf{p} \) perturbation theory (see e.g. [128] and references therein); the present scheme was chosen for its simplicity and ease of application to a wide range of different materials.

In addition to the effective masses at the VBM and CBM, the exciton reduced mass is calculated by applying the above procedure to the direct valence-conduction band transition energies, \( \varepsilon_{\text{exc}}(\mathbf{k}) = \varepsilon_v(\mathbf{k}) - \varepsilon_c(\mathbf{k}) \). For direct band gap materials the exciton reduced mass is related to the electron and hole masses by \( 1/\mu_{\text{ex}} = 1/m_e^* + 1/m_h^* \), but in the more typical case of indirect band gaps, this relation does not hold.

As an example, figure 14 shows a zoom of the band structure of SnS-GeSe around the VBM and CBM (upper and lower panels). The second order fits to the band energies (extracted from the fitted 3rd order polynomial) are shown by red dashed lines. It can be seen that both the conduction and valence bands are anisotropic leading to a heavy and light mass direction (left and right panels, respectively). The valence band is split by the SOC resulting in two bands separated by \( \sim 10 \) meV and with slightly different curvatures. The conduction band exhibits a non-trivial band splitting in one of the two directions. The peculiar band splitting is due to a Rashba effect arising from the combination of spin–orbit coupling and the finite perpendicular electric field created by the permanent dipole of the SnS structure where Sn and S atoms are displaced in the out of plane direction leading to a sizable vacuum level difference of \( 1.13 \) eV, see figure 12.

Table 5 shows a comparison between selected effective masses from the C2DB and previously published data also obtained with the PBE xc-correlation functional and including SOC. Overall, the agreement is very satisfactory.

2.12. Work function

For metallic compounds, the work function is obtained as the difference between the Fermi energy and the asymptotic value of the electrostatic potential in the vacuum region, see figure 12. The work function is determined for both PBE and HSE band structures (both including SOC) on a uniform k-point grid of density \( 12.0/\text{Å}^2 \). Since the SOC is evaluated non-self-consistently, the Fermi energy is adjusted afterwards based on a charge neutrality condition.

2.13. Deformation potentials

For semiconductors, the deformation potentials quantify the shift in band edge energies (VBM or CBM) upon a linear deformation of the lattice. The uniaxial absolute deformation potential along axis \( i = x, y \) is defined as \([129, 130]\)

\[
D_{ii}^\alpha = \frac{\Delta E_\alpha}{\varepsilon_{\text{at}}} \quad \alpha = \text{VBM, CBM} \quad (7)
\]

where \( \Delta E_\alpha \) is the energy shift upon strain and \( \varepsilon_{\text{at}} \) are the strains in the \( r \)-directions.

The deformation potentials are important physical quantities as they provide an estimate of the strength of the (acoustic) electron-phonon interaction, see section 3.2.2. Moreover, they are obviously of interest in the context of strain-engineering of band gaps and they can be used to indicate if the strain is large enough to close the band gap or band edge positions due to a known or estimated error bar on the lattice constant.

The calculation of \( D_{ii}^\alpha \) is based on a central difference approximation to the derivative. A strain of \( \pm 1\% \) is applied separately in the \( x \) and \( y \) directions and the ions are allowed to relax while keeping the unit cell fixed. Calculations are performed with the PBE xc-functional, a plane wave cutoff of 800 eV, and a k-point density of \( 12/\text{Å}^2 \).

The change in band energy, \( \Delta E_\alpha \), is measured relative to the vacuum level. In cases with nearly degenerate bands, care must be taken to track the correct bands as different bands might cross under strain. In this case, we use the expectation value \( \langle \hat{S}_z \rangle \) to follow the correct band under strain. Figure 15 shows how the band structure of MoS\(_2\) changes as a function of strain. Both the VBM and the CBM shift down (relative to the vacuum level) when tensile strain is applied in the \( x \) direction, but the conduction band shows a much larger shift, leading to an effective band gap closing under tensile strain.

Table 6 shows a comparison between the deformation potentials in the C2DB, and literature values obtained using similar methods. There is generally
Figure 13. Left: Brillouin zone and Fermi surface calculated with PBE and spin–orbit coupling for VO\textsubscript{2} in the MoS\textsubscript{2} crystal structure. The Fermi surface is colored by the spin projection along the z-axis. Right: Brillouin zone, valence band maximum (VBM) and conduction band minimum (CBM) for WS\textsubscript{2} in the MoS\textsubscript{2} crystal structure. The grey areas in both plots mark the irreducible Brillouin zone.

Figure 14. Zoom of the band structure of SnS in the GeSe crystal structure around the conduction and valence band extrema (upper and lower panels). Second order fits used to determine the effective masses are shown by red dashed lines. The peculiar band splitting in the conduction band minimum (upper left panel) is caused by a Rashba effect arising from the combination of spin–orbit coupling and the finite perpendicular electric field created by the asymmetric SnS structure.

Table 5. Calculated PBE effective masses (in units of \(m_0\)), for the highest valence band and lowest conduction band, for different 2D materials. All C2DB values are calculated including spin–orbit coupling.

<table>
<thead>
<tr>
<th>Material</th>
<th>(k)-point</th>
<th>Electron mass (m_e)</th>
<th>Hole mass (m_h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS\textsubscript{2}</td>
<td>K</td>
<td>0.42</td>
<td>0.44 \cite{128}</td>
</tr>
<tr>
<td>WSe\textsubscript{2}</td>
<td>K</td>
<td>0.46</td>
<td>0.40 \cite{128}</td>
</tr>
<tr>
<td>Phosphorene (zig-zag)</td>
<td>(\Gamma)</td>
<td>1.24</td>
<td>1.24 \cite{95}</td>
</tr>
<tr>
<td>Phosphorene (armchair)</td>
<td>(\Gamma)</td>
<td>0.14</td>
<td>0.13 \cite{95}</td>
</tr>
<tr>
<td>MAD</td>
<td></td>
<td>0.02</td>
<td>0.03</td>
</tr>
</tbody>
</table>
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We have found that local deformation potentials evaluated at the K point as function of strain. The symbols are the results of full DFT calculations, while the dashed lines are obtained from the 2D plasma frequency by \( \omega_{\text{P,2D}} = \frac{1}{A} \sum \mathbf{q} \cdot \mathbf{v}_{\mathbf{k}} |^2 \delta (\epsilon_{\mathbf{k}} - \epsilon_\mathbf{F}) \),

where \( \mathbf{v}_{\mathbf{k}} = \langle \mathbf{s} \mathbf{k} | \mathbf{p} / m_0 | \mathbf{s} \mathbf{k} \rangle \) is a velocity matrix element (with \( m_0 \) the electron mass), \( \mathbf{q} = \mathbf{q}_f - \mathbf{q}_i \) is the polariisation direction, \( s, n, \mathbf{k} \) denote spin, band and momentum indices, and \( A \) is the supercell area. The 2D plasma frequency is related to the conventional 3D plasma frequency by \( \omega_{\text{P,3D}}(\omega) \) where \( L \) is the supercell height.

The plasma frequency defined above determines the intraband response of the 2D material to external fields. In particular, it determines the dispersion relation of plasmon excitations in the metal. The latter are defined by the condition \( \epsilon^{2D}(\omega) = 1 + 2\pi \mathbf{q} \alpha^{2D}(\omega) = 0 \), where \( \mathbf{q} \) is the plasmon wave vector. Neglecting interband transitions (the effect of which is considered in section 3.2.4), the 2D plasmon dispersion relation becomes

\[
\omega_p(q) = \omega_{\text{P,2D}} \sqrt{q^2 + \mathbf{F}^2}.
\]

The plasma frequencies, \( \omega_{\text{P,2D}} \), for polarisation in the x and y directions, respectively, are calculated for all metals in the C2DB using the linear tetrahedron method [98] to interpolate matrix elements and eigenvalues based on a PBE band structure calculation with a \( k \)-point density of 20/\( \text{Å}^{-1} \).

### 2.1.5. Electronic polarisability

The polarisability tensor \( \alpha_{ij} \) is defined by

\[
P_i(\mathbf{q}, \omega) = \sum_j \alpha_{ij}(\mathbf{q}, \omega) E_j(\mathbf{q}, \omega),
\]

where \( P_i \) is the \( i \)-th component of the induced polarization averaged over a unit cell and \( E_j \) is the \( j \)-th component of the macroscopic electric field. Using that \( P_i = (D_i - E_i)/(4\pi) = \sum_j (\epsilon_{ij} - \delta_{ij}) E_j/(4\pi) \) one observes that \( \alpha_{ij} = (\epsilon_{ij} - \delta_{ij})/(4\pi) \), where \( \epsilon_{ij} \) is the dielectric function. In contrast to the dielectric function, whose definition for a 2D material is not straightforward [119], the polarisability allows for a natural generalisation to 2D by considering the induced dipole moment per unit area.

Table 6. Absolute deformation potentials (in eV) of the VBM and CBM for different materials. All results are based on the PBE xc-functional.

<table>
<thead>
<tr>
<th>Material</th>
<th>( k )-point</th>
<th>Valence band</th>
<th>Conduction band</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>C2DB Ref. [131]</td>
<td>C2DB Ref. [131]</td>
</tr>
<tr>
<td>MoSe(_2)</td>
<td>K</td>
<td>−1.43</td>
<td>−1.86</td>
</tr>
<tr>
<td>WS(_2)</td>
<td>K</td>
<td>−1.25</td>
<td>−1.59</td>
</tr>
<tr>
<td>WSe(_2)</td>
<td>K</td>
<td>−1.21</td>
<td>−1.43</td>
</tr>
<tr>
<td>hBN</td>
<td>K</td>
<td>−1.57</td>
<td>−1.63</td>
</tr>
</tbody>
</table>

MAD 0.26 — 0.14 —
\[ P^{2D}_i(q, \omega) = \sum_j \alpha^{2D}_{ij}(q, \omega)E_j(q, \omega). \quad (11) \]

Since the \( P_i \) is a full unit cell average and \( P^{2D}_i \) is integrated in the direction orthogonal to the slab, we have \( P^{2D} = L \alpha \), and \( \alpha^{2D}_{ij} = L \alpha_{ij} \), where \( L \) is the length of the unit cell in the direction orthogonal to the slab.

In the following, we focus on the longitudinal components of the polarisability and dielectric tensors, which are simply denoted by \( \alpha \) and \( \epsilon \). These are related to the density-density response function, \( \chi \), via the relations

\[ \alpha^{2D}(q, \omega) = \frac{L}{4\pi} (\epsilon(q, \omega) - 1), \quad (12) \]

\[ \epsilon^{-1}(q, \omega) = 1 + \langle \nu(q) \chi(q) \rangle_q, \quad (13) \]

where \( \nu \) is the Coulomb interaction and

\[ \langle \nu(q) \chi(q) \rangle_q = \frac{1}{V} \int_{\text{Cell}} d\tau d\tau' d\tau'' \nu(\tau, \tau') \chi(\tau', \tau'', \omega) e^{-q(\tau'-\tau'')}. \quad (14) \]

where \( V \) is the supercell volume. The response function, \( \chi \), satisfies the Dyson equation \[ \chi = \chi^m + \chi^p \nu \chi, \quad (15) \]

where \( \chi^m \) is the irreducible density-density response function. In the random phase approximation (RPA) \( \chi^m \) is replaced by the non-interacting response function, \( \chi^p \), whose plane wave representation is given by \[ \chi_{\nu G}^p(q, \omega) = \frac{1}{\Omega} \sum_{k \in BZ \nu} \sum_{m} \left( f_{mk} - f_{mk+q} \right) \frac{\langle \psi_{mk} | e^{i(q+G) \cdot r} | \psi_{mk+q} \rangle_{\nu G} \langle \psi_{mk+q} | e^{i(q+G) \cdot r} | \psi_{mk} \rangle_{\nu G} - \langle \psi_{mk} | e^{i(q+G) \cdot r} | \psi_{mk} \rangle_{\nu G} \langle \psi_{mk+q} | e^{i(q+G) \cdot r} | \psi_{mk+q} \rangle_{\nu G}}{\hbar \omega + \epsilon_{mk} - \epsilon_{mk+q} + \eta}, (15) \]

where \( G, G' \) are reciprocal lattice vectors and \( \Omega \) is the crystal volume.

For all materials in the database, we calculate the polarisability within the RPA for both in-plane and out-of-plane polarisation in the optical limit \( q \rightarrow 0 \). For metals, the interband contribution to the polarisability is obtained from equation (15) while the intra-band contribution is treated separately as described in section 2.14. The single-particle eigenvalues and eigenstates used in equation (15) are calculated with PBE, a \( k \)-point density of 20 \( \text{Å}^{-1} \) (corresponding to a \( k \)-point grid of \( 48 \times 48 \) for MoS\(_2\) and \( 60 \times 60 \) for graphene), and 800 eV plane wave cutoff. The Dyson equation is solved using a truncated Coulomb potential \[ 105, 111 \] to avoid spurious interactions from neighboring images. We use the tetrahedron method to interpolate the eigenvalues and eigenstates and a peak broadening of \( \eta = 50 \text{meV} \). Local field effects are accounted for by including \( G \)-vectors up to 50 eV. For the band summation we include 5 times as many unoccupied bands as occupied bands, which roughly corresponds to an
energy cutoff of 50 eV. The calculations are performed without spin–orbit coupling. In figure 16 we show the real and imaginary part of $\alpha_Z$ for the semiconductor MoS$_2$. The PBE band gap of this material is 1.6 eV and we see the onset of dissipation at that energy. We also see that the initial structure of $\Im \alpha$ is a constant, which is exactly what would be expected from the density of states in a 2D material with parabolic dispersion. Finally, we note that the static polarisability $\Re \alpha_{\omega=0} \approx 6\AA^2$, which can easily be read off the figure. The polarisability is also shown for the metallic 1T-NbS$_2$ where we display the real part and without the intraband Drude contribution $\omega_F^{2D}/(\hbar \omega + \eta)^2$.

2.16. Optical absorbance

The power absorbed by a 2D material under illumination of a monochromatic light field with polarisation $\hat{e}$ is quantified by the dimensionless absorbance:

$$\text{Abs}(\omega) = 4\pi \alpha^{2D}(\hat{q} \cdot \hat{e} \rightarrow 0, \omega)/c,$$

(16)

where $c$ is the speed of light. In section 2.15 we gave a prescription for evaluating $\alpha^{2D}$ in the RPA. However, absorption spectra of 2D semiconductors often display pronounced excitonic effects, which are not captured by the RPA. The Bethe–Salpeter equation (BSE) is a well-known method capable of describing excitonic effects and has been shown to provide good agreement with experimental absorption spectra for a wide range of materials [135].

For materials with finite band gap and up to four atoms per unit cell, we have calculated the RPA and the BSE absorption spectra for electric fields polarised parallel and perpendicular to the layers. The calculations are performed on top of PBE eigenstates and eigenvalues with spin–orbit coupling included and all unoccupied band energies shifted by a constant in order to reproduce the G$_0$W$_0$ quasiparticle gap (the scissors operator method). If the G$_0$W$_0$ gap is not available we use the GLLBSC gap for non-magnetic materials and the HSE gap for magnetic materials (since GLLBSC is not implemented in GPAW for spin-polarised systems). The screened interaction entering the BSE Hamiltonian is calculated within the RPA using a non-interacting response function evaluated from equation (15) with local field effects (i.e. $\hat{G}$-vectors) included up to 50 eV and 5 times as many unoccupied bands as occupied bands for the sum over states. We apply a peak broadening of $\eta = 50$ meV and use a truncated Coulomb interaction. The BSE Hamiltonian is constructed from the four highest occupied and four lowest unoccupied bands on a $k$-point grid of density of 20/Å$^{-1}$, and is diagonalised within the Tamm–Dancoff approximation. We note that the Tamm–Dancoff approximation has been found to be very accurate for bulk semiconductors [136]. For monolayer MoS$_2$ we have checked that it reproduces the full solution of the BSE, but its general validity for 2D materials, in particular those with small band gaps, should be more thoroughly tested.

In figure 17 we show the optical absorption spectrum of MoS$_2$ obtained with the electric field polarised parallel and perpendicular to the layer, respectively. Both RPA and BSE spectra are shown (the in-plane RPA absorbance equals the imaginary part of the RPA dielectric function in the vicinity of $q = 0$ [119, 137, 138]). In figure 18 we show the $k$-point dependence of the binding energy of the A exciton in MoS$_2$ obtained as the difference between the direct band gap and the position of the first peak in figure 17. We observe a strong overestimation of the exciton binding energy at small $k$-point samplings, which converges slowly to a value of $\sim 0.5$ eV at large $k$-point samplings. For $48 \times 48 k$-points, corresponding to the $k$-point sampling used for the BSE calculations in the database, the exciton binding energy is $0.53$ eV, whereas a $1/N_k^2$ extrapolation to infinite $k$-point sampling gives $0.47$ eV (see inset in figure 18). In general, the exciton binding energy decreases with increasing $k$-point sampling, and thus the exciton binding energies reported in the C2DB might be slightly overestimated. However, since G$_0$W$_0$ band gaps also decrease when the $k$-point sampling is increased (see figure 11) the two errors tend to cancel such that the absolute position of the absorption peak from BSE-G$_0$W$_0$ converges faster than the band gap or exciton binding energy alone.
The BSE-G0W0 method has previously been shown to provide good agreement with experimental photoluminescence and absorption measurements on 2D semiconductors. In table 7 we show that our calculated position of the first excitonic peak agree well with experimental observations for four different TMDCs and phosphorene. Experimentally, the monolayers are typically supported by a substrate, which may alter the screening of excitons. However the resulting decrease in exciton binding energies is largely cancelled by a reduced quasiparticle gap such that the positions of the excitons are only slightly red-shifted as compared with the case of pristine monolayers [139].

### 3. Database overview

Having described the computational workflow, we now turn to the content of the database itself. We first present a statistical overview of all the materials in the C2DB (i.e. without applying any stability filtering) by displaying their distribution over crystal structure prototypes and their basic properties. We also provide a short list with some of the most stable materials, which to our knowledge have not been previously studied. Next, the predicted stability of the total set of materials is discussed and visualised in terms of the descriptors for thermodynamic and dynamic stability introduced in section 2.4.1. In section 3.2 we analyse selected properties in greater detail focusing on different crystal structure prototypes. To our knowledge, these materials are not experimentally known, and they are therefore promising candidates further study and experimental synthesis.

#### 3.1. Materials

In table 8 we list the major classes of materials currently included in the database. The materials are grouped according to their prototype, see section 2.2.2. For each prototype we list the corresponding space group, the total number of materials, and the number of materials satisfying a range of different conditions. The atomic structure of some of the different prototypes were shown in figure 4. The vast majority of the 2D materials that have been experimentally synthesised in monolayer form are contained in the C2DB (the 55 materials in figure 7 in addition to seven metal-organic perovskites). These materials are marked in the database and a literature reference is provided. Additionally, 80 of the monolayers in the C2DB could potentially be exfoliated from experimentally known layered bulk structures [16–19]. These materials are also marked and the ID of the bulk compound in the relevant experimental crystal structure database is provided.

To illustrate how all the materials are distributed in terms of stability, we show the energy above the convex hull plotted against $\omega_{\text{max}}^2$ in figure 19. It can be seen that the structures naturally sort themselves into two clusters according to the dynamic stability. The points have been colored according to the three levels for dynamic stability introduced in section 2.4. The lower panel shows the distribution of the materials in the grey region on a linear scale. While most of the experimentally known materials (red and black dots) have high dynamic stability, a significant part of them fall into the medium stability category. The marginal distributions on the plot show that the more dynamically stable materials are also more thermodynamically stable. The mean energy above the convex hull is 0.12 eV for the materials with high dynamical stability, while it is 0.25 eV for the others.

In table 9 we show the key properties of a selected set of stable materials, distributed across a variety of different crystal structure prototypes. To our knowledge, these materials are not experimentally known, and they are therefore promising candidates further study and experimental synthesis.

#### 3.2. Properties: example applications

In the following sections we present a series of case studies focusing on different properties of 2D materials including band gaps and band alignment, effective masses and mobility, magnetic order, plasmons and excitons. The purpose is not to provide an in-depth nor material specific analysis, but rather to explore trends and correlations in the data and showcase some potential applications of the C2DB. Along the way, we report some of the novel candidate materials revealed by this analysis, which could be interesting to explore closer in the future.

---

**Table 7. Comparison between calculated and experimental positions of the first excitonic peak for four different transition metal dichalcogenide monolayers and phosphorene.**

<table>
<thead>
<tr>
<th>Material</th>
<th>BSE@PBE-G0W0</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>MoS₂</td>
<td>2.00</td>
<td>1.83 [140], 1.86 [141], 1.87 [142]</td>
</tr>
<tr>
<td>MoSe₂</td>
<td>1.62</td>
<td>1.57 [140], 1.57 [143], 1.58 [144]</td>
</tr>
<tr>
<td>WSe₂</td>
<td>2.07</td>
<td>1.96 [141], 2.02 [144]</td>
</tr>
<tr>
<td>WSe₂</td>
<td>1.71</td>
<td>1.64 [142], 1.66 [143]</td>
</tr>
<tr>
<td>P (phosphorene)</td>
<td>1.45</td>
<td>1.45 [145], 1.75 [146]</td>
</tr>
</tbody>
</table>

MAD w.r.t. experiment 0.066 —
3.2.1. Band gaps and band alignment

The band gaps and band edge positions of all semiconductors and insulators in the C2DB have been calculated with the PBE, HSE06, and GLLBSC xc-functionals while \textit{G0W0} calculations have been performed for the \textasciitilde250 simplest materials. The relatively large size of these datasets and the high degree of consistency in the way they are generated (all calculations performed with the same code using same PAW potentials and basis set etc) provide a unique opportunity to benchmark the performance of the different xc-functionals against the more accurate G0W0 method.

Figure 20 compares the size and center of the band gaps obtained with the density functionals to the G0W0 results. Relative to G0W0 the PBE functional underestimates the gaps by 45%, i.e. on average the PBE values must be scaled by 1.83 to reproduce the G0W0 results. The HSE06 band gaps are closer to G0W0 but are nevertheless systematically underestimated by more than 20%. On the other hand, GLLBSC shows very good performance with band gaps only 2% smaller than G0W0 on average. Table 10 shows the mean absolute deviations of the DFT methods relative to G0W0. We note that although GLLBSC provides an excellent description of the G0W0 band gaps on average the spread is sizable with a mean absolute deviation of 0.4 eV.

We note a handful of outliers in figure 20 with large HSE band gaps compared to PBE and G0W0. For one of these, namely the ferromagnetic CoBr2-CdI2, we obtain the band gaps: 0.30 eV (PBE), 3.41 eV (HSE), and 0.91 eV (G0W0). For validation, we have performed GPAW and QuantumEspresso calculations with the norm-conserving HGH pseudopotentials and plane wave cutoff up to 1600 eV. The converged band gaps are 0.49 eV (GPAW-HGH-PBE), 0.51 eV (QE-HGH-PBE) and 3.69 eV (GPAW-HGH-HSE), 3.52 eV (QE-HGH-HSE), which are all in reasonable

### Table 8. Overview of the materials currently in the C2DB. The table shows the number of compounds listed by their crystal structure prototype and selected properties.

<table>
<thead>
<tr>
<th>Prototype Symmetry</th>
<th>Number of materials</th>
<th>(E_{gap}&gt;0)</th>
<th>Direct gap</th>
<th>High stability</th>
<th>NM</th>
<th>FM</th>
<th>AFM</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>P6/mmm</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>CH</td>
<td>P3m1</td>
<td>8</td>
<td>7</td>
<td>6</td>
<td>1</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>CH3Si</td>
<td>P3m1</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td>BN</td>
<td>P3m2</td>
<td>10</td>
<td>9</td>
<td>5</td>
<td>1</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>GaS</td>
<td>P3m2</td>
<td>125</td>
<td>34</td>
<td>95</td>
<td>8</td>
<td>100</td>
<td>18 7</td>
</tr>
<tr>
<td>FeSe</td>
<td>P4/nmm</td>
<td>103</td>
<td>13</td>
<td>90</td>
<td>26</td>
<td>74</td>
<td>18 11</td>
</tr>
<tr>
<td>GeSe</td>
<td>P3m1</td>
<td>20</td>
<td>19</td>
<td>5</td>
<td>6</td>
<td>20</td>
<td>0</td>
</tr>
<tr>
<td>PbSe</td>
<td>P4/nmm</td>
<td>44</td>
<td>6</td>
<td>38</td>
<td>1</td>
<td>33</td>
<td>8  3</td>
</tr>
<tr>
<td>P</td>
<td>Pmna</td>
<td>9</td>
<td>9</td>
<td>0</td>
<td>1</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>MoS2</td>
<td>P3m1</td>
<td>241</td>
<td>85</td>
<td>176</td>
<td>33</td>
<td>156</td>
<td>85 0</td>
</tr>
<tr>
<td>CdI2</td>
<td>P3m1</td>
<td>315</td>
<td>95</td>
<td>231</td>
<td>90</td>
<td>218</td>
<td>80 17</td>
</tr>
<tr>
<td>WTe2</td>
<td>P2/m</td>
<td>75</td>
<td>29</td>
<td>48</td>
<td>34</td>
<td>57</td>
<td>13 5</td>
</tr>
<tr>
<td>FeOCl</td>
<td>Pmmm</td>
<td>443</td>
<td>92</td>
<td>385</td>
<td>65</td>
<td>328</td>
<td>63 52</td>
</tr>
<tr>
<td>MoSe</td>
<td>P3m1</td>
<td>9</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>8</td>
<td>1  0</td>
</tr>
<tr>
<td>C3N</td>
<td>P4/mmm</td>
<td>25</td>
<td>1</td>
<td>24</td>
<td>0</td>
<td>25</td>
<td>0</td>
</tr>
<tr>
<td>YBr3</td>
<td>P4/nmm</td>
<td>57</td>
<td>11</td>
<td>51</td>
<td>0</td>
<td>21</td>
<td>24 12</td>
</tr>
<tr>
<td>TiCl3</td>
<td>P3m1</td>
<td>69</td>
<td>35</td>
<td>51</td>
<td>2</td>
<td>32</td>
<td>23 14</td>
</tr>
<tr>
<td>BiI3</td>
<td>P3m1</td>
<td>123</td>
<td>69</td>
<td>66</td>
<td>15</td>
<td>48</td>
<td>54 21</td>
</tr>
<tr>
<td>TiS1</td>
<td>Pmmm</td>
<td>34</td>
<td>8</td>
<td>28</td>
<td>5</td>
<td>31</td>
<td>2  1</td>
</tr>
<tr>
<td>MnTe2</td>
<td>P2/m</td>
<td>29</td>
<td>3</td>
<td>27</td>
<td>1</td>
<td>22</td>
<td>4  3</td>
</tr>
<tr>
<td>Cr3Ws5</td>
<td>Pmmm2</td>
<td>35</td>
<td>34</td>
<td>18</td>
<td>8</td>
<td>35</td>
<td>0</td>
</tr>
<tr>
<td>CrWS4</td>
<td>Pmm2</td>
<td>18</td>
<td>17</td>
<td>7</td>
<td>8</td>
<td>18</td>
<td>0</td>
</tr>
<tr>
<td>Ti2CO2</td>
<td>P3m1</td>
<td>28</td>
<td>8</td>
<td>20</td>
<td>12</td>
<td>19</td>
<td>6  3</td>
</tr>
<tr>
<td>Ti2CH2O3</td>
<td>P3m1</td>
<td>13</td>
<td>3</td>
<td>12</td>
<td>3</td>
<td>10</td>
<td>2  1</td>
</tr>
<tr>
<td>Ti2C2</td>
<td>P3m2</td>
<td>12</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>7</td>
<td>5  0</td>
</tr>
<tr>
<td>Ti2C2O2</td>
<td>P3m2</td>
<td>26</td>
<td>0</td>
<td>26</td>
<td>0</td>
<td>20</td>
<td>6  0</td>
</tr>
<tr>
<td>Ti2CH2Cl2O2</td>
<td>P3m2</td>
<td>14</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>10</td>
<td>4  0</td>
</tr>
<tr>
<td>PbA2I4</td>
<td>P1</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>0</td>
<td>27</td>
<td>0</td>
</tr>
<tr>
<td>Sum</td>
<td>1918</td>
<td>626</td>
<td>151</td>
<td>347</td>
<td>1352</td>
<td>416</td>
<td>150</td>
</tr>
</tbody>
</table>
agreement with the C2DB results. It should be interesting to explore the reason for the anomalous behavior of the HSE band gap in these materials.

Compared to the band gaps, the gap centers predicted by PBE and HSE06 are in overall better agreement with the \(G_0W_0\) results. This implies that, on average, the \(G_0W_0\) correction of the DFT band energies is symmetric on the valence and conduction band. In contrast, the GLLBSG predicts less accurate results for the gap center. This suggests that an accurate and efficient prediction of absolute band energies is obtained by combining the GLLBSG band gap with the PBE band gap center.

Next, we consider the band alignment at the interface between different 2D materials. Assuming that the bands line up with a common vacuum level and neglecting hybridisation/charge transfer at the interface, the band alignment is directly given by the VBM and CBM positions relative to vacuum.

We focus on pairs of 2D semiconductors for which the \(G_0W_0\) band alignment is either Type II (\(\Delta E > 0\)) or Type III (\(\Delta E < 0\)), see figure 21 (left). Out of approximately 10 000 bilayers predicted to have Type II band alignment by \(G_0W_0\), the PBE and HSE06 functionals predict qualitatively wrong band alignment (i.e. Type III) in 44% and 21% cases, respectively (grey shaded areas). In particular, PBE shows a sizable and systematic underestimation of \(\Delta E\) as a direct consequence of the underestimation of the band gaps in both monolayers.

### 3.2.2. Effective masses and mobilities

The carrier mobility relates the drift velocity of electrons or holes to the strength of an applied electric field and is among the most important parameters for a semiconductor material. In general, the mobility is a sample specific property which is highly dependent on the sample purity and geometry, and (for 2D materials) interactions with substrate or embedding layers. Here we consider the phonon-limited mobility, which can be considered as the intrinsic mobility of the material, i.e. the mobility that would be measured in the absence of any sample specific- or external scattering sources.

The effective masses of the charge carriers have been calculated both with and without SOC for \(\sim 600\) semiconductors. Figure 22 shows the electron mass plotted against the hole mass. The data points are scatter...
tered, with no clear correlation between the electron and hole masses. Overall, the electron masses are generally slightly smaller than the hole masses. The mean electron mass is $0.9 m_0$, while the mean hole mass is $1.1 m_0$ and 80% of the electron masses are below $m_0$ while the fraction is only 65% for the holes. This is not too surprising, since, on average, the energetically lower valence band states are expected to be more localised and thus less dispersive than the conduction band states.

The right panel of figure 22 shows the effective mass for electrons and holes plotted as a function of the inverse band gap. It can be seen that there is no clear correlation between the two quantities, which is confirmed by calculating the cross-correlation coefficient: for both electrons and holes it is less than 0.02. This provides empirical evidence against the linear relation between effective masses and inverse band gaps derived from $k \cdot p$ perturbation theory. The relation is based on the assumption that the perturbative expansion is dominated by the conduction and valence band and that the momentum matrix element between these states, $\langle u_c | \hat{p} | u_v \rangle$, does not vary too much as function of the considered parameter (here the type of material). These assumptions clearly do not hold across a large set of different semiconductors. If we focus on a specific class of materials, e.g. sulfides in the MoS$_2$ structure indicated by the highlighted symbols, we see a slightly improved trend but still with significant fluctuations.

Table 9. Key properties of selected stable materials in the C2DB, which have not been previously synthesised. The calculated properties are the magnetic state, formation energy, energy above the convex hull, work function, PBE gap and and the nature of the gap (direct or indirect).

<table>
<thead>
<tr>
<th>Prototype Formula</th>
<th>Magnetic state</th>
<th>$\Delta H$ (eV)</th>
<th>$\Delta H_{\text{hull}}$ (eV)</th>
<th>$\Phi$ (eV)</th>
<th>PBE gap (eV)</th>
<th>Direct gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>BiI$_3$</td>
<td>FM</td>
<td>-0.51</td>
<td>-0.15</td>
<td>5.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CoCl$_3$</td>
<td>NM</td>
<td>-0.65</td>
<td>-0.21</td>
<td>1.13</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CoBr$_3$</td>
<td>NM</td>
<td>-0.41</td>
<td>-0.16</td>
<td>0.96</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Co$_4$</td>
<td>NM</td>
<td>-0.14</td>
<td>-0.14</td>
<td>0.53</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CdI$_2$</td>
<td>FeO$_2$</td>
<td>-1.14</td>
<td>-0.36</td>
<td>7.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MnS$_2$</td>
<td>FM</td>
<td>-0.47</td>
<td>-0.18</td>
<td>5.09</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mn$_2$</td>
<td>FM</td>
<td>-0.57</td>
<td>-0.12</td>
<td>5.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PdO$_2$</td>
<td>NM</td>
<td>-0.40</td>
<td>-0.08</td>
<td>1.38</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>CaBr$_3$</td>
<td>NM</td>
<td>-2.09</td>
<td>-0.02</td>
<td>4.86</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>FeOCl</td>
<td>RbClO</td>
<td>-0.65</td>
<td>-0.18</td>
<td>5.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NiClO</td>
<td>AFM</td>
<td>-0.64</td>
<td>-0.17</td>
<td>6.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NiBrO</td>
<td>AFM</td>
<td>-0.52</td>
<td>-0.16</td>
<td>5.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SclS</td>
<td>NM</td>
<td>-1.68</td>
<td>-0.14</td>
<td>1.66</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>FeSe</td>
<td>CoSe</td>
<td>-0.27</td>
<td>0.02</td>
<td>4.22</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RuS</td>
<td>NM</td>
<td>-0.38</td>
<td>0.05</td>
<td>4.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MnSe</td>
<td>AFM</td>
<td>-0.50</td>
<td>-0.20</td>
<td>0.90</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>MnS</td>
<td>AFM</td>
<td>-0.64</td>
<td>-0.19</td>
<td>0.78</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>GaS</td>
<td>AlSe</td>
<td>-0.72</td>
<td>-0.02</td>
<td>2.02</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>AlS</td>
<td>NM</td>
<td>-0.89</td>
<td>0.00</td>
<td>2.09</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>GeSe</td>
<td>GeSe</td>
<td>-0.19</td>
<td>0.04</td>
<td>2.22</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>GeS</td>
<td>NM</td>
<td>-0.22</td>
<td>0.05</td>
<td>2.45</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>GeTe</td>
<td>NM</td>
<td>-0.01</td>
<td>0.09</td>
<td>1.47</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>SnSe</td>
<td>NM</td>
<td>-0.33</td>
<td>0.10</td>
<td>2.15</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>MoS$_2$</td>
<td>V$_2$</td>
<td>-0.88</td>
<td>-0.02</td>
<td>5.95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ScBr$_2$</td>
<td>FM</td>
<td>-1.59</td>
<td>-0.40</td>
<td>0.16</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>YBr$_2$</td>
<td>FM</td>
<td>-1.73</td>
<td>-0.23</td>
<td>0.34</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>FeCl$_2$</td>
<td>FM</td>
<td>-0.67</td>
<td>-0.16</td>
<td>0.35</td>
<td>Yes</td>
<td></td>
</tr>
<tr>
<td>TiBr$_2$</td>
<td>NM</td>
<td>-1.14</td>
<td>-0.04</td>
<td>0.76</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>ZrBr$_2$</td>
<td>NM</td>
<td>-1.34</td>
<td>-0.04</td>
<td>0.83</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>Ti$_2$CO$_2$</td>
<td>Zr$_2$CO$_2$</td>
<td>-2.36</td>
<td>-0.08</td>
<td>3.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hf$_2$CO$_2$</td>
<td>FM</td>
<td>-2.26</td>
<td>0.03</td>
<td>3.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yf$_2$CO$_2$</td>
<td>FM</td>
<td>-2.50</td>
<td>-0.17</td>
<td>1.12</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>WTe$_2$</td>
<td>NbTe$_2$</td>
<td>-0.37</td>
<td>0.04</td>
<td>3.01</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HfBr$_2$</td>
<td>NM</td>
<td>-1.16</td>
<td>-0.18</td>
<td>0.85</td>
<td>No</td>
<td></td>
</tr>
<tr>
<td>OsSe$_2$</td>
<td>NM</td>
<td>-0.17</td>
<td>0.00</td>
<td>0.57</td>
<td>No</td>
<td></td>
</tr>
</tbody>
</table>
Table 10. The mean absolute deviation (in eV) of the band gap and band gap center calculated with three different xc-functionals with respect to $G_0W_0$.

<table>
<thead>
<tr>
<th></th>
<th>PBE</th>
<th>HSE06</th>
<th>GLLBSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAD w.r.t. $G_0W_0$ (band gap)</td>
<td>1.49</td>
<td>0.82</td>
<td>0.58</td>
</tr>
<tr>
<td>MAD w.r.t. $G_0W_0$ (gap center)</td>
<td>0.37</td>
<td>0.32</td>
<td>0.76</td>
</tr>
</tbody>
</table>

If one assumes energetically isolated and parabolic bands, the intrinsic mobility limited only by scattering on acoustic phonons can be estimated from the Takagi formula

$$\mu_i = \frac{e\hbar}{k_B T \rho \gamma^3 m_i^e D_i} \tag{17}$$

Here $\rho$ refers to the transport direction, $\rho$ is the mass density, $v_i$ is the speed of sound in the material, $m_i^e$ is the carrier mass, $m_i^p$ is the equivalent isotropic density-of-state mass defined as $m_i^p = \sqrt{m_i^e m_i^p}$, and $D_i$ is the deformation potential. We stress that the simple Takagi formula is only valid for temperatures high enough that the acoustic phonon population can be approximated by the Rayleigh–Jeans law, $n \approx \hbar\omega_{ac}/k_B T$, but low enough that scattering on optical phonons can be neglected.

For the semiconductors in the C2DB we have found that the denominator of equation (17) varies more than the numerator. Consequently, a small product of deformation potential and effective mass is expected to correlate with high mobility. Figure 23 shows the deformation potential plotted against the carrier mass for the valence and conduction bands, respectively. The shaded area corresponds, somewhat arbitrarily, to the region for which $m_i^e D_i < m_0 (1 eV)$. The 2D semiconductors which have been synthesised in monolayer form are indicated with orange symbols while those which have been used in field effect transistors are labeled. Consistent with experimental findings, phosphorene (P) is predicted to be among the materials with the highest mobility for both electrons and holes.

Interestingly, a number of previously unknown 2D materials lie in this shaded region and could be candidates for high mobility 2D semiconductors. Table 11 lists a few selected materials with high intrinsic mobility according to equation (17), which all have ‘high’ overall stability (see section 2.4.1). In the future, it will be interesting to explore the transport properties of these candidate materials in greater detail.

To put the numbers in table 11 to scale, we consider the well studied example of MoS$_2$. For this material we obtain an electron mobility of 240 cm$^2$ V$^{-1}$ s$^{-1}$ while a full $ab$ initio calculation found a phonon-limited mobility of 400 cm$^2$ V$^{-1}$ s$^{-1}$ (in good agreement with experiments on hBN encapsulated MoS$_2$ [148]), with the acoustic phonon contribution corresponding to a mobility of 1000 cm$^2$ V$^{-1}$ s$^{-1}$. Similarly, for the series MX$_2$ ($M = W, Mo, X = S, Se$), we calculate room-temperature electron mobilities between 200 cm$^2$ V$^{-1}$ s$^{-1}$ and 400 cm$^2$ V$^{-1}$ s$^{-1}$, which are all within 50% of the $ab$ initio results [149]. Presumably, as in the case for MoS$_2$, the good quantitative agreement is partly a result of error cancellation between an overestimated acoustic phonon scattering and the neglect of optical phonon scattering. Importantly, however, the relative ordering of the mobilities of the four MX$_2$ monolayers is correctly predicted by equation (17) for all but one pair (MoS$_2$ and WSe$_2$) out of the six pairs. These results illustrate that equation (17) should only be used for ‘order of magnitude’ estimates of the mobility but that relative comparisons of mobilities in different materials are probably reliable.

3.2.3. Magnetic properties

Recently, a single layer of CrI$_3$ was reported to exhibit ferromagnetic order with a Curie temperature of 45 K [12]. This comprises the first example of a pure 2D material exhibiting magnetic order and there is
Figure 21. Band alignment at heterobilayers, assuming that the bands line up with a common vacuum level. The left panel shows the definition of the band offset $\Delta E$. The middle and right panels show randomly selected bilayer combinations with Type II ($\Delta E > 0$) or Type III ($\Delta E < 0$) band alignment. The black line indicates the bisector, the grey areas indicate qualitatively wrong DFT band alignments compared to $G_0W_0$.

Figure 22. (left) Effective electron mass versus hole mass. On average holes are slightly heavier than electrons. (right) Effective carrier mass versus the inverse band gap. The linear correlation between the two quantities, expected from $k \cdot p$ perturbation theory, is seen not to hold in general. Materials with the formula XS$_2$ in the MoS$_2$ crystal structure are highlighted.

Figure 23. The deformation potential of the materials plotted against the carrier effective masses for the valence band (left) and the conduction band (right). The shaded region in each panel indicates a region of interest in the search for high-mobility semiconductors. The 2D materials which have previously been synthesised in monolayer form are highlighted in orange and selected structures for which mobilities have been measured are labelled.
currently an intense search for new 2D materials with magnetic order persisting above room temperature [150–152].

For 2D materials, magnetic order will only persist at finite temperatures in the presence of magnetic anisotropy (MA). Indeed, by virtue of the Mermin–Wagner theorem, magnetic order is impossible in 2D unless the rotational symmetry of the spins is broken [153]. A finite MA with an out-of-plane easy axis breaks the assumption behind the Mermin–Wagner theorem and makes magnetic order possible at finite temperature. The critical temperature for magnetic order in 2D materials will thus have a strong dependence on the anisotropy.

The MA originates from spin–orbit coupling and is here defined as the energy difference between in-plane and out-of-plane orientation of the magnetic moments, see equation (4). With our definition, a negative MA corresponds to an out-of-plane easy axis. We note that most of the materials in the C2DB are magnetic. It is interesting to note that while the magnetic moment is mainly determined by the metal atom (blue triangles) averaged over all materials with a given chemical composition. The plot is based on data for around 1200 materials in the medium to high stability categories (see table 2) out of which around 350 are magnetic. It is interesting to note that while the magnetic moment is mainly determined by the metal atom, the MA depends strongly on the non-metal atom. For example, the halides (Cl, Br, I) generally exhibit much larger MAs than the chalcogenides (S, Se, Te). Overall, iodine (I) stands out as the most significant element for a large MA while the 3d metals Cr, Mn, Fe, Co are the most important elements for a large magnetic moment. Since the MA is driven by spin–orbit coupling (SOC) and the spin is mainly located on the metal atom, one would expect a large MA to correlate with a heavy metal atom. However, it is clear from the figure that it is not essential that the spin-carrying metal atom should also host the large SOC. For example, we find large MA for several 3d metal-iodides despite of the relatively weak SOC on the 3d metals. This shows that the MA is governed by a rather complex interplay between the spins, orbital hybridisation and crystal field.

A selection of materials predicted to have high overall stability (see section 2.4.1) and high out-of-plane magnetic anisotropy (MA < −0.3 meV)

![Figure 24. Absolute magnetic anisotropy (red) and magnetic moment (blue) averaged over all materials in the C2DB with a given composition. The two red boxes highlight the halides and 3d metals, respectively.](image_url)
magnetic atom) is listed in table 12. We find several semiconductors with anisotropies comparable to CrI3 and some metals with higher values. If we also look at materials with medium overall stability, we find semiconductors with anisotropies up to 2 meV/atom. It is likely that some of these materials will have Curie temperatures similar to, or even higher than, CrI3.

In addition to the MA, the critical temperature depends sensitively on the magnetic exchange couplings. We are presently developing a workflow for systematic calculation of exchange coupling constants, which will allow us to estimate the Curie temperature of all the magnetically ordered 2D materials. The database contains several 2D materials with antiferromagnetic order. As a note of caution, we mention that the magnetic interactions in AFM materials typically arise from the super-exchange mechanism, which is poorly described by PBE and requires a careful verification using a PBE + U scheme [155].

### 3.2.4. Plasmons

The unique optical properties of 2D materials make them highly interesting as building blocks for nanophotonic applications [156, 157]. Many of these applications involve electron rich components which can capture, focus, and manipulate light via plasmons or plasmon-polaritons. Graphene sheets can host plasmons that are long lived, can be easily tuned via electrostatic or chemical doping, and can be used to confine light to extremely small volumes [158].
However, due to the limited charge carrier density achievable in graphene, its plasmons are limited to the mid-infrared regime. Here we show that some metallic monolayers support plasmons with significantly higher energies than graphene and could potentially push 2D plasmonics into the optical regime.

Figure 25 (left) shows the plasmon dispersion for monolayer NbSe₂ in the MoS₂ crystal structure. The effect of interband transitions on the plasmon is significant as can be seen by comparison to the pure intraband plasmon (ω∞). The true plasmon energies are obtained from the poles of the (long wavelength limit) dielectric function including the interband transitions, $\epsilon = 1 + 2\pi q(\alpha^{2D\text{intr}} + \alpha^{2D\text{inter}})$, yielding $\omega_x = \omega_p|\frac{1}{1 + 2\pi q(\alpha^{2D\text{intr}} + \alpha^{2D\text{inter}})}|^{1/2}$. For simplicity we ignore the frequency dependence of the interband polarisability, i.e. we set $\alpha^{2D\text{intr}}(\omega_x) = \alpha^{2D\text{intr}}(0) = 0$, which should be valid for small plasmon energies (far from the onset of interband transitions). The validity of this approximation is confirmed by comparing to the full ab initio calculations of Andersen et al (blue dots) which include the full $q$- and $\omega$-dependence [159]. The figure shows that interband screening generally reduces the plasmon energy and becomes increasingly important for larger $q$.

Figure 25 (right) shows the in-plane averaged true plasmon energy of all metals in the C2DB plotted against the interband plasmon energy at a fixed plasmon wavelength of $\lambda_p = 50$ nm (corresponding to $q_0$ at the dashed vertical line in the left panel). For comparison, the plasmon energy of freestanding graphene at this wavelength and for the highest achievable doping level ($E_F = \pm 0.5$ eV relative to the Dirac point) is around 0.4 eV. The data points are colored according to the overall stability level as defined in section 2.4.1. Table 13 shows a selection of the 2D metals with ‘high’ overall stability (see section 2.4.1) and large plasmon frequencies. We briefly note the interesting band structures of the metals in the FeOCl prototype (not shown) which exhibits band gaps above or below the partially occupied metallic band(s), which is likely to lead to reduced losses in plasmonic applications [160].

A detailed study of the plasmonic properties of the lead candidate materials will be published elsewhere. However, from figure 25 (right) it is already clear that several of the 2D metals have plasmon energies around 1 eV at $\lambda_p = 50$ nm, which significantly exceeds the plasmon energies in highly doped graphene.

### Table 13: Selection of 2D metals with high plasmon energies $\omega_p^{2D}$ for a plasmon wavelength of $\lambda_p = 50$ nm. The interband screening $\alpha^{2D\text{inter}}$ at $\omega = 0$ and the in-plane averaged 2D plasma frequency $\omega_p$, which are required to reproduce $\omega_p^{2D}$, are also reported.

<table>
<thead>
<tr>
<th>Prototype</th>
<th>Formula</th>
<th>Magnetic state</th>
<th>$\omega_p^{2D}$ (eV)</th>
<th>$\omega_p$ (Å)</th>
<th>$\omega_p^{2D}$ (eV Å¹/²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TiS₃</td>
<td>TaSe₂</td>
<td>NM</td>
<td>0.99</td>
<td>12.54</td>
<td>12.48</td>
</tr>
<tr>
<td>FeOCl</td>
<td>PdClS</td>
<td>NM</td>
<td>0.93</td>
<td>4.13</td>
<td>9.52</td>
</tr>
<tr>
<td>FeOCl</td>
<td>NiClS</td>
<td>NM</td>
<td>0.90</td>
<td>5.60</td>
<td>9.66</td>
</tr>
<tr>
<td>CdI₂</td>
<td>TaS₂</td>
<td>NM</td>
<td>0.82</td>
<td>5.59</td>
<td>8.79</td>
</tr>
<tr>
<td>FeOCl</td>
<td>ZrIB</td>
<td>NM</td>
<td>0.75</td>
<td>7.68</td>
<td>8.43</td>
</tr>
<tr>
<td>CdI₂</td>
<td>NbS₂</td>
<td>NM</td>
<td>0.73</td>
<td>8.0</td>
<td>8.42</td>
</tr>
<tr>
<td>FeOCl</td>
<td>ZrClS</td>
<td>NM</td>
<td>0.73</td>
<td>13.6</td>
<td>9.35</td>
</tr>
<tr>
<td>TiS₃</td>
<td>TaS₃</td>
<td>NM</td>
<td>0.73</td>
<td>34.22</td>
<td>12.44</td>
</tr>
<tr>
<td>PbSe</td>
<td>NiO</td>
<td>FM</td>
<td>0.72</td>
<td>2.9</td>
<td>7.16</td>
</tr>
</tbody>
</table>

#### 3.2.5. Excitons

Two-dimensional materials generally exhibit pronounced many-body effects due to weak screening and strong quantum confinement. In particular, exciton binding energies in monolayers are typically an order of magnitude larger than in the corresponding layered bulk phase and it is absolutely crucial to include excitonic effects in order to reproduce experimental absorption spectra.

The electronic screening is characterised by the in-plane 2D polarisability, see equation (12). For a strictly 2D insulator, the screened Coulomb potential can be written as $W^{2D}(q) = v_r^2(q)/\epsilon^{2D}(q)$ with $v_r(q) = 1 + 2\pi q(\alpha^{2D\text{intr}} + \alpha^{2D\text{inter}})$ and $\epsilon^{2D}(q) = 2\pi q/\epsilon^{2D}(q)$ is the 2D Fourier transform of the Coulomb interaction.

The $q$-dependence of $v_r(q)$ indicates that the screening is non-local, i.e. it cannot be represented by a $q$-independent dielectric constant, and that Coulomb interactions tend to be weakly screened at large distances (small $q$ vectors) [119, 161, 162]. This is in sharp contrast to the case of 3D semiconductors/insulators where screening is most effective at large distances where its effect can be accounted for by a $q$-independent dielectric constant. For a two-band model with isotropic parabolic bands, the excitons can be modeled by a 2D Hydrogen-like (Mott–Wannier) Hamiltonian where the Coulomb interaction is replaced by $W = 1/\epsilon$ and the electron mass is replaced by a reduced excitonic mass perturbed from the curvature of conduction and valence bands. It has previously been shown that the excitonic Rydberg series of a 2D semiconductor can be accurately reproduced by this model if the dielectric constant, $\epsilon$, is obtained by averaging $v_r(q)$ over the extent of the exciton in reciprocal space [163]. For the lowest exciton ($n = 1$), the binding energy can then be expressed as

$$E_B = \frac{\hbar v_r}{(1 + \sqrt{1 + 2\pi \alpha^{2D\text{intr}} \mu_n / 3})^2}, \hspace{1cm} (18)$$

It has furthermore been demonstrated that this expression gives excellent agreement with a numerical solution of the Mott–Wannier model employing the full $q$-dependent dielectric function, $v_r(q) = 1 + 2\pi q\alpha^{2D\text{intr}}$, for 51 transition metal dichalcogenides [163]. We note that the previous calculations were based on LDA and we generally find that the PBE values for $\alpha^{2D\text{intr}}$ obtained in the present work are 10–20% smaller compared with LDA.

In figure 26, we compare the binding energy of the lowest exciton obtained from BSE-PBE with $\alpha^{2D\text{intr}}$ scissors operator and the Mott–Wannier model equation (18), respectively. Results are shown for the 194...
non-magnetic semiconductors out of the total set of \( \sim 250 \) materials for which BSE calculations have been performed. We focus on the optically active zero-momentum excitons and compute the exciton masses by evaluating the curvature of the band energies at the direct gap, see section 2.11. For anisotropic materials we average the heavy and light exciton masses as well as the \( x \) and \( y \) components of the polarisability, \( \alpha^{2D} \), to generate input parameters for the isotropic model equation (18).

Although a clear correlation with the BSE results is observed, it is also evident that the Mott–Wannier model can produce significant errors. The mean absolute deviation between BSE and the model is 0.28 eV for all materials and 0.20 eV for the subset of transition metal dichalcogenides (TMDCs). Furthermore, the Mott–Wannier model seems to overestimate \( E_b \) for more strongly bound excitons while the opposite trend is seen for weakly bound excitons. As explained below these trends are a consequence of systematic errors in the Mott–Wannier model which can be traced to two distinct sources.

(i) **Weak screening:** If \( \alpha^{2D} \) is small (on the order of 1 Å), the exciton becomes strongly localised and the orbital character of the states comprising the exciton plays a significant role. In general, the Mott–Wannier model tends to overestimate the exciton binding energy in this case as can be seen from the relatively large deviation of points with model binding energies >2.0 eV in figure 26. The overestimated binding energy results from the homogeneous electron and hole distributions implicitly assumed in the Mott–Wannier model. In reality, the short range variation of the electron and hole distributions is determined by the shape of the conduction and valence band states. In general these will differ leading to a reduced spatial overlap of the electron and hole and thus a lower Coulomb interaction. For example, SrCl\(_2\) in the CdI\(_2\) prototype (\( \alpha^{2D} = 0.68 \) Å) has a BSE binding energy of 2.1 eV and a model binding energy of 3.4 eV. From the PDOS of this material (see the C2DB webpage) it is evident that the electron and hole are mainly residing on the Sr and Cl atoms, respectively.

(ii) **Breakdown of the parabolic band approximation:** Materials with small band gaps often exhibit hyperbolic rather than parabolic band structures in the vicinity of the band gap. This typically happens in materials with small band gaps such as BSS in the BN prototype. In figure 26 these materials can be identified as the cluster of points with model binding energies <0.25 eV and BSE binding energies >0.25 eV. A similar situation occurs if the conduction and valence bands flatten out away from the band gap region. In both of these cases, the excitons tend to be delocalised over a larger area in the Brillouin zone than predicted by the parabolic band approximation of the Mott–Wannier model. Typically, such delocalisation will result in larger binding energies than predicted by the model. For example, FeI\(_2\) in the CdI\(_2\) prototype exhibits shallow band minima in a ring around the \( \Gamma \)-point and has a BSE binding energy of 1.1 eV and a model binding energy of 0.5 eV because the model assumes that the exciton will be located in the vicinity of the shallow minimum (and thus more delocalised in real space). A detailed inspection reveals that such break down of the parabolic band approximation is responsible for most of the cases where the model underestimates the binding energy.

Other sources of errors come from contributions to the exciton from higher/lower lying bands, i.e. break down of the two-band approximation, and anisotropic exciton masses not explicitly accounted for by equation (18).

Based on this comprehensive and unbiased assessment of the Mott–Wannier model, we conclude that while the model can be useful for understand-
ing trends and qualitative properties of excitons, its quantitative accuracy is rather limited when applied to a broad set of materials without any parameter tuning. For quantitative estimates $\alpha^{2D}$ should not be too small (certainly not less than 2 Å) and the validity of the effective mass approximation should be carefully checked by inspection of the band structure.

It has been argued that there should exist a robust and universal scaling between the exciton binding energy and the quasiparticle band gap of 2D semiconductors, namely $E_B \approx E_{gap}/4$ [164]. This scaling relation was deduced empirically based on BSE-GW calculations for around 20 monolayers and explained from equation (18) and the relation $\alpha^{2D} \propto 1/E_{gap}$ from $\mathbf{k} \cdot \mathbf{p}$ perturbation theory. Another work observed a similar trend [165] but explained it from the $1/E_{gap}$ dependence of the exciton effective mass expected from $\mathbf{k} \cdot \mathbf{p}$ perturbation theory. Based on our results we can completely refute the latter explanation (see figure 22 (right)). In figure 26 (right) we show the exciton binding energy plotted versus the direct PBE (see figure 22 (right)).

4. Conclusions and outlook

The C2DB is an open database with calculated properties of two-dimensional materials. It currently contains more than 1500 materials distributed over 32 different crystal structures. A variety of structural, elastic, thermodynamic, electronic, magnetic and optical properties are computed following a high-throughput, semi-automated workflow employing state of the art DFT and many-body methods. The C2DB is growing continuously as new structures and properties are being added; thus the present paper provides a snapshot of the present state of the database. The C2DB can be browsed online using simple and advanced queries, and it can be downloaded freely at https://c2db.fysik.dtu.dk/ under a Creative Commons license.

The materials in the C2DB comprise both experimentally known and not previously synthesised structures. They have been generated in a systematic fashion by combinatorial decoration of different 2D crystal lattices. The full property workflow is performed only for structures that are found to be dynamically stable and have a negative heat of formation. We employ a liberal stability criterion in order not to exclude potentially interesting materials that could be stabilised by external means like substrate interactions or doping even if they are unstable in freestanding form. As an important and rather unique feature, the C2DB employs beyond-DFT methods, such as the many-body GW approximation, the random phase approximation (RPA) and the Bethe–Salpeter equation (BSE). Such methods are essential for obtaining quantitatively accurate descriptions of key properties like band gaps and optical spectra. This is particularly important for 2D materials due the weak dielectric screening in reduced dimensions, which tends to enhance many-body effects. For maximal transparency and reproducibility of the data in the C2DB, all relevant parameters have been provided in this paper. Additionally, all scripts used to generate the data are freely available for download under a GPL license.

Beyond its obvious use as a look-up table, the C2DB offers access to numerous well documented, high-quality calculations, making it ideally suited for benchmarking and comparison of different codes and methodologies. The large set of different available properties makes the C2DB interesting as a playground for exploring structure-property relations and for applying and advancing machine learning approaches in materials science. Moreover, the C2DB should be useful as a stepping stone towards the development of theoretical models for more complex 2D structures such as van der Waals heterostructures (see below).

As reported in this work, based on the combinatorial screening approach, we have identified a number of new, potentially synthesisable 2D materials with interesting properties including ferromagnets with large magnetic anisotropy, semiconductors with high intrinsic carrier mobility, and metals with plasmons in the visible frequency range. These predictions are all based on the computed properties of the perfect crystalline materials. While the pristine crystal constitutes an important baseline reference it remains an idealised model of any real material. In the future, it would be interesting to extend the database to monolayers with adsorbed species and/or point defects. Not only would this allow for a more realistic assessment of the magnetic and (opto)electronic properties, it would also facilitate the design and discovery of 2D materials for e.g. battery electrodes and (electro)catalysis [166, 167].

The C2DB should also be useful as a platform for establishing parametrisations of computationally less expensive methods such as tight-binding models [168] and $\mathbf{k} \cdot \mathbf{p}$ perturbation theory [128]. Such methods are required e.g. for device modeling, description of magnetic field effects, and van der Waals heterostructures. The database already provides band structures, spin–orbit-induced band splittings, and effective masses, which can be directly used to determine model parameters. It would be straightforward to complement these with momentum matrix elements at band extrema for modeling of optical properties and construction of full $\mathbf{k} \cdot \mathbf{p}$ Hamiltonians.

Similarly, the spread functional required as input for the construction of Wannier functions e.g. by the ASE [38] or the Wannier90 [169] packages, could be easily and systematically produced. This would enable direct construction of minimal basis set Hamiltonians and would allow for the calculation of Born charges and piezoelectric coefficients as well as certain topological invariants [170]. A workflow to calculate exchange couplings of magnetic 2D materials is currently being developed with the aim of predicting magnetic phase transitions and critical temperatures.
Of specific interest is the modeling of the electronic and optical properties of vdW heterostructures. Due to lattice mismatch or rotational misalignment between stacked 2D layers, such structures are difficult or even impossible to treat by conventional \textit{ab initio} techniques. Different simplified models have been proposed to describe the electronic bands, including tight-binding Hamiltonians derived from strained lattice configurations [171] and perturbative treatments of the interlayer coupling [172]. In both cases, the data in the C2DB represents a good starting point for constructing such models. The effect of dielectric screening in vdW heterostructures can be incorporated e.g. by the quantum electrostatic heterostructure (QEH) model [173] which computes the dielectric function of the vdW heterostructure from the polarisabilities of the isolated monolayers. The latter are directly available in the C2DB, at least in the long wavelength limit. Finally, it would be relevant to supplement the current optical absorbance spectra by other types of spectra, such as Raman spectra, infrared absorption or XPS, in order to assist experimentalists in characterising their synthesised samples. The automatic first-principles calculation of such spectra is, however, not straightforward and will require significant computational investments.
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ABSTRACT: Janus MoSSe monolayers have been recently synthesized by replacing S by Se on one side of MoS2 (or vice versa for MoSe2). Due to the different electronegativities of S and Se, these structures carry a finite out-of-plane dipole moment. As we show here by means of density functional theory calculations, this intrinsic dipole leads to the formation of built-in electric fields when the monolayers are stacked to form N-layer structures. For sufficiently thin structures (N < 4), the dipoles add up and shift the vacuum level on the two sides of the film by −0.7 eV. For thicker films, the vacuum level shift saturates at around 2.2 eV due to compensating surface charges, which in turn leads to the formation of atomically thin n- and p-doped electron glasses at the surfaces. The doping concentration can be tuned between $S \times 10^{12}$ and $2 \times 10^{13}$ e/cm$^2$ by varying the film thickness. On the basis of band structure calculations and the Mott–Wannier exciton model, we compute the energies of intra- and interlayer excitons as a function of film thickness, suggesting that the Janus multilayer films are ideally suited for achieving ultrafast charge separation over atomic length scales without chemical doping or applied electric fields. Finally, we explore a number of other potentially synthesizable two-dimensional Janus structures with different band gaps and internal dipole moments. Our results open new opportunities for ultrathin optoelectronic components, such as tunnel diodes, photodetectors, or solar cells.

INTRODUCTION

The unique optical properties of atomically thin crystals combined with the possibility to combine them into lateral and vertical heterostructures have placed two-dimensional (2D) materials at the forefront of photonic and optoelectronic materials research.1–4 Among the unique optical properties that distinguish the 2D materials from the more conventional bulk semiconductors are their strong light–matter interactions5–10 and pronounced excitonic effects.11,12 Furthermore, by stacking individual 2D materials into van der Waals (vdW) heterostructures,7 their optical properties can be further controlled by engineering of the band structure13 or the dielectric environment.14,15

While the strong excitonic effects in 2D semiconductors are of interest for some applications, they can pose a serious problem for others. This holds in particular for photodetectors and solar cells, which rely on efficient dissociation of photoexcited excitons into free electrons and holes. For in-plane charge separation, the problem has been overcome by forming lateral p–n junctions using split gate techniques,16,17 which creates a sufficiently large potential gradient to dissociate the excitons.18 For out-of-plane device architectures, the exciton dissociation has been achieved using hetero-bilayers, e.g., MoS2–WSe2, with natural type-II band alignment19,20 or by applying an external bias voltage across an N-layer stack, e.g., five layers of WSe2.21

Here, we propose a novel type of vdW-bonded N-layer structure with an intrinsic electric field in the out-of-plane direction stemming from an out-of-plane asymmetry and finite dipole moment of the individual monolayers. Above a certain critical thickness, the built-in electric field becomes compensated by surface charges accumulating at the surfaces leading to natural n- and p-doping of the two outermost monolayers, thus generating an ultrathin p–n junction. The electric field strength, the electronic band alignment throughout the structure, and the doping concentration at the surface layers can be tuned to some extent by varying the film thickness. We show that the built-in electric field in structures with up to around 20 layers is sufficient to dissociate intralayer excitons into interlayer excitons, which is the critical step for achieving charge separation. Finally, we show that these unique properties are not limited to MoSSe. In fact, our first-principles calculations predict a number of other stable and potentially synthesizable 2D materials with finite dipole moments. By stacking different types of 2D Janus structures, one could potentially engineer not only the band edge positions but also the internal electric field and the doping concentration at the surface layers.

Received: June 18, 2018
Revised: October 5, 2018
Published: October 5, 2018
METHODS

All calculations have been performed with the GPAW\textsuperscript{21} code. The in-plane lattice constant of the monolayer MoSSe is calculated with the Perdew–Burke–Ernzerhof (PBE) functional.\textsuperscript{22} To get an accurate description of the interlayer distance, we use the Bayesian error estimation functional (BEEF)–vdW functional, which includes a nonlocal van der Waals correction.\textsuperscript{23} We find that the calculated interlayer distance does not change as the number of layers in the Janus structure is increased from 2 to 3. Therefore, we take the interlayer distance calculated for the bilayer structure as the optimum distance for all of the multilayer structures. The wave functions are expanded in a plane wave basis with an energy cutoff of 800 eV. For structural relaxations, we employ a $18 \times 18 \times 1$ Monkhorst–Pack grid.\textsuperscript{24} The PBE band structures are calculated on a very fine $54 \times 54 \times 1$ $k$-point grid with a 800 eV plane wave cutoff and by inclusion of spin–orbit coupling. A vacuum region of 15 Å is inserted in the perpendicular direction to separate the periodically repeated images. A Fermi smearing of 0.01 eV was used for all of the calculations.

To calculate the screened electron–hole (e–h) interaction in the multilayer structures, the dielectric building block of monolayer MoSSe is calculated following ref 13 to be used as input for the quantum electrostatic heterostructure (QEH) model. The calculations are performed in the random phase approximation (RPA) using wave functions and eigenvalues from a PBE ground-state calculation with a $100 \times 100 \times 1$ $k$-point grid and an 800 eV plane wave cutoff. For the density response function, a plane wave cutoff of 150 eV is used (to account for local field effects). The in-plane exciton effective mass used in the 2D Mott–Wannier model is calculated from the PBE band structure and is found to be $\mu_{\text{ex}} = 0.24 m_0$ (for the direct exciton at the K-point), where $m_0$ is the free electron mass.

The dielectric constant for bulk MoSSe (in which MoSSe layers are stacked together as in 2H MoS\textsubscript{2} bulk) was calculated in the RPA based on a PBE ground-state calculation. The ground-state calculation of the bulk MoSSe to be used as a starting point for the RPA calculation was done on a $24 \times 24 \times 18$ $k$-point grid using a 800 eV plane wave cutoff. The number of bands was set to six times the number of valence bands, and we converged five times the number of valence bands in the ground-state calculation. All of these bands were used in the RPA calculation, which had a plane wave cutoff of 125 eV.

For more details on the calculation of intra- and interlayer exciton binding energies from the 2D Mott–Wannier model, we refer to the detailed accounts given in refs 25 and 26.

RESULTS AND DISCUSSION

Janus MoSSe monolayers have been recently synthesized using both controlled sulfurization of MoSe\textsubscript{2}\textsuperscript{27} and selenization of MoS\textsubscript{2}.\textsuperscript{28} Following the experimental realizations, a number of computational studies have considered various aspects of MoSSe monolayers, including magnetism\textsuperscript{29,30} as well as electronic, optical, and transport properties.\textsuperscript{31–33} One study

Figure 1. Band structures for the 1–6 layer Janus structure. Red and blue show the bands projected onto the top and bottom layers, respectively, while all layers in between are colored gray. Faded blue or red indicates a high hybridization between neighboring layers. From there, one can see a direct band gap for the monolayer MoSSe at the K-point, while all multilayer structures have an indirect band gap from $\Gamma$ to K, with the valence band maximum and conduction band minimum located at the bottom and top layers, respectively.
also explored multilayers of MoSSe and reported an observed rapid closing of the band gap as a function of the number of layers saturating at a value around 0.1 eV for $N > 3$, but without providing a physical explanation for this effect. In contrast to these findings, we show that the Janus multilayers undergo an insulator-to-metal transition at around $N = 4$, which is driven by the internal dipole of the structure.

To obtain the equilibrium structure, we have performed density functional theory (DFT) calculations for AB-stacked MoSSe multilayer structures using the BEEF–vdW exchange-correlation functional as implemented in the GPAW electronic structure code (see Methods for more details). We find in-plane lattice constant of 3.25 Å in good agreement with previous work and interlayer spacings of 6.89 Å (defined as the Mo–Mo distance), which is found to be practically independent of the number of layers in the multilayer structure. An example of a four-layer structure is shown in Figure 2b.

The difference in electronegativity of sulfur and selenium leads to the formation of a static dipole of 0.038 eÅ per lateral unit cell across each MoSSe monolayer. When several layers are stacked together, these dipoles add up and generate a potential gradient in the direction perpendicular to the stack. The evolution of the band structures of MoSSe multilayer structures for $N = 1$–6 are shown in Figure 1. The band structures are obtained with the PBE functional. Interestingly, the band structures change dramatically with $N$ despite the fact that wave functions on neighboring layers hybridize only weakly due to the weak vdW bonds. For $N \geq 4$, the band gap vanishes and the Fermi level intersects the valence band maximum (VBM) at the Γ-point and the conduction band minimum (CBM) at the K-point of the lateral 2D Brillouin zone. The bands located on the top and bottom layers are colored red and blue, respectively. Clearly, the charge transfer occurs between the outermost layers of the structure.

The insulator–metal (IM) transition occurs when the built-in potential difference between the top and bottom layers exceeds the band gap, $E_g$. At this point, the CBM moves below the VBM, resulting in a net positive (negative) charge in the top (bottom) layer. This shift in the charge density creates a dipole in the direction opposite to the intrinsic dipoles of the MoSSe layers.

The e-folding length of the built-in potential difference across a single layer, $\Phi_0$, can be estimated as

$$\Phi_0 = E_g / N IM,$$

where $N IM$ is the number of outermost layers. The number of layers at which this IM transition occurs is approximately

$$N IM = E_g / \Phi_0 + 1,$$

(1)

Figure 2. (a) Qualitative sketch of the charge transfer at four layers with the intrinsic dipole moment shown below and the dipole moment due to the charge separation above. (b) Sketch of the p- and n-doping of the outermost layers. (c) Difference between the work function on either side of an $N$-layer Janus structure calculated from the PBE band structure.
spatial overlap of the wave functions in neighboring layers, the generated e−h pairs will predominantly be of the intralayer type. The photoexcited e−h pairs will thermalize rapidly on a sub-picosecond time scale. In comparison, e−h recombination in similar transition-metal dichalcogenide (TMD) structures without built-in electric fields occurs on time scales of at least several picoseconds. At room temperature, the e−h recombination is dominated by defect-assisted processes and consequently significantly longer e−h lifetimes are expected for highly pure samples. After thermal relaxation, the resulting nonequilibrium distribution includes hot electrons and holes with energies above the band gap as well as bound excitons. The hot electrons and holes will separate efficiently in the large built-in electric field. Consequently, we focus on the bound excitons, which are more difficult to dissociate.

Excitons in layered TMD structures have binding energies in the range of 0.5 eV (isolated monolayers) to 0.1 eV (bulk), which are significantly larger than kBT at room temperature. The crucial first step of the exciton dissociation process is the transformation of the intralayer excitons into an interlayer exciton with the electron and hole located on neighboring layers. This process requires that the energy of the interlayer exciton is equal to or lower than the intralayer exciton. In the absence of an electric field, this condition is never satisfied because of the weaker e−h binding energy in the spatially separated interlayer exciton. However, in structures with a built-in electric field, this energy difference can be overcome by the band offset between neighboring layers.

To determine the conditions for exciton dissociation, we calculate the binding energies of intra- and interlayer excitons in stacked MoSe2 as a function of film thickness. We use a 2D Mott–Wannier model, which has been shown to yield accurate binding energies for excitons in mono- and few-layer TMDs as well as for interlayer excitons in vdW heterostructures. The 2D Mott–Wannier Hamiltonian takes the form

$$\frac{V_{2D}^2}{2\mu_0} + W(q)F(q) = E_qF(q)$$

where μ0 is the exciton effective mass and W(q) is the electron–hole interaction energy. The exciton effective mass is defined as μ0 = m_e−1 + m_h−1, where the hole and electron masses must be evaluated at the band extremum of the relevant layer. Assuming direct (i.e., zero-momentum) excitons, both the electron and hole masses should be evaluated at the K-point of the BZ yielding an exciton mass of μ0 = 0.24m0. We stress that eq 3 remains valid in the case of interlayer excitons because even though the electron and hole are now spatially separated in the out-of-plane direction, their motion is still confined to their respective layers. On the other hand, this spatial separation affects the screened electron–hole interaction W. We calculate W using the quantum electrostatic heterostructure (QEH) model to include the additional screening from the surrounding layers. We obtain binding energies for intralayer excitons in the center of the film in the range of 0.38 eV (for N = 3) to 0.23 eV (for N → ∞) and interlayer exciton binding energies from 0.29 eV (for N = 3) to 0.15 eV (for N → ∞).

In Figure 3, we show the difference in binding energy between the intra- and interlayer excitons in the central layers of an N-layer MoSe2 structure (green symbols)

$$\Delta E_B(N) = E_B^{\text{intra}}(N) - E_B^{\text{inter}}(N)$$

Figure 3. Difference in intralayer exciton binding energy (E^\text{intra}_B) and interlayer exciton binding energy (E^\text{inter}_B) in green for the central layer and band offset between neighboring layers in black also for the central layer in an N-layer structure. At the crossover between the two curves at around N = 17 layers, the interlayer exciton is no longer energetically favorable and exciton dissociation cannot take place. This critical limit is shown by the red dashed line. The inset shows the definition of the band offset between neighboring layers.

The black curve shows the band offset between two neighboring layers of the structure, as shown in the inset. The two curves cross around N = 17, as indicated by the red dashed line. For structures thicker than this critical thickness, the difference in exciton binding energy cannot be overcome by the band offset and the exciton cannot dissociate (more precisely, the driving force for exciton dissociation is strongly reduced).

The above analysis is based on a picture where excitons are composed of electrons and holes bound to specific layers. Alternatively, we can describe the excitons by a homogeneous anisotropic three-dimensional (3D) Mott–Wannier model, where the layered nature of the Janus structure is accounted for by using different dielectric constants and effective masses in the in- and out-of-plane directions. Such a model was developed in ref 43 and applied to bulk TMDs. Using input parameters from first-principles calculations, the model yields binding energies, E_B, of 83 and 52 meV for bulk MoS2 and MoSe2, respectively, and exciton radius in the out-of-plane directions (a^2_0) of around 1.1 and 1.4 nm. Assuming similar values for bulk MoSe2, the characteristic field strength at which this exciton dissociates, E_B/a^2_0, becomes roughly 0.1 V/nm. It can be seen that the result for the critical thickness obtained with this homogeneous anisotropic 3D model is in reasonable agreement with the result obtained with the layered 2D exciton model. In fact, by extrapolating the results, we find the internal field strength to reach 0.1 V/nm at around 30 layers. We stress that according to ref 43, the exciton dissociation rate for out-of-plane field strengths of 0.1 V/nm is well above 10^13 s−1 for both direct and indirect excitons in both MoS2 and MoSe2. From this, we conclude that exciton dissociation in MoS2 Janus structures up to the critical thickness of about 20 layers occurs much faster than the exciton recombination, which is characterized by rates <10^10 s−1. In this paper, we have focused on the charge separation ability of MoS2 Janus structures. This property is essential for a number of optoelectronic devices, including photodetectors and solar cells. The latter application might seem impossible...
considering the band structures in Figure 1, which shows a decreasing band gap reaching zero for \( N > 3 \). However, one should keep in mind that this is the situation in equilibrium. Upon excitation, charge carriers excited in the interior of the p−n junction will separate due to the built-in field and electrons (holes) will move to the n (p) side of the structure. This charge imbalance will create a dipole opposite to the built-in field (just like the charge transfer creating the p and n surface doping in equilibrium). The size of the nonequilibrium charge distributions will determine the achievable photovoltage, which is given by the difference in the (quasi-)Fermi levels of electrons and holes, respectively. The size of the nonequilibrium charge distributions, and thus the achievable voltage, will depend on the carrier lifetimes (limited by recombination processes) relative to the rate of charge separation. Assuming a conservative recombination rate of 1 ps, the critical field strength at which perpendicular exciton dissociation in bulk TMDs dominates the recombination is 0.01 V/nm,

which is easily achieved in the stacked Janus structures (cf. Figure 3). We conclude that it should be possible to realize finite photovoltages in stacked Janus structures, even for films with \( N > N_{\text{int}} \). The situation is illustrated in Figure 4.

![Figure 4. Sketch of the dissociation of excitons. (a) Band alignment at equilibrium; (b) exciton dissociation after photoexcitation and the corresponding quasi-Fermi levels. The spatial separation of the holes and the photoexcited electrons sets up an opposite dipole, which again opens a band gap.](image)

We mention that other applications of (stacked) 2D Janus structures could be envisioned such as the tunnel diodes, e.g., to separate light-absorbing layers in multijunction solar cells, tunnel field-effect transistors, or for tuning band alignment or Schottky barriers in van der Waals heterostructures.

Finally, we show that finite out-of-plane dipole moments in 2D materials are not limited to the MoSSe monolayer. We have performed DFT calculations for a number of monolayers with similar structures and chemical compositions to MoSSe. The results of these calculations, including the atomic structure, total energies, electronic band structure, and much more, are directly available in the Computational 2D Materials Database (C2DB). For the monolayers found to be both dynamically and thermodynamically stable (according to the criteria used in the C2DB and described in ref 46), we show in Figure 5 the relation between the \( G_{0}W_{0} \) band gap and the workfunction difference. We find a linear relation between the workfunction difference and the internal dipole moment for the five structures sharing the same geometry as MoSSe. We here therefore only show the workfunction difference, which is the interesting parameter for an actual experimental realization. We note in passing that BiTeI is known as layered bulk material and should be easily exfoliable according to ref 47. Indeed, BiTeI has been recently exfoliated and studied in its monolayer form.

Returning to Figure 5, we observe a large variation in the key electronic properties of these Janus structures. This suggests that in addition to controlling the number of layers in the Janus structure, it is also possible to control the size of the built-in field and therefore the surface layer doping level, by varying the type of material. In particular, by combining different 2D Janus layers into van der Waals heterostructures, it should be possible to design not only the band alignment but also the built-in electric field and, e.g., obtain nonlinear potential profiles.

### CONCLUSIONS

In summary, our first-principles calculations show that 2D vdW structures consisting of stacked Janus MoSSe monolayers host a strong built-in electric field of about 0.1 V/Å. The electric field induces a staggered band alignment throughout the structure, and at a critical thickness of three to four layers, the CBM of the top layer meets the VBM of the bottom layer triggering an electron transfer between the outermost monolayers. The charge density on the surface layers of this natural vertical p−n junction can be tuned between about 5 × 10^{12} and 2 × 10^{13} e/cm^2 by varying the film thickness (these values correspond to the cases of 5 and 17 layers, respectively). Using many-body GW calculations in combination with a 2D Mott–Wannier model, we estimated the energy of intra- and interlayer excitons as a function of film thickness. These calculations show that for film thickness below approximately about 20 layers, the shift in band edges at neighboring layers exceeds the difference in binding energy of the intra- and interlayer excitons and thus facilitates the spontaneous dissociation of photogenerated intralayer excitons into spatially separated electron−hole pairs. On the basis of these results, we propose that Janus vdW structures could be used as basis for ultrafast and ultrathin photodetectors or electrical diodes. In the future, it would be interesting to explore the possibility of using 2D Janus structures to introduce highly local potential gradients in intrinsic semiconductors without the need for doping. This could be interesting for charge
separation in solar cells or for tuning band alignment at the interface between two different semiconductors.
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ABSTRACT: Inspired by the recent synthesis of monolayer MoS2, we conduct a first-principles high-throughput investigation of 216 MXY Janus monolayers consisting of a middle layer of metal atoms (M) sandwiched between different types of chalcogen, halogen, or pnictogen atoms (X,Y). Using density functional theory and many-body perturbation theory, we perform an exhaustive computational characterization of the 70 most stable semiconducting monolayers. These are found to exhibit diverse and fascinating properties including finite out-of-plane dipoles, giant Rashba-splitting, direct and indirect band gaps ranging from 0.7 to 3.0 eV, large exciton binding energies, and very strong light–matter interactions dominated by significant excitonic effects. The extreme thinness of these materials makes them highly susceptible to their environment opening up for easy tunability of their properties via strain, external fields, or by varying the dielectric environment. The possibility of stacking different 2D layers into van der Waals heterostructures opens further prospects for designing artificial structures with tailored properties.

KEYWORDS: two-dimensional materials, Janus monolayers, optical properties, electronic properties, excitons, dipole moment

Two-dimensional (2D) semiconductors composed of a single or few layers of covalently bonded atoms exhibit interesting physical properties including layer-dependent band gaps, spin-valley coupling, and strong light–matter interactions dominated by significant excitonic effects. The extreme thinness of these materials makes them highly susceptible to their environment opening up for easy tunability of their properties. The possibility of stacking different 2D layers into van der Waals heterostructures opens further prospects for designing artificial structures with tailored properties.

While the field of 2D materials has long been dominated by graphene, boron-nitride, and the transition-metal dichalcogenides (TMDCs), more recently other types of materials have caught the attention of the community. These include the MXenes (metal-nitrides and -carbides), metal halides such as the ferromagnetic CrI3, and the monolayers MoS2 and BiTeI with finite out-of-plane dipole moments which are the subject of the current paper. To date, more than 50 materials have been synthesized in monolayer form, but computational studies suggest that many hundreds of known layered bulk crystals can be exfoliated to the single-layer limit. One such database of 2D materials is the Computational 2D Materials Database (C2DB), which is based on a comprehensive workflow for characterizing the stability and basic properties of hypothetical monolayers.

Ferroelectric materials are interesting for a number of reasons. For example, the internal electric field in such materials can lead to a staggered band gap profile producing 2D confined electron gases at the surface of a ferroelectric insulator, or it can be used to separate electron–hole pairs in photovoltaic systems. In bulk crystals, the spontaneous polarization is typically driven by the displacement of an ion away from a high-symmetry position. Due to the relatively small energy gain associated with this symmetry breaking, conventional ferroelectrics lose their polarization above a certain phase transition temperature and become paraelectric. In contrast, in the recently synthesized MoS2 and the exfoliated BiTeI monolayers, the finite dipole is not associated with a spontaneous symmetry breaking but is a property of the structure independent of temperature. Theoretical studies have indicated that Janus monolayers could be useful as structural phase transition materials for photocatalytic water splitting.
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For combined in-plane/out-of-plane piezoelectric-53. In addition, they could facilitate a number of interesting effects when stacked into multilayers or combined with other 2D materials. For example, the large intrinsic dipole could be used to separate intralayer excitons into interlayer excitons,37 move charges between different layers of a heterostructure,38,39 or tune band alignment and Schottky barriers at interfaces.

In this paper, we perform a systematic investigation of MXY Janus structures in the crystal structures of MoSSe (H-phase) and BiTeI (T-phase). Following the workflow developed for the C2DB, we first evaluate the thermodynamic and dynamic stability of the materials and next compute the magnetic, elastic, electronic, and optical properties of the 70 most stable materials exhibiting a finite band gap. Due to the known limitations of density functional theory (DFT), we employ the G0W0 self-energy method to obtain quasiparticle band structures and the Bethe−Salpeter equation (BSE) for optical excitations. We provide an overview of our results including a discussion of some structure−property relations, a classification of the materials' electronic properties, and a more in-depth description of a few representative materials. All results are available in the C2DB and can be browsed online or directly downloaded (https://cmr.fysik.dtu.dk/c2db/c2db.html).

RESULTS

We consider MXY Janus monolayers in the crystal structures of the experimentally realized MoSSe23 and BiTeI25 monolayers, respectively. The two structures are shown in Figure 1. Due to the lack of mirror symmetry, such structures possess a macroscopic dipole moment in the out-of-plane direction. The size of the dipole will depend on various factors, but as we will see, it correlates strongly with the difference in electronegativity of the X and Y atoms.

Hypothetical MXY Janus monolayers are produced by decorating the MoSSe and BiTeI prototype crystal structures. For the central M atom, we consider the group IV−V transition-metal atoms (Ti, Zr, Hf, V, Nb, Ta, Cr, Mo, W) as well as the pnictogens (As, Sb, Bi). For the X and Y atoms, we consider the chalcogens (S, Se, Te), halogens (Cl, Br, I), and the pnictogens (As, Sb, Bi). This yields a total of 108 monolayers in each of the two crystal structures. The complete set of considered structures can be deduced from Figures 2 and 3. For these 216 monolayers, various electronic and optical properties are calculated (see Methods section and Figure 13).

STABILITY

We assess the thermodynamic stability of the monolayers from their energy above the convex hull, $E_{\text{hull}}$. The convex hull is a phase diagram representing the energy of the most stable (possibly mixed) phase of the material as a function of the stoichiometry. If a hypoththesized material lies above the convex hull, that is, if $E_{\text{hull}} > 0$, the material is thermodynamically unstable and will eventually decompose into other phase(s), if it can be synthesized at all. In the current work, the convex hull is constructed from the 2836 most stable binary bulk compounds obtained from the OQMD database.40 The total energies of these bulk structures were calculated with the PBE exchange−correlation functional using the GPAW code with the same settings as applied for the Janus monolayers. The calculated energy above convex hull per atom, $E_{\text{hull}}$, for the 216 MXY Janus monolayers is shown in Figures 2 and 3.
transition metal and both X and Y a chalcogen, (2) H-phase with M a group IV transition metal and both X and Y a halogen, (3) T-phase with M a pnictogen and X/Y a chalcogen/halogen, and (4) T-phase with M a group IV−V transition metal and both X and Y a chalcogen.

To test for dynamical stability, we calculate the elastic coefficients and the phonons at the \( \Gamma \)-point and the corner points of the BZ. Only materials with positive elastic coefficients and no imaginary phonon frequencies are considered stable.

The combined criteria of \( E_{\text{hull}} < 0.2 \) eV/atom, real phonon frequencies (at high symmetry points) and positive elastic constants, reduces the original set of 216 materials to 93. Out of these, 70 are nonmagnetic and have a finite PBE band gap. These materials are listed in Tables 1 and 2 in appendix A (see Supporting Information), where we list various properties such as PBE, HSE, and GW band gaps, electron and hole effective masses, BSE exciton binding energies, and the vacuum level shift across the monolayers. These 70 monolayers will be discussed further in the following section.

OUT-OF-PLANE DIPOLE

As already mentioned, the lack of mirror symmetry in the Janus structures leads to a finite out-of-plane dipole moment. Because of the difference in electronegativity between the X and Y atoms, charge will be transferred across the metal layer creating an out-of-plane dipole moment. The size of the dipole can be quantified by the shift in the vacuum level on the two sides of the layer, see Figure 4. We note that because of the dipole-induced potential step, the vacuum level on the two sides of the monolayer will in general be different. We choose to reference the band edge energies to the average value of the asymptotic potential on the two sides of the monolayer. Combined with the size of the potential step (vacuum level shift), this allows to obtain the band energies relative to the vacuum level on either side of the monolayer. Not unexpectedly, the size of the dipole (or equivalently the vacuum level shift) correlates with the difference in electronegativity of the X and Y atoms (\( \Delta \chi \)), see Figure 5. Pronounced exceptions from this trend occur for, for example, ZrSeTe and ZrSTe, which have very similar vacuum level shift despite a significant \( \Delta \chi \) of 0.5. These deviations suggest that other attributes, such as interatomic distances, the electronegativity of the M atom, and the specific interatomic wave function overlaps, also influence the size of the resulting dipole.

Figure 5 also reveals a wide range of vacuum level shifts possessed by the Janus monolayers, ranging from essentially 0 eV to around 1.8 eV. The wide range of dipoles makes the Janus monolayers ideal for applications in van der Waals
heterostructure-based devices where they could be used to set up internal fields of varying strength to control charge transfer, charge separation, and band alignment. In the following two sections we provide an overview of the electronic and optical properties of the 70 stable and semiconducting MXY Janus monolayers identified in the previous section. By necessity the discussion will focus on general trends and classifications of the qualitative features. A few band structures and optical spectra will be discussed for specific representative materials, and we refer the interested reader to the C2DB where all data are available.

### ELECTRONIC BAND STRUCTURES

Before focusing on the 70 stable semiconductors, we give an overview of the band structure of all the 216 Janus monolayers.

#### H-phase

<table>
<thead>
<tr>
<th>Metal (M)</th>
<th>Non-metal (XY)</th>
<th>Pnicogens</th>
<th>Chalcogens</th>
<th>Halogens</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td></td>
<td>Pnicogen</td>
<td>Chalcogen</td>
<td>Halogen</td>
</tr>
<tr>
<td>V</td>
<td></td>
<td>Pnicogen</td>
<td>Chalcogen</td>
<td>Halogen</td>
</tr>
<tr>
<td>VI</td>
<td></td>
<td>Pnicogen</td>
<td>Chalcogen</td>
<td>Halogen</td>
</tr>
</tbody>
</table>

#### T-phase

<table>
<thead>
<tr>
<th>Metal (M)</th>
<th>Non-metal (XY)</th>
<th>Pnicogens</th>
<th>Chalcogens</th>
<th>Halogens</th>
</tr>
</thead>
<tbody>
<tr>
<td>IV</td>
<td></td>
<td>Pnicogen</td>
<td>Chalcogen</td>
<td>Halogen</td>
</tr>
<tr>
<td>V</td>
<td></td>
<td>Pnicogen</td>
<td>Chalcogen</td>
<td>Halogen</td>
</tr>
<tr>
<td>VI</td>
<td></td>
<td>Pnicogen</td>
<td>Chalcogen</td>
<td>Halogen</td>
</tr>
</tbody>
</table>

Figure 6. Qualitative classification of the band structure of MXY Janus monolayers in the H-phase (top) and T-phase (bottom). We classify the electronic properties of the MXY monolayers by if they are found to be metallic or semiconducting. For the semiconducting materials, we further state at which high-symmetry point or high-symmetry path the band extrema are located. This is done based on the combination of M (vertical axis) and XY (horizontal) atoms. The classification is based on the PBE band structure omitting the few magnetic materials.

RASHBA SPLITTING

The Rashba effect is a momentum-dependent splitting of the spin band structure in the vicinity of a band extremum. It occurs as a result of spin–orbit coupling in systems lacking an inversion center, most notably in 2D systems with broken mirror symmetry such as surfaces, interfaces, or 2D Janus structures, but has also been observed in bulk crystals such as the layered van der Waals crystal BiTeI.15 The spin–orbit coupling leads to a splitting of the spin bands by the effective magnetic field, $\mathbf{E} \times \mathbf{E}/c^2$, seen by an electron moving with velocity $\mathbf{v}$ in an electric field, $E(r)$. In reality, the total electric field has a complex spatial variation on a subatomic length scale. However, the prevailing (over)simplified picture of the Rashba effect, neglects the microscopic details of $E$ and simply replaces it by a constant out-of-plane polarized field. While this model captures the qualitative features of the Rashba splitting, we show below that it is completely unable to provide a quantitative description.
Close to an (isotropic) band extremum, the Rashba-split spin bands take the form

\[ \varepsilon_{\alpha} = \hbar \pm m k^2 n k \]  

where \( \alpha \) is the Rashba coupling parameter which quantifies the strength of the effect. The Rashba coupling parameter is related to the energy and momentum shift of the spin bands via \( \alpha = 2E_R/k_R \). In Tables I and II in the Supporting Information, we list \( E_R \) and \( k_R \) for the Janus monolayers where a notable Rashba splitting is found at either the VBM or CBM. We find values up to 77 meV for \( E_R \) and 82 m\( \AA \)\(^{-1} \) for \( k_R \). For monolayer BiTeI, we find \( E_R = 56 \) meV, which is about half of the measured value of bulk BiTeI.\(^{41} \) For the VBM, we find Rashba coupling parameters in the range 5–30 meV \( \AA \) in good agreement with previous calculated values for H-phase TMDC Janus structures.\(^{42} \) For the CBM, we find similar values for most monolayers and much larger values for some monolayers (e.g., T-AsISe, T-BiISe, T-BiTe, T-SbISe, T-SbIS, and T-SbITe) ranging up to some hundreds meV \( \AA \).

In Figure 7 we show that there is absolutely no correlation between the Rashba energy, \( E_R \), and the size of the vacuum level shift. The latter is proportional to the out-of-plane dipole and thus the averaged out-of-plane electric field inside the monolayer. This clearly demonstrates the quantitative limitations of the simple Rashba model. Furthermore, in Figure S1 in the Supporting Information, we show that there is only very weak correlation between \( E_R \) and the strength of the spin–orbit coupling (here quantified by the shift of the band edge energy induced by the spin–orbit coupling). These findings underline the complex nature of the Rashba effects.

**EXAMPLES OF BAND STRUCTURES**

As representatives for H-phase group VI-chalcogen and group IV-halogen MXY monolayers, we show in Figure 8 the band structures of H-WSSe (left panel) and H-TiClI (right panel). We note in passing that all band structures include spin–orbit coupling. The band structure of WSe\(_2\) is similar to the well-known TMDCs, while TiClI hosts a characteristic flat valence band separated from lower-lying occupied bands. Our PBE results (gray lines) are compared to G\(_0\)W\(_0\) (orange symbols), and the band energies are aligned to the vacuum level defined as the average of the vacuum level on the two sides of the layer. As expected, we find a distinct opening of the gaps in G\(_0\)W\(_0\) emphasizing the previously found important role of many-body effects in 2D materials.\(^{43} \) For WSe\(_2\), the direct gap at K opens from 1.40 eV (PBE) to 2.33 eV (G\(_0\)W\(_0\)).
While G0W0 produces an almost symmetric shift in opposite directions of the occupied and unoccupied states in WSSe, the situation is very different for TiClI where the intermediate occupied band at around −4 eV is almost unchanged by the G0W0 self-energy. We speculate that this is a result of the orbital character of the intermediate band wave function, which contains almost equal amounts of Cl/I p states, which are mostly occupied, and Ti d states, which are mostly unoccupied.

In Figure 9, we show the band structure of BiClTe in the T-phase. Both PBE and G0W0 predict a direct gap of 0.64 and 1.74 eV, respectively. However, in contrast to the H-phase group VI-chalcogens discussed above, the direct gap resides at Γ rather than K. Furthermore, we note that the G0W0 correction to the PBE bands is rather asymmetric: While the valence bands shift down by about 0.9 eV, the conduction bands shift up by only 0.3 eV. While the valence band at Γ is doubly degenerate with light and heavy hole masses of 0.24m0 and 0.31m0, respectively, the conduction band has a Mexican hat-like shape due to a Rashba effect driven by the combination of strong spin–orbit coupling and lack of inversion symmetry. This behavior is not reproduced by the

![Figure 9. Same as in Figure 8, but for T-BiClTe.](image)

![Figure 10. Band gaps (from G0W0), exciton binding energies (from BSE), and vacuum level shifts across the monolayer for the 70 MXY Janus monolayers found to be stable, nonmagnetic, and nonmetallic. Results for the H-phase and T-phase are shown in black and orange, respectively.](image)
\[ G_{0W_0} \text{ calculation due to the interpolated nature of the band structure.} \]

Figure 10 shows the distribution of the \( G_{0W_0} \) band gaps of all 70 MXY monolayers. As is the case for the out-of-plane dipole, the band gap size shows rather large variation ranging from 0.7 to 3.0 eV.

**OPTICAL ABSORPTION AND EXCITONS**

One of the most distinctive characteristics of 2D semiconductors is their strong interaction with light.4 This effect arises from the localized nature of the electronic states in one direction (quantum confinement) in combination with the weak dielectric screening, which leads to strongly bound electron‒hole pairs (excitons) with large oscillator strengths.3,4

Specifically for the TMDCs, the optical properties also include spin-valley selective excitation of electron‒hole pairs by means of circularly polarized light.3,4 However, exploitation of this feature, for example, for valleytronics,4,5 is currently limited by intervalley scattering that reduces the lifetime and mean free path of valley-labeled excitons. Due to the similarity with the TMDCs, both in terms of atomic and electronic structure, some of the MXY Janus monolayers might also display spin-valley coupling and thus could become interesting candidates for valleytronics applications.

Here we explore some basic optical and excitonic properties of the 70 stable, semiconducting MXY Janus monolayers. Specifically, we calculate the optical absorbance spectrum (essentially the imaginary part of the polarizability) within the random phase approximation (RPA) and the BSE, respectively.3,4 The BSE calculations are performed using the PBE wave functions and energies with a scissors operator correction below the band gap with a binding energy of the lowest exciton of around 0.6 eV. The formation of a correlated excitonic state is associated with a significant increase in oscillator strength resulting in an absorbance exceeding 25%, which dwarfs the absorbance strength of excitons in the TMDCs.

Figure 11 shows the optical absorbance of AsBrTe in the T-phase. The RPA (orange) is compared to the BSE spectrum that accounts for excitonic effects (black). The vertical line denotes the direct band gap obtained from \( G_{0W_0} \).

Due to the weak dielectric screening in (freestanding) 2D materials, the RPA spectrum resembles closely the single-particle result which reads

\[ \alpha_{2D}(q \rightarrow 0, \omega) = \frac{1}{N_k A \omega} \sum_{k \in BZ} \sum_{\alpha \beta} |\langle \chi_\alpha | \chi_\beta \rangle|^2 \delta(\omega - \epsilon_\alpha + \epsilon_\beta) \]

where \( N_k \) is the number of \( k \)-points, \( A \) is the area of the in-plane unit cell, and \( \chi \) denotes spinor wave functions, and we have assumed normal incident light polarization along the \( x \)-axis. The BSE spectrum takes a similar form, except that the single-particle matrix elements and energy differences are replaced by their many-body analogues obtained by diagonalizing the two-particle BSE Hamiltonian.

Above the direct quasiparticle (QP) gap of 2.64 eV the RPA spectrum exhibits a number of peaks arising from groups of transitions in the QP band structure with similar energy. Interestingly, the absorbance reaches 10% close to the band gap and exceeds 40% at 4 eV. These high absorption rates are a consequence of the 2D confinement and the similar orbital character of the conduction and valence bands (which both consists of mainly Te and Br p orbitals) giving rise to large oscillator strengths.

Compared to RPA, the BSE spectrum shows a distinct red shift of the excitation energies due to the attractive electron‒hole interaction. In particular, strong excitonic peaks appear below the band gap with a binding energy of the lowest exciton of around 0.6 eV. The formation of a correlated excitonic state is associated with a significant increase in oscillator strength resulting in an absorbance exceeding 25%, which dwarfs the absorbance strength of excitons in the TMDCs.
An overview of the exciton binding energies, defined as the difference between the direct QP band gap and the lowest eigenvalue of the BSE Hamiltonian, for the 70 semiconducting Janus monolayers can be seen in Figure 10. The values range from 0.3 to 1.0 eV with a tendency of large exciton binding energies to be correlated with large QP band gaps. Such correlations have been observed before and can be explained by an approximate scaling of $E_B$ with the effective dielectric constant of the 2D material, which in turn is inversely proportional to the band gap.46,47

Finally, we consider the oscillator strengths of the lowest excitonic transitions. The oscillator strength is defined as $|\langle 0 | p_x | \Psi_{ex} \rangle|^2$, where $|0\rangle$ is the ground state, $|\Psi_{ex}\rangle$ is the lowest bright exciton, and $p_x$ is the $x$ component of the momentum operator. In Figure 12 the oscillator strength is plotted against the corresponding exciton energy for the 70 Janus monolayers. For reference, the orange dots represent the well-known TMDCs MoS$_2$, MoSe$_2$, WS$_2$, and WSe$_2$. For several of the Janus structures, the lowest exciton couples significantly stronger to light than is the case for the TMDCs. We find that strong exciton absorbance is most pronounced for Janus structures containing group IV transition metals (Ti and Zr). For these structures, the valence and conduction bands are both located mainly on the d-orbitals of the transition metal, similar to the well-known TMDCs. We ascribe the strong exciton absorbance in these materials to an unusually high joint density of states (JDOS) around the $\Gamma$-point of the BZ. In the group IV compounds, these transitions are located just above the direct band gap and lead to the formation of a highly localized (in real space) and strongly bound exciton. This is in contrast to group V and VI transition-metal MX$_2$ and MXY structures. For these structures, we also find a high JDOS around the $\Gamma$-point but at energies much higher than the direct band gap leading to the formation of the well-known strong C-exciton situated just above the band gap. We note that the extraordinary strong exciton oscillator strength observed for some of the Janus monolayers should not be directly attributed to the lack of mirror symmetry. Indeed, similar absorbance strengths are found for other MX$_2$ structures containing group IV transition metals, such as PtS$_2$ (see ref 26).
CONCLUSIONS

In summary, we have performed a systematic computational study of 216 MXY Janus monolayers lacking mirror symmetry. For the 70 most stable materials with a finite band gap, we performed detailed DFT and many-body calculations for the basic electronic and optical properties. The characterizing property of the Janus monolayers is the existence of a finite out-of-plane dipole moment giving rise to a difference in the electrostatic potential on the two sides of the layer. We found that these shifts can be substantial, reaching 1.8 eV for some of the materials. We envision that such layers can be used to set up and control large out-of-plane electric fields inside van der Waals heterostructures. It was found that the band structures of the Janus monolayers can be qualitatively classified according to the groups of the metal (M) and nonmetal (XY) atoms. While most combinations yield metallic compounds, the vast majority of the stable materials were found to be semiconducting. The band structures of the 70 most stable and semiconducting monolayers comprise both direct and indirect band gaps ranging from 0.7 to 3.0 eV (from $G_\text{W}_0$ calculations). A few compounds were found to exhibit Rashba-split valence or conduction bands due to the combination of strong spin–orbit coupling and lack of mirror symmetry. As well-known from other 2D semiconductors, the optical properties of the Janus monolayers are dominated by excitonic effects. The binding energies of the lowest excitons range from 0.3 to 1.0 eV. Interestingly, the lowest excitons in Janus monolayers of group IV metal atoms (Ti and Zr) can exhibit extremely high oscillator strengths (almost 10 times larger than those of the well-known TMDCs), resulting in broad bands with absorbance peaks exceeding 40%. All the data reported in this paper as well as data for other properties not discussed here are available online as part of the Computational 2D Materials Database (C2DB).

METHODS

The workflow used to calculate the properties of the Janus monolayers has been introduced in our previous work. It relies on the atomic simulation environment (ASE) and the electronic structure code GPAW. The part of the workflow relevant for semiconducting materials, on which we focus in the present work, is shown in Figure 13. In the first part of the workflow (left section), we relax the unit cell and atomic positions, check whether the 2D crystal symmetries and occupied Wannier sites and calculate the heat of formation relative to the standard states of its elements and the energy of the Janus monolayers can be qualitatively classified according to the groups of the metal (M) and nonmetal (XY) atoms. While most combinations yield metallic compounds, the vast majority of the stable materials were found to be semiconducting. The band structures of the 70 most stable and semiconducting monolayers comprise both direct and indirect band gaps ranging from 0.7 to 3.0 eV (from $G_\text{W}_0$ calculations). A few compounds were found to exhibit Rashba-split valence or conduction bands due to the combination of strong spin–orbit coupling and lack of mirror symmetry. As well-known from other 2D semiconductors, the optical properties of the Janus monolayers are dominated by excitonic effects. The binding energies of the lowest excitons range from 0.3 to 1.0 eV. Interestingly, the lowest excitons in Janus monolayers of group IV metal atoms (Ti and Zr) can exhibit extremely high oscillator strengths (almost 10 times larger than those of the well-known TMDCs), resulting in broad bands with absorbance peaks exceeding 40%. All the data reported in this paper as well as data for other properties not discussed here are available online as part of the Computational 2D Materials Database (C2DB).
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Data tables and figures

In tables 1 and 2 we provide some key electronic and optical properties for the 70 non-magnetic, stable, and semiconducting MXY Janus monolayers investigated in this work. The two tables report the properties for the T-phase and H-phase structures, respectively. In figure 1 we show that the Rashba energy only weakly correlates with the amplitude of the spin-orbit coupling for the Rashba split state (see main text for definition).
Table 1: Key electronic and optical properties of MXY Janus monolayers in the T-Phase. The table lists the formula unit, formation energy ($E_f$) [eV], energy above convex hull ($E_{\text{hull}}$) [eV/atom], PBE band gap ($E_{\text{PBE}}$) [eV], HSE band gap ($E_{\text{HSE}}$) [eV], $G_0W_0$ band gap ($E_{\text{GW}}$) [eV], nature of the band gap, electron effective mass ($m_e$), hole effective mass ($m_h$) [m$_{\text{free}}$], $G_0W_0$ conduction band minimum ($E_{\text{GW}}\text{CBM}$) [eV], $G_0W_0$ valence band maximum ($E_{\text{GW}}\text{VBM}$) [eV], exciton binding energy ($E_b$) [eV], and vacuum level shift across the monolayer ($\Delta E_{\text{vac}}$) [eV], Rashba splitting (if present) in the $k_R$ directions. The nature of the Rashba split point is denoted by c (v) for conduction (valence) band and M, K, or G denoting the high symmetry point. Cases where the effective mass could not be determined in a meaningful way because of non-parabolic bands, e.g. due to Rashba splitting, are indicated by 'n/a'.

<table>
<thead>
<tr>
<th>Structure</th>
<th>$E_f$</th>
<th>$E_{\text{hull}}$</th>
<th>$E_{\text{PBE}}$</th>
<th>$E_{\text{GW}}$</th>
<th>Direct gap</th>
<th>$m_e$</th>
<th>$m_h$</th>
<th>$E_{\text{GW}}\text{CBM}$</th>
<th>$E_{\text{GW}}\text{VBM}$</th>
<th>$E_b$</th>
<th>$\Delta E_{\text{vac}}$</th>
<th>$k_R$</th>
<th>$E_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AsBrS</td>
<td>-0.26</td>
<td>0.03</td>
<td>1.39</td>
<td>2.04</td>
<td>2.51</td>
<td>No</td>
<td>n/a</td>
<td>0.62</td>
<td>-4.54</td>
<td>-7.06</td>
<td>0.79</td>
<td>0.14</td>
<td>20(c-G)</td>
</tr>
<tr>
<td>AsClS</td>
<td>-0.35</td>
<td>0.05</td>
<td>1.54</td>
<td>2.26</td>
<td>2.79</td>
<td>No</td>
<td>n/a</td>
<td>0.78</td>
<td>-4.67</td>
<td>-7.46</td>
<td>0.95</td>
<td>0.66</td>
<td>13(c-G)</td>
</tr>
<tr>
<td>AsBrSe</td>
<td>-0.29</td>
<td>-0.02</td>
<td>1.23</td>
<td>1.84</td>
<td>2.27</td>
<td>No</td>
<td>n/a</td>
<td>0.5</td>
<td>-4.53</td>
<td>-6.8</td>
<td>0.72</td>
<td>0.63</td>
<td>19(c-G)</td>
</tr>
<tr>
<td>AsClSe</td>
<td>-0.38</td>
<td>0.0</td>
<td>1.37</td>
<td>2.06</td>
<td>2.56</td>
<td>No</td>
<td>0.87</td>
<td>0.74</td>
<td>-4.63</td>
<td>-7.19</td>
<td>0.79</td>
<td>1.13</td>
<td>7(c-G)</td>
</tr>
<tr>
<td>AsSe</td>
<td>-0.16</td>
<td>-0.0</td>
<td>1.15</td>
<td>1.68</td>
<td>2.03</td>
<td>No</td>
<td>0.21</td>
<td>n/a</td>
<td>-4.28</td>
<td>-6.31</td>
<td>0.51</td>
<td>0.04</td>
<td>45(c-G)</td>
</tr>
<tr>
<td>AsI</td>
<td>-0.11</td>
<td>0.06</td>
<td>1.34</td>
<td>1.95</td>
<td>2.36</td>
<td>No</td>
<td>0.27</td>
<td>0.28</td>
<td>-4.26</td>
<td>-6.61</td>
<td>0.46</td>
<td>0.53</td>
<td>52(c-G)</td>
</tr>
<tr>
<td>AsBrTe</td>
<td>-0.24</td>
<td>-0.03</td>
<td>1.24</td>
<td>1.84</td>
<td>2.23</td>
<td>No</td>
<td>0.75</td>
<td>0.62</td>
<td>-3.35</td>
<td>-5.58</td>
<td>0.58</td>
<td>1.18</td>
<td>6(c-G)</td>
</tr>
<tr>
<td>AsClTe</td>
<td>-0.32</td>
<td>0.01</td>
<td>1.48</td>
<td>2.15</td>
<td>2.6</td>
<td>No</td>
<td>0.17</td>
<td>0.94</td>
<td>-4.4</td>
<td>-7.0</td>
<td>0.49</td>
<td>1.62</td>
<td>0</td>
</tr>
<tr>
<td>AsTe</td>
<td>-0.12</td>
<td>-0.02</td>
<td>0.98</td>
<td>1.5</td>
<td>1.79</td>
<td>No</td>
<td>n/a</td>
<td>0.22</td>
<td>-4.21</td>
<td>-6.01</td>
<td>0.47</td>
<td>0.55</td>
<td>31(c-G)</td>
</tr>
<tr>
<td>BiBrS</td>
<td>-0.56</td>
<td>-0.0</td>
<td>0.93</td>
<td>1.6</td>
<td>2.34</td>
<td>No</td>
<td>n/a</td>
<td>1.12</td>
<td>-5.34</td>
<td>-7.68</td>
<td>0.81</td>
<td>0.03</td>
<td>73(c-G)</td>
</tr>
<tr>
<td>BiClS</td>
<td>-0.66</td>
<td>-0.03</td>
<td>1.04</td>
<td>1.74</td>
<td>2.53</td>
<td>No</td>
<td>0.3</td>
<td>1.22</td>
<td>-5.46</td>
<td>-7.99</td>
<td>0.79</td>
<td>0.3</td>
<td>62(c-G)</td>
</tr>
<tr>
<td>BiBrSe</td>
<td>-0.58</td>
<td>-0.02</td>
<td>0.77</td>
<td>1.36</td>
<td>2.01</td>
<td>No</td>
<td>0.22</td>
<td>0.96</td>
<td>-5.31</td>
<td>-7.32</td>
<td>0.71</td>
<td>0.36</td>
<td>60(c-G)</td>
</tr>
<tr>
<td>BiClSe</td>
<td>-0.68</td>
<td>-0.05</td>
<td>0.88</td>
<td>1.51</td>
<td>2.2</td>
<td>No</td>
<td>0.2</td>
<td>1.01</td>
<td>-5.38</td>
<td>-7.58</td>
<td>0.72</td>
<td>0.61</td>
<td>48(c-G)</td>
</tr>
<tr>
<td>BiSe</td>
<td>-0.44</td>
<td>-0.01</td>
<td>0.65</td>
<td>1.22</td>
<td>1.77</td>
<td>No</td>
<td>0.27</td>
<td>0.48</td>
<td>-5.12</td>
<td>-6.89</td>
<td>0.67</td>
<td>0.08</td>
<td>70(c-G)</td>
</tr>
<tr>
<td>BiS</td>
<td>-0.66</td>
<td>0.01</td>
<td>0.82</td>
<td>1.47</td>
<td>2.04</td>
<td>No</td>
<td>0.33</td>
<td>0.54</td>
<td>-5.47</td>
<td>-7.99</td>
<td>0.79</td>
<td>0.3</td>
<td>62(c-G)</td>
</tr>
<tr>
<td>BiBrTe</td>
<td>-0.5</td>
<td>-0.03</td>
<td>0.63</td>
<td>1.16</td>
<td>1.69</td>
<td>No</td>
<td>n/a</td>
<td>0.39</td>
<td>-5.15</td>
<td>-6.84</td>
<td>0.48</td>
<td>0.78</td>
<td>35(c-G)</td>
</tr>
<tr>
<td>BiCTe</td>
<td>-0.6</td>
<td>-0.05</td>
<td>0.84</td>
<td>1.2</td>
<td>1.74</td>
<td>No</td>
<td>n/a</td>
<td>0.31</td>
<td>-5.15</td>
<td>-6.89</td>
<td>0.46</td>
<td>0.99</td>
<td>29(c-G)</td>
</tr>
<tr>
<td>BiTe</td>
<td>-0.37</td>
<td>-0.02</td>
<td>0.45</td>
<td>0.93</td>
<td>1.42</td>
<td>No</td>
<td>0.13</td>
<td>0.45</td>
<td>-5.02</td>
<td>-6.44</td>
<td>0.49</td>
<td>0.37</td>
<td>51(c-G)</td>
</tr>
<tr>
<td>BrSb</td>
<td>-0.42</td>
<td>0.01</td>
<td>1.22</td>
<td>1.84</td>
<td>2.42</td>
<td>No</td>
<td>n/a</td>
<td>0.71</td>
<td>-7.15</td>
<td>-7.17</td>
<td>0.87</td>
<td>0.11</td>
<td>31(c-G)</td>
</tr>
<tr>
<td>BrSbSe</td>
<td>-0.44</td>
<td>-0.02</td>
<td>1.07</td>
<td>1.65</td>
<td>2.16</td>
<td>No</td>
<td>n/a</td>
<td>0.7</td>
<td>-7.69</td>
<td>0.76</td>
<td>0.48</td>
<td>25(c-G)</td>
<td>10</td>
</tr>
<tr>
<td>ClSbSe</td>
<td>-0.54</td>
<td>0.0</td>
<td>1.17</td>
<td>1.8</td>
<td>2.4</td>
<td>No</td>
<td>n/a</td>
<td>0.9</td>
<td>-4.83</td>
<td>-7.24</td>
<td>0.79</td>
<td>0.81</td>
<td>12(c-G)</td>
</tr>
<tr>
<td>ISbSe</td>
<td>-0.31</td>
<td>-0.0</td>
<td>1.02</td>
<td>1.53</td>
<td>1.99</td>
<td>No</td>
<td>0.27</td>
<td>0.58</td>
<td>-4.44</td>
<td>-6.43</td>
<td>0.64</td>
<td>0.03</td>
<td>54(c-G)</td>
</tr>
<tr>
<td>ISSb</td>
<td>-0.28</td>
<td>0.04</td>
<td>1.22</td>
<td>1.78</td>
<td>2.26</td>
<td>No</td>
<td>n/a</td>
<td>0.39</td>
<td>-4.41</td>
<td>-6.67</td>
<td>0.72</td>
<td>0.4</td>
<td>67(c-G)</td>
</tr>
<tr>
<td>BrSbTe</td>
<td>-0.38</td>
<td>-0.03</td>
<td>1.06</td>
<td>1.62</td>
<td>2.07</td>
<td>No</td>
<td>0.58</td>
<td>0.83</td>
<td>-4.53</td>
<td>-6.6</td>
<td>0.55</td>
<td>0.93</td>
<td>6(c-G)</td>
</tr>
<tr>
<td>CISbTe</td>
<td>-0.47</td>
<td>-0.0</td>
<td>1.26</td>
<td>1.87</td>
<td>2.38</td>
<td>No</td>
<td>0.16</td>
<td>1.01</td>
<td>-4.55</td>
<td>-6.93</td>
<td>0.55</td>
<td>1.2</td>
<td>0</td>
</tr>
<tr>
<td>ZrSbSe</td>
<td>-1.48</td>
<td>-0.01</td>
<td>0.61</td>
<td>1.51</td>
<td>2.21</td>
<td>No</td>
<td>0.41</td>
<td>0.2</td>
<td>-4.64</td>
<td>-6.85</td>
<td>0.44</td>
<td>0.05</td>
<td>0</td>
</tr>
<tr>
<td>HSbSe</td>
<td>-1.47</td>
<td>-0.01</td>
<td>0.68</td>
<td>1.51</td>
<td>2.18</td>
<td>No</td>
<td>0.31</td>
<td>0.2</td>
<td>-4.69</td>
<td>-6.86</td>
<td>0.48</td>
<td>0.01</td>
<td>0</td>
</tr>
</tbody>
</table>
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Table 2: Same as table 1 for the H-phase structues.
Structure

Ef

Ehull

PBE
Egap

HSE
Egap

GW
Egap

Direct gap

me

mh

GW
ECBM

GW
EVBM

Eb

∆Evac

kR

ER

CrSeTe
CrSSe
CrSTe
HfBrCl
HfBrI
HfClI
HfSSe
MoSeTe
MoSSe
MoSTe
TiBrCl
TiBrI
TiClI
TiSSe
WSeTe
WSSe
WSTe
ZrBrCl
ZrBrI
ZrClI
ZrSeTe
ZrSTe
BiBrS
BiClS
BiClSe
BiIS
BiClTe
BrSSb
ClSbSe
BrSbTe
ISbSe
BiISe
BiBrTe
BiITe
BrSbSe
ISSb
ISbTe
AsBrSe
AsISe
AsBrTe
AsITe

-0.27
-0.57
-0.32
-1.34
-0.89
-1.03
-1.28
-0.48
-0.81
-0.55
-1.33
-0.88
-1.01
-1.1
-0.32
-0.72
-0.42
-1.51
-1.09
-1.23
-1.02
-1.12
-0.44
-0.54
-0.56
-0.29
-0.47
-0.29
-0.41
-0.25
-0.18
-0.33
-0.39
-0.26
-0.32
-0.13
-0.13
-0.13
0.01
-0.08
0.04

0.11
-0.0
0.16
-0.08
-0.0
0.13
0.19
0.02
0.0
0.06
-0.05
0.04
0.07
0.12
0.04
0.0
0.08
-0.02
0.02
0.07
0.11
0.12
0.11
0.09
0.07
0.14
0.08
0.14
0.14
0.1
0.13
0.1
0.09
0.09
0.1
0.18
0.11
0.14
0.17
0.13
0.14

0.57
0.78
0.26
0.82
0.71
0.81
0.89
1.14
1.45
0.99
0.83
0.68
0.75
0.51
1.04
1.4
1.14
0.91
0.77
0.88
0.26
0.21
1.25
1.5
1.29
0.45
0.58
1.43
1.67
1.32
1.01
0.48
0.58
0.39
1.46
0.79
1.02
1.5
0.45
1.06
0.33

0.99
1.24
0.82
1.36
1.16
1.29
1.64
1.59
1.95
1.59
1.3
1.04
1.19
1.34
1.49
1.91
1.68
1.4
1.17
1.32
0.78
0.67
1.98
2.27
1.99
1.18
1.15
2.03
2.29
1.82
1.59
1.19
1.16
1.0
2.04
1.46
1.44
2.1
1.05
1.66
0.87

0.97
1.29
0.69
1.93
1.61
1.78
2.18
1.84
2.33
1.99
1.47
1.2
1.38
1.33
1.8
2.31
2.07
1.88
1.59
1.74
0.89
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Figure 1: The ratio of the strength of the spin-orbit coupling (see main text) and the band gap against the Rashba energy (y-axis).
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ABSTRACT: The possibility of stacking two-dimensional (2D) materials into van der Waals (vdW) heterostructures has recently created new opportunities for band structure engineering at the atomic level. However, despite the weak vdW interaction, controlling the electrostatic potential governing the band lineup at the 2D interfaces is still posing a significant challenge. Here, we demonstrate that 2D Janus monolayers, possessing an intrinsic out-of-plane dipole moment, can be used to control the band alignment at semiconductor–semiconductor and metal–semiconductor interfaces in a highly predictive manner. Using density functional theory (DFT), we calculate the band structure of a wide range of different vdW interfaces. We find that upon insertion of a Janus structure the band line-ups and Schottky barriers can be controlled to high accuracy. The main result of this work is that the out-of-plane dipole moment of the Janus structure changes little upon insertion in the interface. As a consequence, the effect on the electrostatic potential at the interface can be predicted from the properties of the freestanding Janus structure. In addition to this, we predict 47 stable Janus monolayers, covering a wide range of dipole moments and band edge positions and thus providing a comprehensive library of 2D building blocks for manipulating the band alignment at interfaces.

INTRODUCTION
More than a decade after the discovery of graphene, the class of atomically thin two-dimensional (2D) crystals remains one of the hottest topics in physics. An important reason is that such materials open new possibilities for studying and manipulating electronic quantum states directly at the atomic length scale. By stacking different 2D layers into van der Waals (vdW) heterostructures, it is, at least in principle, possible to design the energy landscape of the electrons, i.e., the band structure, with a precision far beyond what is possible with conventional epitaxial growth. In this paper, we introduce the idea of using 2D Janus monolayers to control the electrostatic potential and band line up at vdW interfaces.

Figure 1. Left: sketch of a type-I band alignment between two different semiconductors. Right: sketch of the achieved type-II band alignment between the two semiconductors by sandwiching a Janus monolayer between them, which shifts the electrostatic potential on either side of the Janus monolayer. In a type III band alignment, the valence band maximum (VBM) of one of the structures is located above the conduction band minimum (CBM) of the other structure.
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is that the band alignment can be controlled elegantly and with high precision in vdW heterojunctions without affecting the material structure or composition. For metal/SC interfaces, the single most critical parameter used to characterize the band alignment is the height of the Schottky barrier (SB), i.e., the voltage between the Fermi level of the metal and the SC Fermi level. Apart from the position of the bands in the intrinsic materials, the work function of the metal and the electron affinity and ionization potential of the SC, a number of effects influence the SB including Pauli repulsion and metal-induced gap states (MIGS). Such effects lead to Fermi-level pinning (FLP) and deviations from the Anderson rule, which makes it difficult to control (in practice minimize) the SB. This is further complicated by the unpredictable effect of the chemical interactions at the interface. One specific and important motivation for developing means to control the SB at metal–2D semiconductor interfaces comes from the huge interest in atomically thin field-effect transistors, based on transition-metal dichalcogenides (TMDs). For such devices, the SB at the source/drain contacts remains a performance-limiting factor that must be improved for them to become competitive.

Due to the presence of MIGS, it has been proven ineffective to dope SC/metal interfaces to lower the SB. This has previously been explained by the fact that while originating on the metal the states are still localized deeply into the SC, effectively neutralizing the effect of doping. Approaches to overcome this includes inserting a layer of boron nitride between the metal and the SC, or different oxide layers, however, the exact effect of all of the above-mentioned mechanisms is extremely difficult to predict.

In this work, we propose an alternative method to control and adjust the band lineup at solid interfaces in a highly predictable manner. By sandwiching a 2D material with a finite out-of-plane dipole moment, i.e., a Janus monolayer, between two materials, it is possible to introduce an atomically sharp potential step across the interface. For SC/SC interfaces, this opens the possibility of controlling the band lineup and even changing the type of band alignment, while for metal/SC interfaces, this opens the possibility of controlling the atomically sharp potential step across the interface. For SC/SC interfaces, this provides a summary of the supercell size and strain applied to each layer in each heterostructure. For H-phase/H-phase interfaces, AB stacking was used, while for H-phase/T-phase interfaces, AA stacking was used, i.e., the metal atoms were stacked on top of each other. These stacking configurations were found to be energetically most stable. To judge the stability (dynamic and thermodynamic) of the new Janus monolayers resulting from the high-throughput study, we followed the criteria of the Computational 2D Materials Database.

### COMPUTATIONAL DETAILS

All calculations were performed with the GPaW code.

Monolayer structures were relaxed using the Perdew–Burke–Ernzerhof (PBE) functional on a Monkhorst–Pack k-point grid with a k-point density of 6.0 and a plane wave cutoff of 800 eV. The unit cells had 15 Å of vacuum in the perpendicular direction, and a Fermi smearing of 0.05 eV was used. The band structure and the size of the dipole moment were calculated using a k-point density of 12.0. Spin–orbit coupling was not included. For the multilayer structures, the interlayer binding distances were determined using the BEEF-vdW functional. All structures were relaxed until the maximum force on any atom was below 0.01 eV/Å and the maximum stress on the unit cell was 0.002 eV/Å³.

### RESULTS

Recently, both MoSSe and BiTeI have been realized in the monolayer form experimentally. These structures possess...
an out-of-plane dipole moment created by the difference in electronegativity of the S and Se (I and Te) atoms, which are located on different sides of the central metal layer, see Figure 2. Such structures with broken mirror symmetry and a finite out-of-plane dipole moment are known as Janus monolayers.

In Figure 1, we illustrate the concept of band lineup control at vdW heterojunction interfaces. On the left is shown an example of a bilayer consisting of two (possibly) different semiconducting 2D monolayers having a type-I band alignment. On the right is shown the same two monolayers, with a Janus monolayer sandwiched in-between. By choosing a Janus monolayer with an appropriate size of the out-of-plane dipole moment, it is possible to shift, for instance, a type-I band alignment into a type-II band alignment as shown. Another obvious application is to use Janus monolayers to lower the SB at metal/SC interfaces. For a general metal/SC interface, where the Fermi level of the metal is located between the valence band maximum (VBM) and conduction band minimum (CBM) of the SC, the bands originating from the
SC will bend at the interface, creating a Schottky barrier. Below we show that by inserting a Janus monolayer between the metal and the SC, one can control the SB.

To illustrate the concept in practice, we have calculated the band structure of both SC/SC and metal/SC vdW heterostructures with and without a Janus monolayer sandwiched in-between. First, consider the two band structures shown in Figure 3. On the left is shown the band structure of bilayer T-MoS2/H-MoS2. We note that MoS2 is well known to be metallic in the T-phase and semiconducting in the H-phase. We note that the T-phase is in fact dynamically unstable and undergoes a transition to the T’-phase; however, this is unimportant for the present discussion. On the right is shown the band structure of the same structure with H-MoSSe sandwiched in-between. For the two cases, we consider an AB and ABA stacking, respectively. The red color represents the bands projected onto the T-MoS2 layer, blue is projected onto the H-MoS2 layer, and black is projected onto the Janus H-MoSSe layer. For the bilayer, we see that the bands from T-MoS2 are crossing the Fermi level, which overall renders the bilayer metallic, while the H-MoS2 more or less preserves the size of its direct band gap at the K-point. The distance from the CBM of H-MoS2 to the Fermi level is approximately 0.6 eV.

SC will bend at the interface, creating a Schottky barrier. Below we show that by inserting a Janus monolayer between the metal and the SC, one can control the SB.

### Schottky Barriers at Metal/SC Interfaces

To illustrate the concept in practice, we have calculated the band structure of both SC/SC and metal/SC vdW heterostructures with and without a Janus monolayer sandwiched in-between. First, consider the two band structures shown in Figure 3. On the left is shown the band structure of bilayer T-MoS2/H-MoS2. We note that MoS2 is well known to be metallic in the T-phase and semiconducting in the H-phase. We note that the T-phase is in fact dynamically unstable and undergoes a transition to the T’-phase; however, this is unimportant for the present discussion. On the right is shown the band structure of the same structure with H-MoSSe sandwiched in-between. For the two cases, we consider an AB and ABA stacking, respectively. The red color represents the bands projected onto the T-MoS2 layer, blue is projected onto the H-MoS2 layer, and black is projected onto the Janus H-MoSSe layer. For the bilayer, we see that the bands from T-MoS2 are crossing the Fermi level, which overall renders the bilayer metallic, while the H-MoS2 more or less preserves the size of its direct band gap at the K-point. The distance from the CBM of H-MoS2 to the Fermi level is approximately 0.6 eV.

### Figure 6

Same as Figure 5 with a Pd(111) surface instead of a Au(111) surface.

### Figure 7

Left: band structure of a bilayer H-MoS2. Right: band structure of the same structure with the Janus monolayer MoSSe sandwiched in between the two layers. For both plots, red/blue is the projection of the bands onto the two MoS2 layers, while black is the projection onto MoSSe. Notice how the insertion of MoSSe splits the bands of the two MoS2 layers at the K-point.

### Figure 8

Splitting of the conduction bands \( \Delta \epsilon \) for a SC bilayer, upon insertion of a Janus monolayer, as a function of the shift in potential across the freestanding Janus monolayer \( \Delta E_{\text{vac}} \). Each data point represents a different Janus monolayer sandwiched between two identical SCs. From left to right, the Janus monolayers are TiSSe, ZrBrCl, TiBrCl, WSeTe, WSSe, MoSSe, MoSSe, CrSSe, WStTe, and MoSTe. The exact trilayer composition can then be deduced from Table 1. We stress that there is little-to-no difference between trilayers H-MoS2/H-MoSSe/H-MoS2 and H-WS2/H-MoSSe/H-WS2. The fact that the shift in band energies is very close to the shift of the freestanding Janus monolayer shows the highly predictive nature of the proposed strategy for band alignment engineering.

### Figure 9

Energy above the convex hull for all Janus monolayers calculated in this study colored according to their phase. Structures with an energy above the convex hull lower than 0.1 eV/atom are considered thermodynamically stable. Dynamical stability is shown by a black circle.
which equals the SB of the interface. On the right, after insertion of the MoSSe layer, we see how the SB has essentially vanished. Now, the CBM of the H-MoS₂ layer just touches the Fermi level, thus reducing the SB to almost zero.

We note that the SB of T-MoS₂/H-MoS₂ has previously been studied, where it was shown that the SB can be shifted by 0.3 eV by varying the stacking pattern. While this is an interesting result, the method proposed in our study gives the possibility to vary the SB, in a highly controlled manner, anywhere between the electronic band gap and essentially 0 eV, by varying the Janus monolayer material, which will be demonstrated later.

A more detailed picture of the electrostatic discontinuity induced by the Janus monolayer is shown in Figure 4. The top panel shows the electrostatic potential perpendicular to the T-MoS₂/H-MoS₂ bilayer (averaged over the in-plane directions). The lower panel shows the same for the trilayer structure including H-MoSSe. Here, the right-hand side plot is a close-up of the upper part of the left plot. For the bilayer, we see a minor change in the electrostatic potential across the bilayer of 0.03 eV. Since both T-MoS₂ and H-MoS₂ have a zero dipole moment in the out-of-plane direction in their freestanding monolayer form, this shift originates from a small interfacial dipole created at the interface. This phenomenon is well known for metal−SC interfaces and has also been seen at graphene−SC interfaces. After insertion of H-MoSSe, we now find a shift of 0.63 eV. This large shift arises because of the internal dipole in the H-MoSSe layer and gives the shift in the band structure we observed in Figure 3. We here stress that we in this study consider the manipulation of SB defined by the SC band edges relative to the Fermi level and do not consider the tunneling barrier evident from Figure 4, which for some systems can impose an additional barrier.

Modeling of such additional tunneling barriers is system-specific and will be the scope of future studies.

It can be interesting to study how the intrinsic dipole moment of the Janus monolayers are affected by strain effects. To do this, we calculate the vacuum-level shift and band gap of strained monolayer H-MoSSe. The applied strain ranges from -3% to +3% (see Figure S1 in the Supporting Information), which we believe are experimentally realizable values. We find that the vacuum-level shift across monolayer MoSSe can be varied between 0.74 and 0.77 eV. While this gives rise to only little variation in the intrinsic dipole moment of the Janus monolayers, it shows that the proposed setup is very robust to strain effects. On the other hand, the band gap changes over a range from 1.1 to 1.6 eV, showing a great possible tunability of the electronic properties of Janus monolayers.

To further illustrate the concept, we consider the band structure of a bulk metal/SC interface and calculate the band structure of H-MoS₂ at the bulk Au(111) surface and at the bulk Pd(111) surface. The bulk metal surface is modeled by a slab of four atomic layers. The calculation has been performed in a 1 × 1 cell, with H-MoS₂ unstrained and Au and Pd strained significantly to match the lattice constant of H-MoS₂. Despite the very large strain, we find that the typical characteristics of both the Au and Pd band structures can be recognized, i.e., the wide 6sp bands crossing the Fermi surface and the flat 5d bands at around −1.5 eV for Au and the 5d bands crossing the Fermi level for Pd. This can be seen in Figures 5 and 6. Notice that the same color coding has been used as that for the previous band structure plot. Comparing the SB with and without H-MoSSe, we find a reduction of the SB of about 0.6 eV for the Au surface, which is close to the reduction found for T-MoS₂/H-MoS₂. For the Pd surface, the reduction is closer to 0.5 eV, showing a larger cancellation of the internal dipole of MoSSe in this case. We note here that no chemical interactions are taking place at the MoS₂/Au interface, while a considerable chemical bond strength is present at the MoS₂/Pd interface. Thus, this stronger interaction explains the larger cancellation of the interlayer hybridization is negligible around the K-point and the two bands are essentially degenerate. Therefore, the relative band positions at the K-point can be used to deduce the effect of electrostatic screening.
shift induced by the Janus monolayer. After insertion of the H-MoS\(_2\)/H-MoSSe heterostructure, we find a splitting of 0.72 eV, which equals that of the T-MoS\(_2\)/H-MoSSe/H-MoS\(_2\) heterostructure to within about 0.1 eV. Upon further stacking of Janus monolayers in a multilayer structure, recent studies have shown that the e\textsuperscript{−} center is to find a naturally doped p−n junction. This also shows that more than one Janus monolayer can be inserted if a larger shift in the potential is desired. It is also interesting to see how the interface can be controlled for a SC at a graphene monolayer because of the semimetallic nature of graphene, and we therefore now consider the two graphene/hBN and graphene/H-MoSSe/hBN systems, where hBN is hexagonal boron nitride. In the same manner as for T-MoS\(_2\)/H-MoSSe/H-MoS\(_2\), we find for

<table>
<thead>
<tr>
<th>Material</th>
<th>Phase</th>
<th>(a) (Å)</th>
<th>(e^{(PBE)})</th>
<th>(e^{(HSE)})</th>
<th>(\Delta E_{\text{calc}})</th>
<th>(E_{\text{kin}}^{(PBE)})</th>
<th>(\Delta H_f)</th>
<th>(\Delta H_{\text{tot}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>HfS(_2)</td>
<td>T</td>
<td>3.64</td>
<td>0.71</td>
<td>1.16</td>
<td>0.36</td>
<td>2.90</td>
<td>0.89</td>
<td>-0.00</td>
</tr>
<tr>
<td>BiSeBr</td>
<td>T</td>
<td>4.19</td>
<td>0.77</td>
<td>1.36</td>
<td>0.36</td>
<td>5.96</td>
<td>-0.58</td>
<td>-0.02</td>
</tr>
<tr>
<td>BhSeCl</td>
<td>H</td>
<td>3.43</td>
<td>0.82</td>
<td>1.36</td>
<td>0.36</td>
<td>3.11</td>
<td>-1.34</td>
<td>-0.08</td>
</tr>
<tr>
<td>BiTel</td>
<td>T</td>
<td>4.42</td>
<td>0.45</td>
<td>0.93</td>
<td>0.37</td>
<td>5.43</td>
<td>-0.37</td>
<td>-0.02</td>
</tr>
<tr>
<td>VbI</td>
<td>T</td>
<td>3.99</td>
<td>1.19</td>
<td>3.49</td>
<td>0.37</td>
<td>3.96</td>
<td>-0.66</td>
<td>0.01</td>
</tr>
<tr>
<td>ZrBrCl</td>
<td>H</td>
<td>3.49</td>
<td>0.91</td>
<td>1.40</td>
<td>0.38</td>
<td>3.37</td>
<td>-1.51</td>
<td>-0.40</td>
</tr>
<tr>
<td>ShI</td>
<td>T</td>
<td>4.08</td>
<td>1.22</td>
<td>1.78</td>
<td>0.40</td>
<td>5.20</td>
<td>-0.28</td>
<td>0.04</td>
</tr>
<tr>
<td>BiI</td>
<td>T</td>
<td>4.19</td>
<td>0.82</td>
<td>1.47</td>
<td>0.41</td>
<td>5.80</td>
<td>0.41</td>
<td>0.01</td>
</tr>
<tr>
<td>ZrBrI</td>
<td>H</td>
<td>3.70</td>
<td>0.77</td>
<td>1.17</td>
<td>0.42</td>
<td>3.15</td>
<td>-1.09</td>
<td>0.02</td>
</tr>
<tr>
<td>ShTel</td>
<td>T</td>
<td>4.32</td>
<td>0.84</td>
<td>1.32</td>
<td>0.45</td>
<td>4.93</td>
<td>-0.25</td>
<td>-0.02</td>
</tr>
<tr>
<td>ShCl</td>
<td>T</td>
<td>3.94</td>
<td>1.32</td>
<td>1.99</td>
<td>0.46</td>
<td>5.82</td>
<td>-0.51</td>
<td>0.04</td>
</tr>
<tr>
<td>VSeTe</td>
<td>H</td>
<td>3.47</td>
<td>0.12</td>
<td>0.75</td>
<td>0.48</td>
<td>5.05</td>
<td>-0.50</td>
<td>0.00</td>
</tr>
<tr>
<td>TlSeBr</td>
<td>H</td>
<td>3.36</td>
<td>0.83</td>
<td>1.30</td>
<td>0.48</td>
<td>3.65</td>
<td>-1.33</td>
<td>-0.05</td>
</tr>
<tr>
<td>ShSeBr</td>
<td>T</td>
<td>4.08</td>
<td>1.07</td>
<td>1.65</td>
<td>0.48</td>
<td>5.44</td>
<td>-0.44</td>
<td>-0.02</td>
</tr>
<tr>
<td>AsI</td>
<td>T</td>
<td>3.84</td>
<td>1.34</td>
<td>1.95</td>
<td>0.53</td>
<td>5.11</td>
<td>-0.11</td>
<td>0.06</td>
</tr>
<tr>
<td>TlI</td>
<td>H</td>
<td>3.63</td>
<td>0.68</td>
<td>1.04</td>
<td>0.53</td>
<td>3.43</td>
<td>-0.88</td>
<td>0.04</td>
</tr>
<tr>
<td>AsTeI</td>
<td>T</td>
<td>4.09</td>
<td>0.98</td>
<td>1.50</td>
<td>0.55</td>
<td>4.84</td>
<td>-0.12</td>
<td>-0.02</td>
</tr>
<tr>
<td>BiSeCl</td>
<td>T</td>
<td>4.15</td>
<td>0.88</td>
<td>1.51</td>
<td>0.61</td>
<td>6.12</td>
<td>-0.68</td>
<td>-0.05</td>
</tr>
<tr>
<td>AsSeBr</td>
<td>T</td>
<td>3.82</td>
<td>1.23</td>
<td>1.84</td>
<td>0.63</td>
<td>5.34</td>
<td>-0.29</td>
<td>-0.02</td>
</tr>
<tr>
<td>AsSCl</td>
<td>T</td>
<td>3.65</td>
<td>1.54</td>
<td>2.26</td>
<td>0.66</td>
<td>5.71</td>
<td>-0.35</td>
<td>0.05</td>
</tr>
<tr>
<td>WSeTe</td>
<td>H</td>
<td>3.43</td>
<td>1.04</td>
<td>1.49</td>
<td>0.68</td>
<td>4.17</td>
<td>-0.32</td>
<td>0.04</td>
</tr>
<tr>
<td>MoSeTe</td>
<td>H</td>
<td>3.43</td>
<td>1.14</td>
<td>1.59</td>
<td>0.72</td>
<td>4.47</td>
<td>-0.48</td>
<td>0.02</td>
</tr>
<tr>
<td>WSSe</td>
<td>H</td>
<td>3.25</td>
<td>1.40</td>
<td>1.91</td>
<td>0.73</td>
<td>4.50</td>
<td>-0.72</td>
<td>0.00</td>
</tr>
<tr>
<td>MoS(_2)</td>
<td>T</td>
<td>3.25</td>
<td>1.45</td>
<td>1.95</td>
<td>0.75</td>
<td>4.85</td>
<td>-0.81</td>
<td>0.00</td>
</tr>
<tr>
<td>ZrCI</td>
<td>T</td>
<td>3.64</td>
<td>0.88</td>
<td>1.32</td>
<td>0.77</td>
<td>3.27</td>
<td>-1.23</td>
<td>0.07</td>
</tr>
<tr>
<td>BiTeBr</td>
<td>T</td>
<td>4.34</td>
<td>0.63</td>
<td>1.16</td>
<td>0.78</td>
<td>3.64</td>
<td>-0.50</td>
<td>-0.03</td>
</tr>
<tr>
<td>SiS(_2)</td>
<td>T</td>
<td>4.03</td>
<td>1.17</td>
<td>1.80</td>
<td>0.83</td>
<td>5.66</td>
<td>-0.54</td>
<td>0.00</td>
</tr>
<tr>
<td>GaSe</td>
<td>H</td>
<td>3.13</td>
<td>0.78</td>
<td>1.24</td>
<td>0.83</td>
<td>5.16</td>
<td>-0.57</td>
<td>-0.00</td>
</tr>
<tr>
<td>ShTeBr</td>
<td>T</td>
<td>4.24</td>
<td>1.06</td>
<td>1.62</td>
<td>0.93</td>
<td>5.23</td>
<td>-0.38</td>
<td>-0.03</td>
</tr>
<tr>
<td>TeCl</td>
<td>T</td>
<td>3.55</td>
<td>0.75</td>
<td>1.19</td>
<td>0.98</td>
<td>3.58</td>
<td>-1.01</td>
<td>0.07</td>
</tr>
<tr>
<td>BiTeCl</td>
<td>T</td>
<td>4.30</td>
<td>0.64</td>
<td>1.20</td>
<td>0.99</td>
<td>5.69</td>
<td>-0.60</td>
<td>-0.05</td>
</tr>
<tr>
<td>AsSeCl</td>
<td>T</td>
<td>3.76</td>
<td>1.37</td>
<td>2.06</td>
<td>1.13</td>
<td>5.58</td>
<td>-0.38</td>
<td>0.00</td>
</tr>
<tr>
<td>AsTeBr</td>
<td>T</td>
<td>3.98</td>
<td>1.24</td>
<td>1.84</td>
<td>1.18</td>
<td>5.16</td>
<td>-0.24</td>
<td>-0.03</td>
</tr>
<tr>
<td>SiTeCl</td>
<td>T</td>
<td>4.19</td>
<td>1.26</td>
<td>1.87</td>
<td>1.20</td>
<td>5.40</td>
<td>-0.47</td>
<td>-0.07</td>
</tr>
<tr>
<td>WSTe</td>
<td>H</td>
<td>3.36</td>
<td>1.14</td>
<td>1.68</td>
<td>1.40</td>
<td>4.39</td>
<td>-0.42</td>
<td>0.08</td>
</tr>
<tr>
<td>MoTe</td>
<td>H</td>
<td>3.36</td>
<td>0.99</td>
<td>1.59</td>
<td>1.46</td>
<td>4.64</td>
<td>-0.55</td>
<td>0.06</td>
</tr>
<tr>
<td>AsTeCl</td>
<td>T</td>
<td>3.93</td>
<td>1.48</td>
<td>2.15</td>
<td>1.62</td>
<td>5.39</td>
<td>-0.32</td>
<td>0.01</td>
</tr>
</tbody>
</table>

\(^a\)The table contains information about elements, structural phase, in-plane lattice constant [Å], PBE and HSE electronic band gaps [eV], shift in the electrostatic potential across the Janus monolayer [eV], the PBE band gap center relative to vacuum [eV], the heat of formation [eV/atom], and the energy above the convex hull [eV].
graphene/H-MoSSe/hBN that the bands of hBN shift down by 0.69 relative to the Fermi level after the inclusion of H-MoSSe. This is larger than the shift observed for T-MoS2/H-MoSSe/H-MoS2; however, the comparison to this system is not completely justified because in the latter case the conduction band gets pinned at the Fermi level. It is more interesting to observe that the shift is slightly smaller than that for H-MoS2/H-MoSSe/H-MoS2. This observation can be explained by the larger cancellation of the internal dipole of H-MoSSe by graphene as compared to that of H-MoS2. The larger cancellation of the internal dipole in H-MoSSe on graphene compared to that in H-MoS2 can be understood from the simple point that the S and Se atoms in H-MoSSe are spatially longer separated from the valence states of H-MoS2 (located on the Mo atoms) compared to the states in graphene.

To investigate whether the induced band offset for a SC/Janus/SC vdWH can be predicted from the dipole moment of the freestanding Janus monolayer, we have calculated the band structure for ten different SC/Janus/SC vdWHs. For a given trilayer, the same SC is used on both sides (in analogy to the H-MoSSe/H-MoSSe/H-MoSSe structure studied above). For the SC, we use either H-MoS2 or H-MoSe2 (depending on what fits the lattice constant of the Janus monolayer better) and then investigate the effect of changing the Janus monolayer. The Janus monolayers have been chosen such that they span a wide range of dipole moments and their lattice constants are close to those of MoS2 or MoSe2 to minimize the applied strain (see the next section for a discussion on the other Janus monolayers). We also include the structure H-WSe2/H-MoS2/H-WSe2 to study the effect of having the same Janus monolayer sandwiched between two different pairs of SCs. We use an in-plane 1 × 1 cell for the calculations, and only apply strains to the Janus monolayer to keep the band structure of the SC unchanged. We calculate the shift of the electrostatic potential on either side of the freestanding strained Janus monolayer and the induced band shift of the SC in the SC/Janus/SC configuration. These values are plotted against each other in Figure 8. It is evident that the induced band shift of the bands between the two SCs in the SC/Janus/SC trilayer can be predicted from the out-of-plane dipole moment of the freestanding Janus monolayer. We note in passing that there is a linear relationship between the shift in electrostatic potential and the internal out-of-plane dipole moment of the Janus monolayer. One more point is worth noticing from Figure 8. First, we see to within 0.01 eV the same band shift for the H-MoS2/MoSSe/H-MoS2 and H-WSe2/H-MoS2/H-WSe2, showing that the band shift induced by a Janus monolayer is only little affected by the choice of SC. This effect can be ascribed to the fact that the bands get pinned at the Fermi level, limiting the possible band shift (as seen above for T-MoS2/MoSSe/H-MoS2), and second, for metallic heterostructures, the free carriers can more effectively screen the internal dipole of the Janus monolayer. There is also the reason why the shift in potential is smaller in the SC/Janus/SC system compared to the potential shift for the freestanding Janus monolayer for all systems since there will always be a small finite cancellation of the internal dipole moment. If the concentration of S and Se atoms on either side is altered, this will affect the intrinsic out-of-plane dipole moment. To achieve the interface manipulations discussed in this chapter experimentally, we stress that the proposed method is highly dependent on the quality of the transfer of the Janus monolayer into (or onto) the desired structures.

**Janus Monolayer Library.** To further expand the prospects of the ideas put forward in this study, we consider the set of Janus monolayers from our previous study by Räsänen et al.45 In this study, an initial set of 216 Janus monolayers with the chemical formula MX2 in the H- and T-phases commonly known from the transition-metal dichalcogenides (TMDs) were investigated.

In the following, we adopt the notation used in the Computational 2D Materials Database (C2DB)38 and in Räsänen et al. and refer to the H and T crystal structures as the MoSSe and BiTeI prototypes. All structures and properties shown in this work are available in the C2DB. The 216 candidate materials were constructed by combinatorial lattice decoration of the MoSSe and BiTeI prototype structures using elements with similar chemical properties. Specifically, for both MoSSe and BiTeI prototypes, all possible combinations using one of the transition metals from groups V, VI, and VII (for the central metal atom in the prototypes) in combination with two elements from either the pnictogens (As, Sb, Bi), or chalcogens (S, Se, Te), or halogens (Cl, Br, I) were considered. In addition, the study considered all combinations using one of the pnictogens as the metal atom, one element from the chalcogens, and one element from the halogen groups. This makes a total of 108 candidate structures for each prototype.

To assess the thermodynamic stability, we calculate the heat of formation and the energy above the convex hull, with the latter defined as the most stable elementsaries and binaries, see C2DB44 for more details. For the dynamic stability, we calculate the Γ-point phonons of the 2 × 2 cell as well as the elastic tensor. An imaginary phonon frequency or negative elastic constant implies a dynamically unstable material. In Figure 9, we show the calculated energy above the convex hull for all 216 structures. The MoSSe prototype is shown in blue, and the BiTeI prototype is shown in orange. Taking uncertainties in the calculated heat of formation into account, we consider a material to be thermodynamically stable if its energy above the convex hull is less than 0.1 eV/atom, as marked by the gray area. Points that have a black circle indicate materials that are dynamically stable and have a finite band gap.

We predict 47 materials that are both semiconducting, thermodynamically stable, and dynamically stable. Out of these, 27 are in the BiTeI phase with a pnictogen atom as the central metal atom, and among these is the experimentally realized BiTeI. For the 47 materials that we find to be semiconducting and predicted to be stable, we plot the shift in the electrostatic potential across the material (red), together with the band edges (white/green boundaries) in Figure 10. All stable semiconducting materials, their in-plane lattice constant, electronic band gap, band gap center, the shift in the potential, heat of formation, and the energy above the convex hull are summarized in Table 2. The large variation in the band edge position and dipole strength underlines the flexibility of the proposed concept.

**CONCLUSIONS**

We have proposed, and critically assessed, a new method for tuning the band lineup at solid-state interfaces by the insertion of a Janus monolayer in the interface. Due to its out-of-plane dipole moment, the Janus monolayer creates a step in the electrostatic potential, which gives rise to a relative shift of the
band energies on the two sides of the interface. Our DFT calculations show that the dipole of the Janus monolayer is almost unperturbed by the interface. Consequently, the shift in band alignment is determined by the intrinsic dipole of the Janus monolayer and therefore can be predicted to high accuracy. This important finding is a result of the inertness of the Janus monolayer and stands in contrast to existing methods that involve the formation of chemical bonds and complex charge transfer processes whose effects on the band energies are difficult to predict. Finally, we conducted a computational screening for new Janus monolayers and identified 47 (meta)stable candidates with a large range of out-of-plane dipole moments, providing great flexibility for tuning of band alignment.
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Engineering covalently bonded 2D layered materials by self-intercalation

Xiaoxu Zhao1,2,9, Peng Song2,9, Chengcai Wang7, Anders C. Riis-Jensen4, Wei Fu2, Ya Deng6, Dongyang Wan6, Lixing Kang7, Shoucong Ning4, Jiadong Dan1, T. Venkatesan1,7, Zheng Liu5, Wu Zhou1, Kristian S. Thygesen4, Xin Luo8,9, Stephen J. Pennycook9,10 & Kian Ping Loh2

Two-dimensional (2D) materials1–5 offer a unique platform from which to explore the physics of topology and many-body phenomena. New properties can be generated by filling the van der Waals gap of 2D materials with intercalants6–8; however, post-growth intercalation has usually been limited to alkali metals8–10. Here we show that the self-intercalation of native atoms11,12 into bilayer transition metal dichalcogenides during growth generates a class of ultraslim, covalently bonded materials, which we name ic-2D. The stoichiometry of these materials is defined by periodic occupancy patterns of the octahedral vacancy sites in the van der Waals gap, and their properties can be tuned by varying the coverage and the spatial arrangement of the filled sites12–16. By performing growth under high metal chemical potential14–15 we can access a range of tantalum-intercalated TaS(Se)x, including 25% Ta-intercalated Ta6S12, 33% Ta-intercalated Ta10S16, 66.7% Ta-intercalated Ta6Se12 (which forms a Kagome lattice) and 100% Ta-intercalated Ta9Se12. Ferromagnetic order was detected in some of these intercalated phases. We also demonstrate that self-intercalated V11S16, In11Se16 and Fe10S16 can be grown under metal-rich conditions. Our work establishes self-intercalation as an approach through which to grow a new class of 2D materials with stoichiometry- or composition-dependent properties.

Increased research into 2D materials has heralded a new branch of condensed matter physics concerned with the description of electrons in atomically thin structures. So far, research efforts have primarily focused on 2D monolayers1 and their hetero-stacked structures2, in which new properties can be engineered by generating superlattices of different moiré wavelengths. However, these hetero-stacked structures are currently produced by bottom-up methods that are low yielding and show poor reproducibility16. An alternative method of compositional tuning involves the intercalation of foreign atoms into the van der Waals gap that is sandwiched by the chalcogen atoms; this has been shown to induce pseudo 2D characteristics in bulk crystals and modify their electronic properties6,7. Depending on the interlayer stacking registries, the vdW gaps in transition metal dichalcogenides (TMDs) contain either octahedral and tetrahedral vacancies or trigonal-prismatic vacancies4, which provide docking sites for a diverse range of intercalants. Examples of successful intercalants include alkali metals8–10 such as Li, Na and K; transition metals17–21 such as Cu, Co, Ni, Fe and Nb; noble metals22–24 such as Ag, Au and Pt; as well as Sn and various organic molecules25–27. Charge transfer from the intercalants5–9 or increased spin–orbit coupling due to the presence of heavy atoms28,29 can enhance superconductivity30, thermoelectricity31 or spin polarization32. Intercalation is typically achieved using post-growth, diffusion-limited processes, either electrochemical or in the solid state. A well-defined intercalated phase with long-range crystalline order is difficult to obtain by such methods and usually requires harsh treatment conditions12,16–18. Moreover, an intercalation phase diagram that correlates the density and spatial distribution of the intercalated atoms with the mesoscopic properties of the intercalation compound is currently lacking. Compared with the intercalation of foreign atoms into a TMD, the intercalation of native atoms—those that are present in the TMD itself—has so far received little attention12,15,16. Such self-intercalated TMD compounds may exist as local energy minima in the region of the intercalation phase diagram in which a metal-rich stoichiometry is promoted by growth conditions involving metal atoms at high chemical potential. However, growth windows of TMDs using high metal chemical potentials have so far remained relatively unexplored12,16.

In this work, the growth of 2D TMDs using both molecular beam epitaxy (MBE) and chemical vapour deposition (CVD) methods was investigated under high metal chemical potentials. We discovered that—an independent of the growth method used—a metal-rich chemical potential promotes the self-intercalation of a metal (M) into MX.
or M₂X₃ layered 2D compounds (M, metal; X, chalcogen), producing covalently bonded MₓXₙ compounds. We term this class of materials ic-2D. Taking TaS₂ as an example, the intercalated Ta atoms occupy the octahedral vacancies in the vdW gap to form distinct topographical patterns, as verified by atomic resolution scanning transmission electron microscopy–annular dark field (STEM–ADF) imaging. By varying the ratio of intercalating atoms to octahedral vacancies in the vdW gap, we grew TaSₓ or Ta₆Se₆ films and quantified the extent of Ta-intercalation using δ, the percentage of initial total vacancy sites that are occupied by intercalated atoms. Our results indicate that self-intercalation is common to a broad class of vdW crystals, and it offers a powerful approach through which to transform layered 2D materials into ultrathin, covalently bonded ic-2D materials with ferromagnetic properties.

We first describe the self-intercalation of native atoms—that is, Ta—into a TaS₂ bilayer during MBE deposition on a silicon wafer, as a means to demonstrate the formation of an ic-2D film via octahedral vacancy filling of a 2D bilayer material. Wafer-scale Ta-intercalated TaS₂ bilayer films were grown on 2-inch, 283-nm Si/Si wafers in a dedicated MBE system. Ultra-pure Ta and S molecular beams were evaporated from an e-beam evaporator and a sulfur cracker cell equipped with a valve, respectively (Fig. 1a, b). We could routinely grow 2H-phase TaS₂ bilayer films using a high S chemical potential—that is, a Ta/Sₐ-S ratio of around 1:10 (Fig. 1a, Supplementary Fig. 1) for 3 h and a substrate temperature of 600 °C. When the Ta:S flux ratio was increased to 1:6 (Fig. 1b, c), the film became non-stoichiometric with respect to TaS₂, owing to the excess of Ta atoms. A fingerprint of the Ta-rich environment is the presence of Ta adatoms (Fig. 1d) occupying the centre of the honeycombs (Fig. 1e) or situated on top of the Ta sites (Fig. 1f) in the monolayer TaS₂ film, as observed by STEM when the growth was interrupted partway through (Supplementary Fig. 2). When Ta and S are continually supplied in the appropriate ratio, the Ta adatoms become embedded in the TaS₂ structure, occupying the octahedral vacancies between two S layers (Fig. 1g). The ic-2D crystals therefore have a sequential, Ta₇TaS₈Ta₉TaS₁₂Ta₁₀S₁₆-TaS₂-TaS₆-TaS₉-TaS₁₂ layer-by-layer growth mechanism; as such, multilayer or bulk-phase ic-2D crystals can be readily accessed simply by increasing the growth time. The thermodynamic stability of such intercalated phases was assessed using energy-composition phase diagrams generated through density functional theory (DFT) calculations (Fig. 1h). It was found that stoichiometric H-phase TaS₁₂ is formed only under S-rich conditions (when the chemical potential of S is larger than that of Ta and S₂). Various Ta-intercalated TaS₂ configurations—ranging from TaS₂ₓ (25% Ta intercalation) to TaS₆₆ (67.7% Ta intercalation)—entered a thermodynamically stable state.

Notably, a Ta:S flux ratio of approximately 1:6 produced a 3Ta × 3Ta superlattice of Ta atoms (Fig. 2a) sandwiched between two TaS₂ monolayers. The extent of intercalation (δ) was 33.3%, and the overall stoichiometry of the crystal became TaSₓ, as corroborated by both the real-space STEM image (Fig. 2b) and the corresponding fast Fourier transform (FFT) pattern (Fig. 2c). Image simulation and sequential STEM images capturing the diffusion of intercalated atoms showed that the periodically arranged bright spots in the STEM image were induced by the intercalation of Ta (Fig. 2d, Supplementary Information section 1). Supplementary Videos 1, 2). We also collected STEM cross-section images (Fig. 2e, f) to verify the existence of an intercalated Ta atomic layer in the vdW gap of ic-2D films grown by CVD.

The homogeneous Ta₇S₁₂ phase was grown directly on a 2-inch Si wafer (Supplementary Fig. 3). The Ta₇S₁₂ film was formed by the coalescence of nano-domain crystals (around 30 nm) separated by mirror twin boundaries or tilted grain boundaries (Supplementary Information section 2). The amorphous islands and gaps seen in the STEM images were attributed to the poor stability of Ta₇S₁₂ and to sample damage incurred during transfer. Energy dispersive X-ray spectroscopy (EDS) and electron energy loss spectroscopy (Supplementary Fig. 4) verified that the film was composed solely of Ta and S, with no foreign elements, and X-ray photoelectron spectroscopy (Supplementary Fig. 5) confirmed that the chemical stoichiometry agreed very well with Ta₇S₁₂. The Raman spectra of the film exhibited two prominent E₁₆ and A₁₅ peaks at 300 cm⁻¹ and 400 cm⁻¹, respectively, matching those of H-phase TaS₂ films. The fingerprint of the intercalation was a series of minor peaks in the 100 cm⁻¹ to 170 cm⁻¹ range (Supplementary Fig. 6), which were absent in pure H phase TaS₂ and are attributed to the covalent bonds between the intercalated Ta atoms and their octahedrally coordinated S atoms (Supplementary Fig. 7).

25% Ta-intercalated TaS₂ has a stoichiometry of Ta₇S₁₂, and was produced at a slightly lower Ta chemical potential than Ta₇S₁₂—corresponding to a Ta:S ratio of around 1:8. The intercalated Ta atoms occupy the octahedral vacancies in every 2Ta × 3S unit length, and this phase was distinguished by the square symmetry of the intercalated atomic lattice (Fig. 2g, k, Supplementary Fig. 8). When the Ta:S flux ratio was further increased to 1:5, a Ta₈S₁₆ phase (δ = 50%) was successfully grown (Fig. 2h). The intercalation concentration—the percentage of total vacancy sites that were occupied—was determined to be exactly 50% via atom counting (Supplementary Fig. 9). Notably, this phase is characterized by atomic chains that are interconnected over a short range, forming an overall glassy phase. Clear diffusive rings were observed in the proximity of the first-order FFT spots (Fig. 2i, Supplementary Fig. 10), confirming this short-range ordered structure. When the Ta:S flux ratio was further increased, the glassy phase was retained, but the short atomic chains became denser before fully evolving into a complete atomic plane when δ reached approximately 100% (Supplementary Fig. 11). The use of growth conditions intermediate between those that give rise to high-symmetry phases resulted in phase separations, and atomically sharp domain boundaries separating two high-symmetry phases were apparent (Supplementary Information section 3).

To verify that ic-2D films could be produced by methods other than MBE, we used CVD to grow self-intercalated Ta₆Se₆ crystals using excess Ta precursors. The crystal domains of these films were in the micrometre range—considerably larger than the nanosized domains grown by MBE (Supplementary Fig. 12). A typical Ta₆Se₆ crystal (δ = 66.7%) is depicted in Fig. 2i. Notably, it possesses a Kagome lattice belonging to the P6₃/mmm space group symmetry. A well-defined 3Ta × 3Ta periodic lattice can be unambiguously identified in the atomic-resolution STEM image (Fig. 2m, for the simulated image, see Supplementary Fig. 13). At even higher Ta chemical potential, we successfully synthesized the AA-stacked Ta₆Se₆ crystals (δ = 100%), in which the trigonal prismatic vacant sites in AA-stacked Ta₆Se₆ were fully occupied (Fig. 2j)–as seen from the top view (Fig. 2n) and side view (Fig. 2e, Supplementary Fig. 14) STEM images. By precisely controlling the metal:chalcogen ratio during growth, we can prepare a full range of Ta-intercalated Ta₆Se₆ or Ta₉S₁₆ compounds with intercalation levels ranging from 25% to over 100%, as verified by EDS (Supplementary Fig. 15, Supplementary Table 1).

In ic-2D films, the intercalated Ta atoms are octahedrally coordinated to the S cage, as opposed to the trigonal prismatic coordination that is adopted in pristine TaS₂. Charge transfer from the intercalated Ta atoms to the TaS₂ host layers creates new electron ordering and modifies the Ta d band splitting. Because the amount of charge transfer is dependent on the concentration of the intercalant, the system can be tuned. To investigate whether ferromagnetic order is present in the intercalated samples, magneto-transport measurements were carried out on MBE-grown Ta₇S₁₂ (δ = 33.3%) with a predominantly 2H stacking registry (Fig. 3a, Supplementary Fig. 16) and bilayer thickness (Supplementary Fig. 17). Figure 3c shows the temperature-dependent resistivity, in which a non-saturating upturn is observed below 30 K owing to the disorder-induced metal–insulator transition in the polycrystalline sample. Linear magnetoresistance up to 9 T is observed at low temperatures in Ta₇S₁₂ (Fig. 3d), owing to density and mobility fluctuations. The anomalous Hall effect (AHE) arises from the interplay of spin–orbit interactions and ferromagnetic order, and is...
a potentially useful probe of spin polarization. We observed AHE in Ta₇S₁₂ in addition to the linear ordinary Hall effect (OHE). Figure 3e shows a nonlinear Hall effect in the proximity of zero magnetic field and a linear OHE at high field. Although both multiband conduction and the AHE contribute to the nonlinear Hall effect, the observed linear OHE suggests single-carrier (hole) conduction in Ta₇S₁₂ and thus excludes multiband transport as the origin of the nonlinear Hall effect. After subtracting the linear OHE, anomalous Hall resistance of up to 0.75 Ω is observed at 1.5 K; this decreases with increasing temperature and disappears at 10 K, which is in line with Monte Carlo simulations based on the Ising model (Supplementary Fig. 18).

We performed DFT calculations in order to understand the origin of the magnetization in self-intercalated TaₓSᵧ phases with intercalation concentrations of 25%, 33.3%, 50%, 66.7% and 100%, as a function of the chemical potential of sulfur. Scale bars: d, 2 nm; e, f, 0.5 nm.

Fig. 1 | Self-intercalation in TaS₂ crystals. a, b, Schematic showing the growth of pristine TaS₂ (a) and self-intercalated Ta₇S₁₂ (b) by MBE under a low and a high Ta-flux environment, respectively. The lower Ta flux produces stoichiometric TaS₂, whereas a higher Ta flux generates a self-intercalated phase. c, Photographs of monolayer TaS₂ and bilayer Ta₇S₁₂ grown by MBE on a 2-inch SiO₂/Si wafer. d-f, Atomic-resolution STEM–ADF image of monolayer TaS₂ under Ta-rich conditions (d), showing an abundance of interstitial Ta atoms at the centre of honeycomb (e) or on top of the Ta site (f). In e, f, the corresponding atomic models are depicted on the right. g, Schematic depicting the layer-by-layer growth of self-2D crystals. h, Calculated formation energies of various self-intercalated TaₓSᵧ phases with intercalation concentrations of 25%, 33.3%, 50%, 66.7% and 100%, as a function of the chemical potential of sulfur.
and Fig. 3h, respectively. The states at the Fermi level comprise the prismatic-centred Ta\(d_{z^2}\) orbitals hybridized with the spin-up band of the \(d_{xy}\) orbital of the intercalated Ta. However, only the intercalated Ta atoms exhibit a net spin density, as illustrated in Fig. 3i, in which the top view spin density isosurface matches the shape of the \(d_{xy}\) orbital.

In addition, the non-magnetic 3\(a\)\(\times\)3\(a\) charge-density wave state of Ta\(_7\)S\(_{12}\) can be ruled out owing to its relative instability compared with the ferromagnetic state\(^4\). The existence of a magnetic moment correlates with a large degree of charge transfer between the intercalated Ta and the TaS\(_2\) layers. Strong charge transfer occurs when the proportion of intercalated Ta atoms is low, whereas charge transfer becomes relatively weak in a heavily intercalated (Fig. 3j) compound, in accordance with the calculated charge difference and the variation of Bader charge on the Ta atoms (Supplementary Fig. 22, Supplementary Table 2).

To investigate whether the self-intercalation phenomenon occurred for other TMDs, we performed a high-throughput DFT study of 48 different intercalated TMD bilayers, using a semi-automated workflow for maximal consistency and veracity\(^4\). Specifically, we considered TMDs of the transition metals Mo, W, Nb, Ta, Ti, Zr, Hf, V, Cr, Mn, Fe, Co, Ni, Pd and Pt, as well as Sn, and the chalcogens S, Se and Te (Fig. 4a) at \(\sigma\) values of 33.3% or 66.7%. Out of this set of TMDs, we observed that 14 bilayer configurations—Ti\(_7\)S\(_{12}\), Ti\(_7\)Se\(_{12}\), Ti\(_7\)Te\(_{12}\), Co\(_7\)S\(_{12}\), Co\(_7\)Se\(_{12}\), Co\(_7\)Te\(_{12}\), Nb\(_7\)S\(_{12}\), Nb\(_7\)Se\(_{12}\), Nb\(_7\)Te\(_{12}\), Mo\(_7\)S\(_{12}\), Mo\(_7\)Se\(_{12}\), Ta\(_7\)S\(_{12}\), Ta\(_7\)Se\(_{12}\) and Ta\(_7\)Te\(_{12}\) (highlighted by specific \(\sigma\) values and chalcogens in Fig. 4a and Supplementary Table 3 for magnetic moment)—develop ferromagnetic...
order upon self-intercalation, whereas their parental MX2 bilayers are nonferromagnetic. Notably, group V and group VI TMDs exhibit strong ferromagnetism after self-intercalation (Fig. 4b). MX2 bilayers that are intrinsically ferromagnetic—that is, VX2, CrX2, MnX2 and FeX2—retain ferromagnetism upon self-intercalation (highlighted by orange triangles in Fig. 4a). Among the 14 self-intercalated 2D ferromagnets that we generated, the formation energies of 12 of these—the two exceptions being MoS2 and MoSe2—were lower than or similar to those of the non-intercalated materials (Supplementary Figs. 23, 24), indicating that self-intercalation is energetically feasible.

To validate our theoretical predictions, we attempted to grow a wide variety of ic-2D materials (Fig. 4a). In this figure, blue triangles indicate that the self-intercalation can be experimentally realized11,12, whereas grey triangles indicate that intercalation was not successful under our experimental conditions. We succeeded in growing several ic-2D crystals—namely V11S16 (Fig. 4c, Supplementary Fig. 25), In11Se16 (Fig. 4d, Supplementary Fig. 26) and Fe_{x}Te_{y} (Fig. 4e, Supplementary Fig. 27)—by either CVD or MBE. The topological features and corresponding FFT patterns of these crystals are depicted in Fig. 4f–h. The intercalated V11S16 has a 2×2 superstructure, and the intercalation concentration was estimated at 75% (Fig. 4f). In_{x}Se_{y} also showed a 2×2 superstructure; however, in this case, the intercalated In atoms reveal a signature honeycomb structure (Fig. 4g). The crystal structure of self-intercalated Fe_{x}Te_{y} was complicated—additional Fe atoms were...
found to be intercalated into the atomic network of the pristine FeTe matrix as interstitials, because telluride-based TMDs offer the largest spacing between the host atoms. Upon intercalation, the Fe$_x$Te$_y$ phase reveals new symmetries, as confirmed by the emergence of superspots in the FFT pattern (Fig. 4h). A similar complex intercalation network was also observed in V$_x$Te$_y$ (Supplementary Fig. 28).

We have developed a robust method to engineer the composition of a broad class of TMDs, by means of self-intercalation with native metal atoms during growth. Because the main principle is the application of high chemical potential of metal atoms to provide the driving force for intercalation during growth, this technique should be compatible with most growth methods. The metal intercalants occupy octahedral vacant sites in the vdW gap, and distinct stoichiometric phases are produced depending on the levels of intercalation. High-throughput DFT simulations supported by growth experiments show that the self-intercalation method is applicable to a large class of 2D layered materials, thus enabling a library of materials with potentially new properties to be created from existing layered materials. Owing to the versatility with which the composition can be controlled, it is possible to tune—in one class of materials—properties such as ferromagnetism and the formation of spin-frustrated kagome lattices. The implication of this work is that bilayer (or thicker) TMDs can be transformed into ultrathin, covalently bonded 3D materials, with stoichiometry that can be tuned over a broad range by varying the concentration of the intercalants.
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Methods

Growth of self-intercalated TMD films by MBE

Ta-intercalated Ta$_x$S$_y$ films were grown in a dedicated MBE chamber (base pressure $<6 \times 10^{-10}$ mbar). Before growth, the 2-inch SiO$_2$ substrates were degassed in the same chamber at 500 °C for 2 h. Ultrapure Ta (99.99%, Goodfellow) and S powders (99.5% Alfa Aesar) were evaporated from a mini electron-beam evaporator and a standard sulfur valve cracker, respectively. The flux density of Ta was precisely controlled by adjusting the flux current. The temperature of the S cracker cell was maintained at 110 °C, and the flux density was controlled by the shutter of the cracker valve. The substrate temperature was maintained at 600–650 °C and the growth time was about 3 h for all thin films. Controlled growth of 25% Ta-intercalated Ta$_x$S$_y$, 33.3% Ta-intercalated Ta$_x$S$_y$, and 50% Ta-intercalated Ta$_x$S$_y$ films was achieved when the Ta/S ratio was set at around 1.9, around 1.6 and around 1.5, respectively. A slightly higher growth temperature facilitates the self-intercalation process. After growth, both Ta and S sources were turned off and the sample was further annealed for another 30 min before cooling to room temperature. In-intercalated In$_x$Se$_y$ samples were grown in a customized MBE chamber (base pressure $<5 \times 10^{-10}$ mbar). Before growth, the 1 cm x 1 cm SiO$_2$ substrate was degassed in the chamber at 600 °C for 1 h. Ultrapure In$_x$Se$_y$ powders (99.99%) and Se pellets (99.999%) were evaporated from a mini electron-beam evaporator and an effusion cell, respectively. The temperature of the Se effusion cell was set at 150 °C with a hot-lip at 220 °C. The substrate temperature was maintained at 400 °C and the growth time was about 2 h. Controlled growth of In$_x$Se$_y$ films was achieved when the In$_x$Se$_y$/Se ratio was set at around 1:3.

Growth of self-intercalated TMD films by CVD

Ta-intercalated Ta$_x$Se$_y$ crystals were grown by CVD. Before growth, the SiO$_2$ substrate was sequentially cleaned using water and acetone, followed by 5 min of O$_3$ plasma. The furnace was purged by 300 sccm standard cubic centimetres (scm) of Ar gas for 5 min. Se powders and mixed Ta/TeCl$_3$ powders were applied as precursors that were located upstream in a one-inch quartz tube. 40 sccm Ar and 10 sccm H$_2$ were used as a carrier gas. The samples were grown at 800 °C for 30 min. After growth, the sample was cooled down quickly in a continuous stream of Ar. Controlled growth of 66.7% Ta-intercalated Ta$_x$Te$_y$ and 100% Ta-intercalated Ta$_x$Se$_y$ was achieved when the content of Se powders and mixed Ta/TeCl$_3$ powders were $1g/15mg/35mg$ and $1g/30mg/3mg$, respectively. V-intercalated V$_x$S$_y$ crystals were grown by CVD. Before growth, the SiO$_2$ substrates were treated by the same method as indicated for the growth of Ta$_x$Se$_y$. Two quartz boats containing 0.5 g Se and 0.3 g VCl$_3$ were located upstream of the one-inch quartz tube to dispense the precursors. The carrier gas was 40 sccm Ar together with 10 sccm H$_2$. The sample was grown at 600 °C for 30 min. After growth, the sample was cooled quickly under the protection of 100 sccm Ar.

Sample characterization

X-ray photoelectron spectroscopy was performed using a SPECS XR 50 X-ray Al Kα (1,486.6 eV) source with a pass energy of 30 eV. The chamber base pressure was lower than $8 \times 10^{-10}$ mbar. Raman spectra were collected at room temperature using the confocal WiTec Alpha 300R Raman Microscope (laser excitation, 532 nm).

STEM sample preparation, image characterization and image simulation

The as-grown TMD films were transferred via a poly (methyl methacrylate) (PMMA) method under the protection of graphene. A continuous graphene film was coated on fresh Ta$_x$S$_y$ film to prevent the surface oxidation via a conventional PMMA method. Subsequently, graphene/Ta$_x$S$_y$ composites were immersed in 1 M KOH solution to detach the PMMA/Ta$_x$S$_y$ composite from the SiO$_2$ substrate, followed by rinsing in deionized water. The PMMA/graphene/Ta$_x$S$_y$ film was then placed onto a Cu quantifoil TEM grid that was precoated with a continuous graphene film. The TEM grid was then immersed in acetone to remove the PMMA films. Atomic-resolution STEM-ADF imaging was performed on an aberration-corrected JEOL ARM200F, equipped with a cold field-emission gun and an ASCOR corrector operating at 60 kV. The convergence semiangle of the probe was around 30 mrad. Image simulations were performed with the QSTEM package assuming an aberration-free probe with a probe size of approximately 1 Å. The collection angle for high-angle annular dark-field imaging was between 81 and 280 mrad and for medium angle annular dark-field imaging was from 30 to 110 mrad. The phonon configurations were set at 30 with defocus value of 0. The STEM-EDS were collected and processed in an Oxford Aztec EDS system.

Device fabrication and measurements

MBE-grown Ta$_x$S$_y$, and CVD-grown Ta$_x$Se$_y$ were selected to fabricate Hall-bar devices using e-beam lithography and e-beam evaporation of Ti/Au (2/60 nm). The MBE-grown Ta$_x$S$_y$ film was then etched into Hall-bar geometry using deep reactive-ion etching. The final devices were encapsulated with hexagonal boron nitride flakes using a dry-transfer method in the glovebox (both O$_2$ and H$_2$O less than 1 ppm), to avoid the degradation of Ta$_x$S$_y$ and Ta$_x$Se$_y$ under ambient conditions. Low-temperature transport measurements were carried out in an Oxford Teslatron system. All resistances were derived from four-terminal measurements using an SRS830 lock-in amplifier, with a constant excitation current of 1 μA.

DFT calculations

First-principles calculations based on DFT were implemented in the plane wave code VASP using the projector-augmented wave potential approach. For the exchange and correlation functional, both the local density approximation and the Perdew–Burke–Ernzerhof (PBE) electronic structure code GPAW were calculated using density functional perturbation theory with the local density approximation and the Perdew–Burke–Ernzerhof (PBE) parameter of $6.0 \text{ Å}^{-1}$ was used for geometry optimization. For thin-film calculations, a vacuum thickness of 20 Å was added in the slab to minimize the interaction between adjacent cell images. Geometry optimization was performed with the maximum force convergence criterion of 0.003 eV Å$^{-1}$. To treat the strong on-site Coulomb interactions of localized Ti d orbitals, we used Dudarev’s approach with an effective U parameter of $U_{\text{eff}} = 3.0$ eV. The zone centre phonon modes were calculated using density functional perturbation theory with the local density approximation functionals.

High-throughput DFT calculations

These were carried out with the electronic structure code GPAW following a semi-automated workflow for maximal consistency and accuracy. The relaxations of the self-intercalated bilayers were done on a Monkhorst-Pack grid with a k-point density of 6.0 Å$^{-1}$ using the PBE$^*$ and BEEF-vdw functionals$^{18}$ for describing exchange-correlation effects. A vacuum of 15 Å was used in the out-of-plane direction to avoid non-physical periodic interactions. The plane-wave expansion was cut off at 800 eV. All systems were relaxed until the maximum force on any atom was 0.01 eV Å$^{-1}$ and the maximum stress on the unit cell was 0.002 eV Å$^{-3}$. All systems were calculated in the intercalated structure with both a spin-paired calculation and a spin-polarized calculation. If the total energy of the spin-polarized structure was found to be more than...
0.01 eV per atom lower than the spin-paired structure, the structure was concluded to be magnetically more stable than its non-magnetic counterpart. The atomic structures of calculated self-intercalated TMDs (33.3% and 66.7% intercalation concentration) are presented in Supplementary Fig. 29, in which the polymorphism of single-layer MoX$_2$, WX$_2$, NbX$_2$, and TaX$_2$ (X = S, Se and Te) reveals an H-phase, whereas the rest of the TMDs are T-phase, adopting an AA stacking polytype. MoX$_2$ and WX$_2$ adopt the AA$'$ stacking order whereas NbX$_2$ and TaX$_2$ adopt AB$'$ stacking. All intercalants occupy the octahedral vacancies in the vdW gap.

Data availability
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## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>N Dimensional</td>
</tr>
<tr>
<td>BSE</td>
<td>Bethe-Salpeter Equation</td>
</tr>
<tr>
<td>C2DB</td>
<td>Computational 2D Materials Database</td>
</tr>
<tr>
<td>DFT</td>
<td>Density Functional Theory</td>
</tr>
<tr>
<td>CVD</td>
<td>Chemical Vapor Deposition</td>
</tr>
<tr>
<td>CBM</td>
<td>Conduction Band Minimum</td>
</tr>
<tr>
<td>FD</td>
<td>Finite Difference</td>
</tr>
<tr>
<td>GGA</td>
<td>Generalized Gradient Approximation</td>
</tr>
<tr>
<td>GPAW</td>
<td>Grid-based Projector-Augmented Wave method</td>
</tr>
<tr>
<td>HOMO</td>
<td>Highest Occupied Molecular Orbital</td>
</tr>
<tr>
<td>IQE</td>
<td>Internal Quantum Efficiency</td>
</tr>
<tr>
<td>LCAO</td>
<td>Linear Combination of Atomic Orbitals</td>
</tr>
<tr>
<td>LCAOS</td>
<td>Linear Combination of Atomic Orbitals Scissors-operator</td>
</tr>
<tr>
<td>LDA</td>
<td>Local Density Approximation</td>
</tr>
<tr>
<td>MBE</td>
<td>Molecular Beam Epitaxy</td>
</tr>
<tr>
<td>MW</td>
<td>Mott-Wannier</td>
</tr>
<tr>
<td>NC</td>
<td>Norm Conserving</td>
</tr>
<tr>
<td>PCE</td>
<td>Power Conversion Efficiency</td>
</tr>
<tr>
<td>PBE</td>
<td>Perdew-Burke-Ernzerhof</td>
</tr>
<tr>
<td>PW</td>
<td>Plane-Wave</td>
</tr>
<tr>
<td>QEH</td>
<td>Quantum Electrostatic Heterostructure</td>
</tr>
<tr>
<td>RPA</td>
<td>Random Phase Approximation</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>SBH</td>
<td>Schottky Barrier Height</td>
</tr>
<tr>
<td>TMD</td>
<td>Transition Metal Dichalcogenide</td>
</tr>
<tr>
<td>VBM</td>
<td>Valence Band Maximum</td>
</tr>
<tr>
<td>vdWH</td>
<td>van der Waals Heterostructure</td>
</tr>
</tbody>
</table>
We will start our discussion by taking our starting point around eq. 2.19 where we defined the expectation value of the atomic energy levels in term of the smooth wave functions and the transformed Hamiltonian. When calculating the expectation value of the electronic density, we do this from the single-particle wave function:

\[ n = \sum_n f_n |\psi_n|^2. \]  

(B.1)

Note that as in the main text we omit the notation of the real-space coordinate \( r \). In basis of the real space projectors \( |s\rangle \) this can be written as:

\[ n = \sum_n f_n \langle \psi_n || s \rangle \langle s || \psi_n \rangle. \]  

(B.2)

As mentioned in the main text, to ease the computational difficulties the frozen core approximation is typically applied. This means that the expectation value must be split into a term calculating the (system independent) expectation value for the frozen core orbitals and the free valence wave functions:

\[ n = \sum_n f_n \langle \psi_n || s \rangle \langle s || \psi_n \rangle + \sum_n f_n \langle \tilde{\psi}_n || s \rangle \langle s || \tilde{\psi}_n \rangle. \]  

(B.3)

where we have specifically denoted the core orbitals as \( \psi_n^c \) and the summations now run over core and valence states separately. The first term is part of the atomic basis setup. The last term is numerically easier to evaluate with the smooth wave functions and we therefore apply the transformation to the expectation value as we did in eq. 2.19:

\[ n = \sum_n \langle \psi_n^c || s \rangle \langle s || \psi_n^c \rangle + \sum_n f_n \langle \tilde{\psi}_n || \hat{T}^a || s \rangle \langle s || \tilde{\psi}_n \rangle. \]  

(B.4)

We now split the transformation operator \( \hat{T} \) as in the main text: \( \hat{T} = (1 + \hat{T}^a) \), however before we insert this in expression above we realise that, since the smooth wave function can be expanded as a linear combinations of partial waves with coefficients \( \tilde{p}_i^a \), \( \tilde{\phi}_i^a \) and \( \bar{\tilde{p}}_i^a \) must constitute a complete set, so can the transformation operator confined to the augmentation sphere:

\[ \hat{T}^a = \sum_i \hat{T}^a || \tilde{\phi}_i^a \rangle \langle \tilde{\phi}_i^a ||. \]  

(B.5)
Now, since $|s\rangle$ simply maps any state $\langle \psi || s \rangle \rightarrow \psi$ by inserting this and the above form of the transformation operator we immediately find that we get two terms, as we would expect. These are simply the core- and (smooth) valence densities respectively:

$$\sum_{n}^{\text{core}} |\psi_n^c|^2 + \sum_{n}^{\text{val}} f_n |\tilde{\psi}_n|^2$$ plus a correction term that in fact includes the projector function overlaps: $P_{i,n} = \langle \tilde{p}_i^a || \tilde{\psi}_n \rangle$. By carefully caring out the analysis of the remaining terms one finds that the final expression for the expectation value of the electronic density take the following form:

$$n = \sum_{n}^{\text{core}} |\psi_n^c|^2 + \sum_{n}^{\text{val}} f_n |\tilde{\psi}_n|^2 + \sum_{n,i_1,i_2} f_n \langle \tilde{\psi}_n || \tilde{p}_{i_1}^a \rangle \langle \tilde{p}_{i_2}^a || \tilde{\psi}_n \rangle \left( \phi_{i_1}^a \phi_{i_2}^a - \tilde{\phi}_{i_1}^a \tilde{\phi}_{i_2}^a \right) \quad (B.6)$$

where we have used the expansion of the smooth wave functions into partial waves in eq. 2.21 and we notice that $D_{i_1,i_2}^a = f_n \langle \tilde{\psi}_n || \tilde{p}_{i_1}^a \rangle \langle \tilde{p}_{i_2}^a || \tilde{\psi}_n \rangle$. This gives the form of the electronic density within the PW mode in GPAW from the smooth wave functions.
In the following is presented the generalized state-dependent (k-point, band) within the PW formalism of GPAW, for example, but not limited to, improve the description of interlayer orbital hybridisation of van der Waals heterostructures. This is done by finding an analytical expression for the correction to the DFT Hamiltonian to obtain the desired eigenvalue correction for each state, which here is taken to be the difference between the GGA and G0W0 eigenvalues for each freestanding monolayer. To do this we consider the evaluation of the eigenvalues from the GPAW Hamiltonian, eq. 2.26:

\[ \epsilon_{nk} = \langle \tilde{\psi}_{nk} | \hat{H} | \tilde{\psi}_{nk} \rangle, \]  

(C.1)

with \( \tilde{\psi}_{nk} \) being the pseudo wave function with band index (n) and k-point index (k). It follows that, adding a correction \( M_{i_1 i_2}^a \) to eq. 2.27, will give a correction to the eigenvalues corresponding to:

\[ \Delta \epsilon_{nk} = \sum_{i_1, i_2} \langle \tilde{\psi}_{nk} | \tilde{P}_{i_1}^a \rangle M_{i_1 i_2}^a \langle \tilde{P}_{i_2}^a | \tilde{\psi}_{nk} \rangle, \]  

(C.2)

or defining the expansion coefficients: \( P_{nkj}^a = \langle \tilde{\psi}_{nk} | \tilde{P}_j^a \rangle \) we get:

\[ \Delta \epsilon_{nk} = \sum_{i_1, i_2} P_{nk i_1}^a M_{i_1 i_2}^a \left( P_{nk i_2}^a \right)^*. \]  

(C.3)

We now seek a generalized form of \( M_{i_1 i_2}^a \). For each of the 2D layers in the van der Waals heterostructure we want to apply a correction to each state (band and k-point), corresponding to the difference between the PBE eigenvalue and the G0W0 quasi-particle energy for the freestanding monolayer. For each layer we will denote this by: \( \Delta E_{nk}^d = E_{nk}^{GW} - E_{nk}^{GGA} \), where \( d \) is the layer index, and the corrections for each state in the van der Waals heterostructure is then the collection of the corrections to all layers:
\[ E_{nk} = \sum_d P_{nk}^d E_{nk}^d, \] where \( P_{nk}^d \) is the mapping between the states in each monolayer and the states in the van der Waals heterostructure. To find \( M_{i_1i_2}^a \) we start out by minimising the (squared) error (to be denoted \( \Omega \)) between the actual corrections contributed by \( M_{i_1i_2}^a \) in the Hamiltonian, eq. C.3, and the desired corrections, \( \Delta E_{nk} \):

\[
\Omega = \sum_{nk} \sum_a \left[ P_{nki_1}^a M_{i_1i_2}^a \left( P_{nki_2}^a \right)^* - \Delta E_{nk} \right]^2.
\] (C.4)

Differentiating \( \Omega \) with respect to \( M_{i_1i_2}^a \) and equalling zero, simplifying, and rearranging this can be put on the form:

\[
\sum_{nk} \left( P_{nki_1}^a \right)^* P_{nki_2}^a \Delta E_{nk} + \text{c.c.} = \sum_{nk} \sum_a M_{i_1i_2}^a P_{nki_1}^a \left( P_{nki_2}^a \right)^* \left( P_{nki_1}^a \right)^* P_{nki_2}^a + \text{c.c.},
\] (C.5)

where \( \text{c.c.} \) denotes the complex conjugate. This equation only involves the difference in PBE eigenvalues and G0W0 quasi-particle energies for each monolayer and the expansion coefficients from which \( M_{i_1i_2}^a \) can be determined, by inverting the equation for each set \((i_1, i_2, a)\) to determine \( M_{i_1i_2}^a \).
In fig. D.1 is shown the BSE absorption spectrum for freestanding monolayer MoS$_2$ within the Tamm-Dancoff approximation (black) and without invoking the Tamm-Dancoff approximation (grey). The calculations is carried out without including spin-orbit effects and only excitations from the two highest valence bands to the two lowest conduction bands are considered. The absorption spectrum is calculated with respect to the G0W0 quasi-particle band gap. In agreement with previous observations [108], we find a negligible difference for the absorbance with/without the Tamm-Dancoff approximations with an overall slightly higher oscillator strength within the Tamm-Dancoff approximation. Overall, the result in fig. D.1 shows the small effect of the off-diagonal coupling terms in the full BSE Hamiltonian between the positive energy and negative energy excitations, and thus validates the use of this approximation, at least for 2D TMD monolayers. To underline the computational advantage of employing the Tamm-Dancoff approximation, we list some computation details. We stress that both the full BSE calculation and the BSE calculation within the Tamm-Dancoff approximation has been run on the same number of cores for the k-point and pair-orbital decomposition. For the full BSE calculation the BSE Hamiltonian consists of 59904 pair orbitals and took 27 hours to complete. Within the Tamm-Dancoff approximation the number of pair orbitals is reduced to 14976 and the computational time is reduced by over a factor of 10; to about 2½ hours. Note the reduction of the number of pair orbitals exactly equals a factor of 4 as expected since we only consider the $\{vc\}$ entry of the wo-particle BSE Hamiltonian within the Tamm-Dancoff approximation. These computational details excellently shows the reduced size of the BSE Hamiltonian within the Tamm-Dancoff approximation (as explained in the main text in chapter 3), and the non-linear relation between the computational time required to diagonalise a matrix and the size of the matrix.
Figure D.1: Absorption spectrum of monolayer MoS$_2$ calculated within the BSE approximation. The BSE eigenvalues are evaluated for the excitations from the two highest valence bands to the two lowest conduction bands without the effect of spin-orbit coupling. This is done within the Tamm-Dancoff approximation (black) and without invoking the Tamm-Dancoff approximation (grey). The spectrum is calculated with respect to the G0W0 quasi-particle band gap.
In this appendix we briefly explore the idea that accurate G0W0 quasi-particle ionisation potentials and electron affinity energies can be computationally feasible obtained by combing the PBE band gap center with the GLLBSC electronic band gap size. As shown in chapter 5, while the PBE functional significantly underestimates the electronic band gap, compared to the quasi-particle band gap calculated with the G0W0 approximation, it accurately predicts the center of the electronic band gap with respect to the vacuum energy. On the other hand the GLLBSC (which includes the derivative discontinuity in its estimate of the electronic band gap), provides a on average good description of the size of the electronic band gap, but fails to predict the exact position of the ionisation potential and electron affinity level accurately. Thus the knowledge of the PBE band gap center and the GLLBSC band gap size could potentially give a good description of the G0W0 quasi-particle band edges. In fig. E.1 (left) we plot the difference between the G0W0 ionisation potential and the PBE VBM in blue and similarly the difference between the G0W0 electron affinity and the PBE CBM. This is done for all materials in the C2DB where a G0W0 calculation have been performed. On the right plot of fig. E.1 we plot the same difference, where the PBE band edges have been symmetrically shifted according the difference between the PBE and the GLLBSC electronic band gaps. Comparing the PBE band edge energies with G0W0 quasi-particle electron ionisation and electron affinity energy, we find that this overestimates (underestimates) the ionisation energy (electron affinity) by on average around 1 eV (0.7 eV) with a significant standard deviation of the ionisation potential up to more than 1 eV. Including the shift of the PBE band edges defined by the GLLBSC electronic band gaps found to significantly improve the description of the ionisation potential and electron affinity energies. Including this shift the ionisation potential (electron affinity) is centered around -0.3 eV (-0.1 eV) with standard deviations less than 0.6 eV. While this method is not suitable to provide accurate predictions of single systems, it can with advantage be used in larger screening studies where accurate many-body calculations cannot be afforded to be carried out.
Figure E.1: Left: Difference between the G0W0 ionisation potential and the PBE VBM in blue ($\Delta\Phi_{iz}$) and similarly the difference between the G0W0 electron affinity and the PBE CBM in red ($\Delta\Phi_{af}$). Right: same as left, where the PBE band edges have been symmetrically shifted according the difference between the PBE and the GLLB-SC electronic band gaps.
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