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Summary (English)

Multiple Sclerosis (MS) is a chronic disease of the central nervous system char-
acterized by disseminated neuroinflammation and neurodegeneration, and it is
one of the primary causes of disability in young adults worldwide. The com-
bination of neuroinflammation and neurodegeneration leads to the formation
of multiple focal lesions and marked brain atrophy which also includes deep
gray matter structures. Magnetic resonance imaging (MRI) is more sensitive
in detecting disease activity than clinical assessment, and it is the primary tool
to detect cerebral lesions and morphological changes in the brain of MS pa-
tients. Manually labeling lesions and various brain structures is time consuming
and prone to inter- and intra-rater variability. Therefore there is a strong need
for automatic tools that jointly segment white matter lesions and various neu-
roanatomical structures. Although in recent years a lot of progress has been
made in the development of methods for the segmentation of brain structures,
and in particular, the segmentation of white matter lesions, current approaches
fall well below the threshold of what is required in the clinic.

This thesis describes segmentation methods that try to bridge the gap between
research and clinical applications in MS. In the first part of this thesis, we devel-
oped a method for simultaneously segmenting various neuroanatomical struc-
tures and white matter lesions from MRI scans of MS patients. By using sepa-
rate models for anatomical shapes and MRI appearance, the method is adaptive
to differences in scanners and MRI sequences. We validated the method on four
datasets, showing robust performance in white matter lesion segmentation while
simultaneously segmenting 41 brain structures. In the second part of this thesis,
we extended this method to handle longitudinal scans. The method inherits all
the properties of the cross-sectional method is built upon, and it has no require-
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ments on the number and timing of longitudinal follow-up scans. Furthermore,
the method produces more reliable segmentations and detects disease effects
better than its cross-sectional counterpart.



Summary (Danish)

Multipel sklerose (MS) er neuroinflammatorisk og neurodegenarativ sygdom,
der påvirker centralnervesystemet. Det er en af de primære årsager til handikap
hos unge voksne over hele verden. MS er karakteriseret ved dannelsen af læsio-
ner i hjernen og markeret atrofi i den grå substans’ dybe strukturer. Magnetisk
resonans-scanning (MR-scanning) er mere følsom hvad angår opdagelsen af syg-
domsaktivitet, end klinisk vurdering — MR-scanning er det primære værktøj til
at opdage cerebrale læsioner og morfologiske ændringer i MS-patienters hjerner.
Manuel mærkning af læsioner og andre forskellige hjernestrukturer er tidskræ-
vende, og er tilbøjelig til variabilitet jf. inter- og intraobservatører. Derfor er der
et stort behov for automatiske værktøjer, der i fællesskab segmenterer “white
matter lesions” samt forskellige neuroanatomiske strukturer. I løbet af de se-
neste år ser man dog en masse fremskridt ift. udviklingen af metoder, der kan
segmentere hjernestrukturer, og i særdeleshed, segmenteringen af white matter
lesions. De nuværende tilgange kan slet ikke leve op til hvad, der kræves på
klinikken.

Denne afhandling beskriver segmenteringsmetoder, der forsøger at bygge bro
mellem forskningen og den kliniske anvendelse ift. MS. I første del af denne
afhandling udviklede vi en metode, der kan segmentere forskellige neuroana-
tomiske strukturer, samtidigt med white matter lesions fra MR-scanninger på
MS-patienter. Ved at bruge forskellige modeller til anatomiske former og MR-
udseende, så er metoden tilpasselig til de forskelle, der måtte være mellem scan-
nere og MR-sekvenser. Vi validerede metoden via fire datasæt, der viste robust
ydeevne ift. white matter lesion-segmentering, hvor den samtidig segmenterede
41 hjernestrukturer. I anden del af denne afhandling udvidede vi denne metode
til at kunne håndtere længerevarende scanninger. Denne metode arver alle den
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krydssektionelle metodes egenskaber, som den er opbygget af, og har ingen krav
til de længerevarende opfølgningsscanningers antal eller timing. Derudover ska-
ber metoden flere pålidelige segmenteringer og opdager sygdomseffekter bedre
end dens krydssektionelle modstykke.
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Chapter 1

Introduction

Multiple Sclerosis (MS) is an inflammatory autoimmune disease of the central
nervous system characterized by sporadic attacks to the myelin sheaths protect-
ing the axon, causing inflammation and scar tissues in the brain. MS typically
affects individuals between the ages of 20 and 40 and is one of the most common
causes of non-traumatic disability among young adults (Rosati, 2001). Approx-
imately 2.5 million people worldwide are affected by the disease (Goldenberg,
2012), leading to a cost of 10 billion dollars in the USA healthcare system
alone (Adelman et al., 2013).

Magnetic resonance imaging (MRI) assists clinicians in diagnosing MS and
tracking disease progression, and it is the primary tool used to detect white
matter lesions (Bakshi et al., 2008; Lövblad et al., 2010). Furthermore, MRI
has been used to detect atrophy patterns in deep gray matter structures, occur-
ring at a faster rate in MS patients than healthy controls (Barkhof et al., 2009;
Geurts et al., 2012; Azevedo et al., 2018).

Manually labeling white matter lesions and brain structures is time-consuming
and prone to inter- and intra-rater variability. Furthermore, subtle changes over
time in the size and the spatial pattern of lesions as well as atrophy patterns
across different brain structures are extremely difficult to delineate manually.
Especially with the number of MRI scans acquired each year increasing dramat-
ically (Smith-Bindman et al., 2008), there is a strong need for fully automatic
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tools that can jointly quantify morphological changes in lesions and various brain
structures. Such tools will create opportunities for clinicians and researchers to
track disease progression, monitor treatment efficacy, and better understand the
underlying disease mechanisms.

Although several automatic methods have been developed over the last years,
many of these methods has weaknesses that limit their applicability in clinical
practice. In particular, these methods often work on a narrow range of MRI
sequences and scanners; they usually segment few neuroanatomical structures
or cannot accurately track morphological changes over time. Furthermore, only
a few methods have been made publicly available.

This thesis focuses on developing computational models for the segmentation
of anatomical brain structures and white matter lesions in MS patients. These
models aim at overcoming the limitations of current segmentation approaches
in MS, bridging the gap between research studies and clinical applications.

1.1 Contributions

For Paper A, we developed a contrast-adaptive method for simultaneously seg-
menting white matter lesions and dozens of brain structures in MS patients. An
example of a segmentation produced by the method is shown in Fig. 1.1. By
using separate models for anatomical shapes and MRI appearance, the method
can adapt to data acquired with different scanners and imaging protocols. The
method was validated on four different datasets, obtaining robust white matter
lesion segmentation performance while segmenting 41 other structures. Fur-
thermore, we validated its contrast-adaptiveness and its ability to detect known
differences between healthy controls and MS patients.

In Paper B, we extended the method of Paper A to handle longitudinal scans. An
example result produced by the method is shown in Fig. 1.2. The method simul-
taneously tracks lesion evolution and atrophy patterns of various neuroanatomi-
cal structures, and it does not make any assumptions on the number and timing
of longitudinal follow-up scans. To the best of our knowledge, this is the first
method that has all of these properties. Preliminary results show improvements
in test-retest reliability and in detecting longitudinal group differences compared
to its cross-sectional counterpart.

In Paper C, we validated the longitudinal method proposed in Paper B: we
described the method in more detail, conducted more extensive experiments on
different datasets, and tuned the model’s hyperparameters better.
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Fig. 1.1: Segmentation of white matter lesions and 41 different brain structures
produced by the method proposed in Paper A on T1w and fluid-
attenuated inversion recovery (FLAIR) scans. From left to right:
sagittal, coronal, and axial view. From top to bottom: T1w, FLAIR,
and automatic segmentation.

Fig. 1.2: Whole-brain and white matter lesion segmentations produced by the
method proposed in Paper B and Paper C on longitudinal T1w and
FLAIR scans.
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Lastly, we incorporated the methods proposed in these papers into the open-
source neuroimaging software suite FreeSurfer (Fischl, 2012) and made avail-
able a documentation of the code at https://surfer.nmr.mgh.harvard.edu/
fswiki/Samseg .

1.2 Overview of the thesis

The rest of the thesis is structured as follows:

� Chapter 2 gives an overview of existing segmentation methods in MS brain
imaging. It first describes the main challenges of segmenting MRI scans
of MS patients. Then, it outlines current approaches for segmenting white
matter lesions and for segmenting brain structures by using lesion-filling
techniques. Next, it gives a short overview of current longitudinal segmen-
tation approaches. Finally, it summarizes the main limitations of existing
methods.

� Chapter 3 describes the segmentation method that has been developed
in Paper A. It first summarizes the whole-brain segmentation method we
built upon. Then, it introduces the additional components of the model
for modeling lesions and how to obtain automated segmentations within
this model. Lastly, it outlines the main experiments and findings of the
paper and discusses potential improvements.

� Chapter 4 describes the longitudinal method developed in Paper B and
Paper C. It then summarizes the main results obtained with this method.
Finally, it discusses the advantages and disadvantages of the proposed
longitudinal method.

� Chapter 5 summarizes the main contributions of this thesis. It then dis-
cusses possible future directions based on the work presented in this thesis.

https://surfer.nmr.mgh.harvard.edu/fswiki/Samseg
https://surfer.nmr.mgh.harvard.edu/fswiki/Samseg


Chapter 2

Overview of segmentation
methods for MRI scans of

MS patients

This chapter provides an overview of some of the existing approaches for seg-
menting white matter lesions and brain structures from MRI scans of MS pa-
tients. This overview should not be considered a complete list of all the existing
methods in the literature; rather, it aims to outline the main approaches for
solving the segmentation task.

This chapter is constructed as follows:

� We first introduce the task of segmenting white matter lesions and describe
the main challenges.

� We then outline some of the approaches for segmenting these lesions.

� Next, we describe how to obtain whole-brain segmentation from MRI scans
of MS patients and the use of lesion-filling techniques.

� We then give a short overview of current longitudinal segmentation ap-
proaches.
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Fig. 2.1: Example of different sequences acquired from the same MS patient.
From left to right: T1w, T2w, FLAIR, T1 contrast-enhanced (T1c),
and proton density (PD) sequence. White matter lesions appear as
hypointense abnormalities in T1w sequences and as hyperintense ab-
normalities in T2w, FLAIR, and PD sequences. In T1c sequences,
instead, active lesions appear as hyperintense abnormalities while
non-active lesions appear as hypointense abnormalities. The MRI
scans shown in this figure are from the publicly available dataset of
the MSSEG2016 challenge (Commowick et al., 2018).

� Finally, we highlight the main limitations of the current approaches in the
literature.

2.1 Segmenting white matter lesions from MRI
scans

Segmenting white matter lesions from MRI scans is a challenging task. Lesion
intensity profiles vary greatly depending on the MRI sequences. For example, in
Fig. 2.1 we show five different image sequences acquired during the same MRI
session from an MS patient. Lesions usually appear as hypointense abnormalities
in T1w sequences and as hyperintense abnormalities in T2w, fluid-attenuated
inversion recovery (FLAIR), and proton density (PD) sequences. In T1 contrast-
enhanced (T1c) sequences, instead, active lesions appear as hyperintense abnor-
malities while non-active lesions appear as hypointense abnormalities. Some
of the lesions are only visible in specific contrasts, with some sequences having
more defined lesion contours and some presenting more diffuse lesions with fuzzy
boundaries. Furthermore, lesions have different intensity profiles depending on
which scanner and sequence properties have been used to acquire the data. For
example, in Fig. 2.2 T1w and FLAIR scans were acquired for four different MS
patients with four different scanner platforms, with lesions that look different
in each scan.
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Fig. 2.2: Example of T1w and FLAIR scans of MS patients acquired with four
different scanner platforms. The MRI scans shown in this figure are
from the publicly available datasets of the ISBI2015 challenge (Carass
et al., 2017) and MSSEG2016 challenge (Commowick et al., 2018).

As already mentioned in Chapter 1, manually delineating lesions in MRI scans
is time-consuming and prone to inter- and intra-rater variability. For example,
Fig. 2.3 shows manual lesion delineations on the same FLAIR scans from seven
raters of the MSSEG challenge (Commowick et al., 2018). The delineations vary
greatly between raters; Some raters segment almost all the voxels that appear
hyperintense in the image, while other raters are more conservative in detecting
lesions. Even if we do not consider inter- and intra-rater variability as a primary
problem, the number of acquired scans in the last years has been growing expo-
nentially (Smith-Bindman et al., 2008), make it unfeasible for manual raters to
delineate all these scans.

With these premises, there is a strong need for an automatic tool that can
segment lesions on any MRI scan with performance on par with – and possibly
greater than – inter- and intra-rater agreement. In the following, we give a
general overview of the current approaches for segmenting white matter lesions.
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Fig. 2.3: Example of lesion delineations by seven different raters of the
MSSEG2016 challenge (Commowick et al., 2018) on the same FLAIR
scan. Lesions are delineated differently by each rater, resulting in a
large inter-rater variability.

2.2 Methods for white matter lesion segmenta-
tion

There have been numerous works in the last decades aiming to develop auto-
matic white matter lesion segmentation methods. We here outline the main
approaches and refer the reader to the many reviews available in the litera-
ture (Lladó et al., 2012b; García-Lorenzo et al., 2013; Danelakis et al., 2018;
Kaur et al., 2020; Zeng et al., 2020). In the following, we grouped the seg-
mentation approaches in two main categories: discriminative and generative
models.

Let us assume that we are given image intensities D of an MRI scan – possibly
multi-modal. The task of segmenting white matter lesions can be formulated as
obtaining the best binary lesion label z from D .

Discriminative models aim at directly encoding the relationship between image
intensities and lesion labels, effectively modeling the conditional distribution
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p(zjD ). These models are typically trained on pairs f D n ; zn gN
n of N training

data, where the parameters of the model are learned to best predict lesion labels
f zn gN

n directly from training images f D n gN
n . Discriminative models have been

used in the literature for segmenting white matter lesions, for example, in the
form of a random forest classifier (Geremia et al., 2011), conditional random
fields (Karimaghaloo et al., 2013) or probabilistic boosting trees (Wels et al.,
2008; Morra et al., 2008). Recently, Convolutional Neural Networks (CNNs)
trained on lesion masks have been the most popular choice of discriminative
model, with many implementations achieving competitive lesion segmentation
performance on publicly available datasets (Brosch et al., 2016; McKinley et al.,
2016; Valverde et al., 2017; Aslani et al., 2019). However, discriminative mod-
els are greatly affected by changes in the imaging protocol, with segmentation
performance that often degrades when the testing data differs from the train-
ing data (García-Lorenzo et al., 2013; Commowick et al., 2018; Valverde et al.,
2019). For example, in Fig. 2.4 we show lesion overlaps against manual seg-
mentations for the discriminative method proposed in Valverde et al. (2019),
both for MRI data acquired with the same scanner platform used for train-
ing the method and for test data acquired with a different scanner platform.
Is it clear that the statistically learned relationship between lesion labels and
training image data is not well suited for the test dataset, resulting in a large
decrease in lesion segmentation performance. When the method is then par-
tially retrained on data acquired with the same scanner platform of the test
dataset, the parameters of the method are tuned to encode changes in the spe-
cific imaging properties of the test dataset, leading to a substantial increase in
lesion segmentation performance.

On the other hand, generative models aims at modeling the complete data
generation process, effectively modeling the joint distribution p(z; D ). This
distribution is typically formulated as p(z; D ) = p(D jz)p(z), where p(D jz) is
a likelihood function that models the image intensity given the lesion labels,
while p(z) is a prior distribution that encodes our prior knowledge about lesions,
such as shape, size and location. Given an image as input, a segmentation can
be obtained by “inverting” the model, i.e., by applying Bayes’ rule p(zjD ) /
p(D jz)p(z). In contrast to discriminative models, generative models can be more
robust to data shift since they decouple the imaging model from the anatomical
model. The parameters of the imaging model are then often estimated directly
from the intensities of the image(s) to be segmented, allowing the model to adapt
to MRI data acquired with different scanners and imaging protocols. Many
generative models in the literature have modeled lesions as a separate class in
a tissue classification model, typically in the form of a Gaussian mixture model
(GMM) (Guttmann et al., 1999; Kikinis et al., 1999; Dugas-Phocion et al., 2004;
Freifeld et al., 2009). Another common approach is to model lesions as outliers of
a normal-appearing white matter tissue class distribution, as proposed in (Van
Leemput et al., 1999; Prastawa and Gerig, 2008; García-Lorenzo et al., 2011;
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Fig. 2.4: Lesion segmentation performance in terms of Dice score for the dis-
criminative method proposed in Valverde et al. (2019). The method
performs well when the data is acquired with the same scanner plat-
form of the training dataset used for training the method. When
tested on a dataset with a different scanner platform, the lesion seg-
mentation performance of the method substantially degrades, and a
partial retraining of the method is needed.

Roura et al., 2015).

2.3 Whole-brain segmentation in MRI scans of
MS patients

In typical MS neuroimaging studies, researchers and clinicians are not only in-
terested in the size, location and number of lesions, but they also want to charac-
terize the morphology of various neuroanatomical structures, as measures of at-
rophy in deep gray matter structures of MS patients have been found to correlate
with measures of disability (Geurts et al., 2012). However, manually labeling
dozens of brain structures is so time-consuming that assessing regional atrophy
patterns is unfeasible for more than a few scans. On the other hand, “standard”
automatic whole-brain segmentation methods introduce segmentation biases in
normal-appearing regions when lesions are present in the images (Nakamura
and Fisher, 2009; Chard et al., 2010; Battaglini et al., 2012; Ceccarelli et al.,
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2012; Gelineau-Morel et al., 2012; Vrenken et al., 2013). This calls for tools
that can robustly segment both various neuroanatomical structures and white
matter lesions of MS patients. Despite the strong need, to the best of our
knowledge, only two methods have been developed for such a task (Shiee et al.,
2010; McKinley et al., 2021). However, these methods segment only a limited
number of brain structures (10 and 7, respectively). Furthermore, the method
described in (Shiee et al., 2010) was validated on only a simulated MRI scan
of a single subject, while the method proposed in (McKinley et al., 2021) is a
discriminative model, therefore its generalization property might degrade when
tested on data with different image protocol compared to the training data (cf.
Sec. 2.2).

Given the lack of whole-brain segmentation methods that work robustly when
lesions are present in the scan, the most common approach to segment brain
structures from MS scans is to rely on techniques that artificially replace le-
sions in the brain, obtaining a normal-appearing brain that can be segmented
with standard whole-brain segmentation methods. In this process, lesion ar-
eas are replaced with normal-appearing white matter intensities using the so-
called “lesion-filling” techniques (Sdika and Pelletier, 2009; Chard et al., 2010;
Battaglini et al., 2012; Valverde et al., 2014). These techniques artificially re-
place lesion areas with normal-appearing tissue intensities by using intensity in-
formation of neighboring voxels or global information of the average intensity of
the normal-appearing white matter tissue. Once lesion areas have been filled, au-
tomatic whole-brain segmentation methods that usually work on healthy brains
can be used for computing various neuroanatomical structure characteristics.
Although these lesion-filling techniques have been successfully used in many
studies, they require that pre-segmented lesions are available (either segmented
manually or automatically). Furthermore, if lesions are not correctly detected
in this first pre-processing step, they might potentially introduce biases in the
subsequent whole-brain segmentation.

2.4 Overview of longitudinal segmentation meth-
ods

In the last decades, the number of neuroimaging projects that collect longitudi-
nal scans has increased rapidly (Evans, 2006; Malone et al., 2013; Giedd et al.,
2015). Cross-sectional segmentation methods have been applied to each scan
of the longitudinal series independently, neglecting the information that these
scans belong to the same subject. On the other hand, longitudinal methods
make use of this information and have been shown to produce more temporally
consistent longitudinal segmentations than their cross-sectional counterparts.
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Numerous longitudinal approaches have been proposed in the literature. In the
following, we distinguish between (whole-brain or tissue) longitudinal segmen-
tation methods and longitudinal white matter lesion segmentation methods.

Longitudinal brain segmentation methods

Many longitudinal segmentation methods start with a group-wise registration
method that brings all the time points to an unbiased common space. This reg-
istration is done to remove longitudinally processing biases arising when all the
time points are not treated in the same way (Reuter and Fischl, 2011). In Smith
et al. (2001, 2002) a tissue segmentation method uses a registration that is com-
puted in an “halfway” space for two consecutive time points, while (Reuter et al.,
2012) proposed an unbiased inverse consistent registration method that works
on multiple time points. Other approaches, instead, unify registration and seg-
mentation in the same modeling framework (Xue et al., 2005; Shi et al., 2010b),
where these tasks are usually updated iteratively. In order to obtain tempo-
rally consistent segmentations, some methods incorporate prior knowledge in
the model for constraining segmentation variations between time points (Wang
et al., 2011, 2013). Finally, some methods rely on building subject-specific
atlases that encourage consistent segmentation across time points (Shi et al.,
2010a; Aubert-Broche et al., 2013; Iglesias et al., 2016).

Longitudinal white matter lesion segmentation methods

We here briefly describe the main approaches developed for longitudinally seg-
ment white matter lesions. For other methods not covered in this brief literature,
the reader is referred to these two sources: Lladó et al. (2012a) and Carass et al.
(2017).

Cross-sectional methods described in Sec. 2.2, have been applied to each indi-
vidual scan in the longitudinal series separately from the others for segmenting
white matter lesions. For example, in a recent longitudinal lesion segmentation
challenge (Carass et al., 2017), most of the participants utilized a cross-sectional
segmentation method on longitudinal scans. However, cross-sectional methods
do not incorporate any additional information from the other scans of the lon-
gitudinal series and they might therefore produce temporally inconsistent lesion
segmentations.

Many longitudinal approaches, instead, analyze the differences between succes-
sive time points to detect lesion changes. Usually, these approaches start with
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a voxelwise intensity comparison between two time points (Curati et al., 1996),
where positive differences indicate new or enlarging lesions, while negative dif-
ferences indicate disappearing or shrinking lesions. These differences usually
produce noisy results, so that further constraints and modeling have been used
to reduce the number of false-positives and produce temporally consistent le-
sion changes (Bosc et al., 2003; Elliott et al., 2010, 2013; Battaglini et al., 2014;
Eichinger et al., 2017). Other approaches incorporate deformation field infor-
mation in addition to intensity changes (Thirion and Calmon, 1999; Rey et al.,
2002; Cabezas et al., 2016; Salem et al., 2018). Recently, CNNs have been
used to detect lesion changes on two consecutive time points (Birenbaum and
Greenspan, 2016, 2017; Krüger et al., 2020; McKinley et al., 2020; Sepahvand
et al., 2020).

Other approaches have modeled the entire temporal and spatial evolution of
lesions to detect lesion changes of multiple time points without comparing only
two consecutive time points (Gerig et al., 2000; Welti et al., 2001; Solomon and
Sood, 2004; Aït-Ali et al., 2005; Schmidt et al., 2019).

2.5 Main limitations of the current MS segmen-
tation approaches

Although numerous works have been developed for the segmentation of MS
brain scans, current approaches fall well below the threshold of what is required
for clinical use due to several factors:

Poor generalizability: Many state-of-the-art methods proposed in the last
years have been developed and tested on very specific imaging protocols, and
they might not be able to work robustly on data acquired differently. Especially
when discriminative methods are deployed, their ability to work on MRI scans
acquired with scanners and acquisition protocols that differ from the ones used
in the training data might be limited (cf. Sec. 2.2).

Limited atrophy assessment: There is a lack of segmentation tools for ana-
lyzing atrophy patterns in MS patients, with the majority of these segmentation
methods requiring lesion-filling techniques. Furthermore, these methods usually
merge individual brain structures into aggregate classes such as global brain and
gray matter volume (Smeets et al., 2016; Smith et al., 2002), limiting atrophy
quantification to only a few global measures.

Comparing only two time points: Some of the existing longitudinal seg-
mentation methods, especially methods that rely on image subtraction, can
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only compare two subsequent time points. With such a limited methodological
design, these methods cannot simultaneously analyze the entire temporal evo-
lution of several brain structures and lesions when more than two time points
are available.

Few open-source tools: Although many methods have been proposed, only a
few of them have been made available (Shiee et al., 2010; Schmidt et al., 2012;
Griffanti et al., 2016; Roura et al., 2015; Valverde et al., 2017, 2019). In order to
be practically useful, segmentation methods should be open-source, rigorously
tested and comprehensively documented.

In the rest of this thesis, we describe segmentation methods that try to overcome
these limitations, bridging the gap between predefined research data and clinical
use.



Chapter 3

Simultaneous whole-brain
and white matter lesions

segmentation

In this chapter, we focus on the development of a contrast-adaptive method for
simultaneously segmenting white matter lesions and various neuroanatomical
structures. The chapter mainly describes the research related to paper A and
it is structured as follows:

� We first outline the whole-brain segmentation algorithm that our method
is based upon.

� We then describe how we extend this method with additional components
for modeling lesions.

� Next, we summarize the main experiments and findings of Paper A.

� Finally, we discuss the advantages and disadvantages of the proposed
method and propose further improvements.
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Fig. 3.1: Graphical representation of the whole-brain segmentation method
SAMSEG Puonti et al. (2016). Shading indicates the observed data
variable D .

3.1 Whole-brain segmentation of healthy scans

Sequence Adaptive Multimodal SEGmentation (SAMSEG) (Puonti et al., 2016)
is a generative method that segments 41 neuroanatomical structures. SAMSEG
analyzes multi-contrast MRI data without making any prior assumptions on
the scanning platform and pulse sequences used, and it has been extensively
validated on several multi-center datasets. We here briefly describe the main
principles of the method as we heavily build on top of it in the remainder of the
chapter.

Let us assume that we are given N MRI contrasts of the same subject with
image intensities D = ( d1; � � � ; d I ), where I indicates the number of voxels in
the image. We wish to compute automated segmentations l = ( l1; � � � ; l I ), where
l i 2 f 1; � � � K g denotes one of the K possible neuroanatomical structures. A
forward generative model of the data is first defined, and subsequently “inverted”
to obtain automated segmentations. The model is depicted in Fig. 3.1, and it
is composed of two parts: a segmentation prior p(l) and a likelihood function
p(D jl ). In the following, we will explain in detail both parts as well as the way
the resulting model is used to obtain automated segmentations.

3.1.1 Segmentation prior

The segmentation prior constrains the spatial configuration that the labels l can
assume. In SAMSEG, the prior is defined as a probabilistic atlas encoded as a
tetrahedral mesh (Van Leemput, 2009; Puonti et al., 2016). The mesh has node
positions x that deform according to a prior distribution:

p(x) / exp

"

� K
MX

m =1

Um (x ; x ref )

#

:
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Here the stiffness of the mesh is controlled by the scalar K , while Um is a
topology-preserving cost (Ashburner et al., 2000) that penalizes deformations
of tetrahedron m from its shape in the atlas reference position x ref .

For a given node position x , an assumption of conditional independence of the
labels between voxels is made, yielding

p(l jx) =
IY

i =1

p(l i jx ):

The probability of label k in voxel i is then defined as:

p(l i = kjx) =
MX

m =1

� k
m  i

m (x);

where � k
m is the probability of label k at vertex m, while  i

m (x) is an interpo-
lation function attached to the mth vertex and evaluated at the i th voxel.

Taken together, the full segmentation prior is defined as:

p(l) =
Z

x
p(l jx)p(x)dx:

Given training data in the form of manual segmentations, one can learn the
topology of the mesh, the reference node positions x ref and the label probabil-
ities � k

m by solving an optimization problem described in Van Leemput (2009).
In short, the problem is solved using the following algorithm:

1. Initialize a regular mesh using step 3 below.

2. Propose a mesh simplification operation.

3. Compute the atlas in two iterative steps: 1) Warp the atlas using a group-
wise non-rigid registration. 2) Estimate the label probabilities � k

m using
an Expectation Maximization (EM) algorithm.

4. Repeat steps 2 and 3 until convergence.

The interested reader is referred to Van Leemput (2009) for more details.

In SAMSEG, the atlas was learned from manual segmentations of 20 healthy
and questionable or probable Alzheimer’s Disease (AD) subjects (Puonti et al.,
2016).
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3.1.2 Likelihood function

The likelihood function describes the relationship between segmentation labels
and their corresponding intensity distribution. In SAMSEG, a Gaussian dis-
tribution for each label is used. To model the bias field, i.e., a spatial smooth
varying intensity artifact present in MRI scans, a linear combination of spatially
smooth basis functions is used. For computational reasons, the image intensities
are log-transformed so that the bias field is considered an additive effect rather
than a multiplicative one (Wells et al., 1996; Van Leemput et al., 1999). Let �
be the collection of the mean and variance of each Gaussian and the bias field
parameters. The likelihood function is then defined as:

p(D jl ; � ) =
IY

i =1

p(d i jl i ; � );

p(d i jl i = k; � ) = N (d i j� k + C� i ; � k );

C =

0

B
@

cT
1
...

cT
N

1

C
A ; cn =

0

B
@

cn; 1
...

cn;P

1

C
A ; � i =

0

B
@

� i
1
...

� i
P

1

C
A :

Here, P is the number of basis functions used for modeling the bias field, � i
p is

the basis function p evaluated at voxel i , and cn denotes the bias field coefficients
of the nth MRI contrast.

To avoid extreme numerical values in Gaussian distributions representing only a
handful of voxels, the covariance matrices are regularized using inverse-Wishart
distributions:

p(� ) /
KY

k=1

IW (� k jI;  � N � 1);

where  is chosen to be very small. Note that more informed priors can be used
in cases where the intensity distribution of the data is known a priori; although
this might limit the generalization property of the model to data coming from
different scanners, contrasts, or magnetic field strengths.

Taken together, the full likelihood function is defined as:

p(D jl ) =
Z

�
p(D jl ; � )p(� )d�
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3.1.3 Segmentation

Once the segmentation prior and likelihood function have been defined, the
posterior distribution can be formulated as:

p(l jD ) /
Z

x
p(l jx)p(x)dx

| {z }
Segmentation prior

Z

�
p(D jl ; � )p(� )d�

| {z }
Likelihood function

However, due to the integral over the model parameters f x ; � g, the computa-
tion of the posterior distribution is intractable. Alternative, we can write the
posterior distribution as:

p(l jD ) =

R
x

R
� p(D ; l ; x ; � )

p(D )
=

Z

x

Z

�
p(l ; x ; � jD ) =

Z

x

Z

�
p(l jD ; x; � )p(x; � jD );

and resort to the approximation

p(l jD ) � p(l jD ;x̂ ; �̂ ); (3.1)

where x̂ ; �̂ are point estimates of the model parameters computed by solving
the following maximization problem:

f x̂ ; �̂ g = arg max
x ;�

p(x; � jD ): (3.2)

Obtaining automated segmentations involves first solving the optimization prob-
lem of Eq. (3.2), and then maximizing Eq. (3.1). In the following, we briefly
describe both steps. For more details, the reader is referred to Puonti et al.
(2016).

Computing point estimates

Computing point estimates of the model parameters is solved using a coordinate
ascent scheme. This involves interleaving a limited-memory BFGS optimization
for x with a generalized EM (GEM) algorithm for � . The GEM algorithm
was already derived in Van Leemput et al. (1999) and is here reported for
completeness. Specifically, it constructs a lower bound to the objective function
by computing the soft assignments

wi;k =
N (d i j� k + C� i ; � k )p(l i = kjx)

P K
k 0=1 N (d i j� k 0 + C� i ; � k 0)p(l i = k0jx )

; 0 � wi;k � 1 (3.3)

based on the current estimates of � . This lower bound is then improved by
updating the likelihood parameters � given the current soft assignments wi;k .
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Computing final segmentations

Once point estimates have been computed, final segmentations are obtained by

l̂ = arg max
l

p(l jD ;x̂ ; �̂ );

where each voxel is assigned with the label with the highest probability following

l̂ i = arg max
k

ŵi;k ;

where ŵi;k (Eq. (3.3)) is evaluated at the estimated parameters f x̂ ; �̂ g.

3.2 Modeling white matter lesions

We now introduce the additional components that are added to SAMSEG to
segment white matter lesions. We add a binary lesion vector z = ( z1; � � � ; zI ),
where zi = 1 indicates that voxel i is part of a lesion. Furthermore, we introduce
model parameters h and � z for modeling lesion shape and appearance. We now
wish to compute joint automated segmentation labels f l ; zg given the data D .
Fig. 3.2 depicts the updated graphical model, where the color red indicates the
additional components for modeling lesions. In the following, we describe the
segmentation prior and likelihood function after the lesion components have
been added. Finally, we outline how to compute automated segmentations over
f l ; zg.

3.2.1 Segmentation prior

The joint segmentation prior, i.e., over f l ; zg, has the following form:

p(l ; zjh; x) = p(l jx)p(zjh; x):

Here p(l jx) is the probabilistic atlas model defined in Sec. 3.1.1, while p(zjh; x)
is a model that factorized over voxels, where the probability of voxel i to be part
of a lesion requires that certain constraints on both lesion shape and location
are satisfied simultaneously:

p(zi = 1 jh; x) = f i (h)� i (x):

In this factorized model, f i (h) with 0 � f i (h) � 1 constrains lesion shape, while
� i (x) constrains lesion location. In the following, we describe in detail these two
components.
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Fig. 3.2: Graphical representation of the proposed whole-brain and lesion seg-
mentation method (Paper A). In black, the existing whole-brain seg-
mentation method described in Puonti et al. (2016). In red, the ad-
ditional binary lesion label z and the variables h and � z that model,
respectively, shape and appearance of lesions.

3.2.1.1 Lesion location

In order to model the spatial frequency of lesion, we define the probability of
lesion in voxel i based only on the lesion location as

� i (x) =
MX

m =1

� m  i
m (x):

Here � m are the lesion probabilities at each vertex m, and  i
m (x) is the same

interpolation function used in the atlas of SAMSEG (cf. Sec. 3.1.1). This
formulation allows the lesion probability map to deform following the SAMSEG
atlas so that lesion location constraints are imposed in plausible areas of the
image of the subject at hand.

We learned the parameters � m on T1w and FLAIR scans of 54 MS patients
from the University Hospital of Basel, Switzerland. These scans have 1mm
isotropic resolution and a field of view of 210� 239� 255. For each subject, lesions
were delineated by an expert rater. We thus estimated these parameters by
applying an early version of the proposed lesion segmentation method (Puonti
and Van Leemput, 2016) and record the atlas node deformations x on these
scans. Once all the node deformations were estimated, the parameters � m were
then found from the manual lesion segmentations of those MRI scans using the
same EM technique described in Sec. 3.1.1 for estimating the parameters � k

m .
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Fig. 3.3: Learned lesion probability map for modeling lesion location. From
left to right: coronal, sagittal, and axial view.

The learned frequency map of these lesions after rasterization is shown in Fig. 3.3.
This map is smooth in white matter areas, with high probabilities close to the
lateral ventricles and low probabilities in the proximity of gray matter areas.

3.2.1.2 Lesion shape

In order to model lesion shape, we use a deep generative model in the form of
a Variational Autoencoder (VAE) (Kingma and Welling, 2013; Rezende et al.,
2014). The model generates lesion map z by sampling from a low-dimensional
latent code h, with prior

p(h) = N (hj0; I ):

This code is then “decoded” by sampling from voxel-wise Bernoulli distributions

p! (zjh) =
IY

i =1

f i (h)zi (1 � f i (h)) (1�zi ) ;

where f i (h) are the outputs of a CNN with parameters ! , called decoder net-
work.

Suitable parameters ! are estimated from training data in the form of N binary
lesion segmentation maps Dtrain = f z(n ) gN

n =1 , by maximizing the log-probability
assigned to the data by the model:

logp! (Dtrain ) =
X

z2Dtrain

logp! (z);
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where

p! (z) =
Z

h
p! (z(n ) jh)p(h) dh:

However, computing p! (z) is not computationally feasible due to the integral
over the latent variables h. For this purpose, we approximate the posterior
distribution as

q� (hjz) = N
�

h j � � (z); diag(� 2
� (z))

�
:

Here � � (z) and � � (z) are vectors of means and standard deviations, respec-
tively, represented as a CNN with parameters � , called encoder network. The
encoder � and the decoder ! parameters are learned by maximizing a variational
lower bound

X

z2Dtrain

L !;� (z) � logp! (Dtrain );

where

L !;� (z) = � DKL (q� (hjz)jjp(h)) + Eh�q� (h jz) [logp! (zjh)] :

We learned the parameters ! and � of the model from a dataset of 212 manual
lesion segmentation of MS patients. Lesions were delineated at the Univer-
sity Hospital of Basel, Switzerland, affinely registered to a common space and
resampled to a 1 mm isotropic grid of size 197� 233� 189.

3.2.2 Likelihood function

We modeled lesions as coming from a Gaussian distribution with parameters
� z = f � z ; � zg. The likelihood function, is then defined as:

p(D jl ; z; � ; � z ) =
IY

i =1

p(d i jl i ; zi ; � ; � z );

where

p(d i jl i = k; zi ; � ; � z ) =

(
N (d i j� z + CT � i ; � z ) if zi = 1 ;
N (d i j� k + CT � i ; � k ) otherwise:

Additionally, a conjugate prior of the form of a Normal-Inverse-Wishart distri-
bution is used

p(� z j� ) = N (� z j� W M ; � �1� z )IW( � z j�� � W M ; � � N � 2);
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where � W M and � W M are respectively the mean and variance of the white
matter Gaussian, and � > 1 and � � 0 are hyperparameters of the model.

The choice of this particular prior constrains the lesion Gaussian when its pa-
rameters need to be estimated from MRI data. The hyperparameter � acts on
the strength of the prior over the lesion Gaussian, while � indicates how many
white matter Gaussian standard deviations we want to scale the prior of the
Gaussian lesion variance. In particular, two extreme scenarios exist depending
on the value of � :

� � = 0 : In this scenario, the lesion Gaussian and the WM Gaussian are
completely decoupled and the lesion Gaussian acts as a separate class
with a flat prior p(� z ) / 1. The approach of modeling lesion as a separate
class has often been used in the literature (Guttmann et al., 1999; Kikinis
et al., 1999; Shiee et al., 2010; Sudre et al., 2015). However, when few or
no lesions are present in the image, no useful data is available to estimate
the parameters of this class, limiting the robustness of this approach.

� � ! 1 : In this scenario, the WM Gaussian is replaced by a mixture of
two Gaussian distributions with identical means and different variances
with constant ratio (� z � � � W M and � W M ). Thus, lesions are modeled
as outliers of the WM Gaussian using robust model parameter estima-
tion (Huber, 1981), an approach widely used in the literature (Van Leem-
put et al., 2001; Aït-Ali et al., 2005; Bricq et al., 2008; Rousseau et al.,
2008; Prastawa and Gerig, 2008; Liu et al., 2009; García-Lorenzo et al.,
2011).

In practice, we have found that an intermediate value for these hyperparameters
works the best. In particular, by visually inspecting some segmentations, we
tuned these hyperparameters to � = 50 and � = 500 for a 1mm isotropic scan,
where � is scaled inversely proportionally with the voxel size.

3.2.3 Segmentation

Computing automated segmentations follows the same procedure described in
Sec. 3.1.3: First point estimates of the model parameters are computed and
then final segmentations are inferred as:

p(l ; zjD ; �̂ ;x̂ );

where we now have a joint segmentation over both l and z. However, both steps
require an intractable marginalization over the newly introduced variables � z

and h. In the following, we explain how we sidestep these problems.
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Computing point estimates

For the purpose of finding point estimates of the model parameters, we decide
to simplified the model by clamping all the network parameters of the lesion
shape model to 1 (i.e., f i (h) = 1 ; 8i 2 I ). Suitable point estimates can then be
obtained by solving the following maximization problem:

f �̂ ;x̂ ; �̂ zg = arg max
f� ;x ;� z g

p(� ; x ; � z jD ): (3.4)

This optimization problem is similar to the one of Eq. (3.2), where only few
alterations of the GEM updates are needed to estimate the white matter and
lesion Gaussian parameters.

Computing final segmentation

Once suitable model parameters f �̂ ;x̂ g are estimated, automated segmentations
are obtained using the following factorization:

p(l ; zjD ; �̂ ;x̂ ) = p(zjD ; �̂ ;x̂ )p(l jz; D ; �̂ ;x̂ ):

We first estimate z from p(zjD ; �̂ ;x̂ ) (Step 1 below), and then plug this into
p(l jz; D ; �̂ ;x̂ ) to estimate l (Step 2):

Step 1: Evaluating p(zjD ; �̂ ;x̂ ) involves marginalizing over both h and � z ,
which we approximate by drawing S Monte Carlo samples f h (s) ; � (s)

z gS
s=1 from

p(h; � z jD ; �̂; x̂ ):

p(zjD ; �̂ ;x̂ ) =
Z

h ;� z

p(zjD ; �̂ ;x̂ ; h; � z )p(h; � z jD ; �̂ ;x̂ ) dh; � z

'
1
S

SX

s=1

p(zjD ; �̂ ;x̂ ; h (s) ; � (s)
z ): (3.5)

This allows us to conveniently estimate the probability of lesion occurrence in
individual voxels, which we then threshold using a user-specified value  2 (0; 1]

p(zi = 1 jd i ; �̂ ) ? 

to obtain the final lesion segmentation ẑi .

Step 2: Voxels that are not assigned to lesion in the previous step (i.e., ẑi = 0 )
are subsequently assigned to the normal-appearing neuroanatomical structure
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with the highest conditional posterior probability p(l i = kjẑi = 0 ; d i ; �̂; x̂ ),
which simply involves computing

l̂ i = arg max
k

ŵi;k ;

where ŵi;k is defined as in Eq. (3.3).

Adding extra appearance constraints

In order to further reduce the number of lesion false-positives detection in the
model, we found it useful to add constraints to the intensities that the lesion
class can be assigned to. This is done by exploiting prior information on some
of the MRI contrasts given in input to the method. Note that such constraints
have been successfully used in many other methods (Van Leemput et al., 2001;
Aït-Ali et al., 2005; Prastawa and Gerig, 2008; Shiee et al., 2010; García-Lorenzo
et al., 2011; Jain et al., 2015). Specifically, voxels that do not satisfied certain
constraints related to the estimated intensity parameters f �̂ k ; �̂ k gK

k=1 cannot
be assigned to the lesion class (i.e., ẑi = 0 ). In our implementation, we con-
strain voxels with intensity lower than the gray matter intensity mean to not be
assigned to the lesion class for FLAIR and/or T2 scans (if present). Note that
other choices are possible: for example, using the white matter mean intensity
instead of the gray matter one would relax this constraint.

3.2.4 Implementation details

We build on top of the already existing code of SAMSEG, written in C++ and
Python. The lesion extensions were written in Python, where the VAE model
was implemented using TensorFlow (Abadi et al., 2015). An implementation of
the proposed method is publicly available as part of FreeSurfer1.

Segmenting one subject with 1mm3 isotropic resolution takes approximately 15
minutes, where the first 10 minutes are needed for estimating the initial model
parameters, while additional 5 minutes are needed for the sampling procedure
– measured with an Intel 12-core i7-8700K CPU with a GeForce GTX 1060
graphics card.

1 http://freesurfer.net/

http://freesurfer.net/
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3.3 Data

In order to validate the proposed method, we used four disparate datasets. These
datasets contain MRI scans with large variations in voxel resolution and slice
thickness (from 0.45mm to 4mm), and they were acquired at several imaging
centers, with different scanners and two magnetic field strengths (1.5T and 3T).
Furthermore, lesions in the images of these datasets have been annotated by
several raters so that different labeling protocols have been used. Overall, these
four datasets represent a good, although not complete, selection of MRI data so
that the generalization property of the method can be tested.

MSSeg: This dataset is the publicly available training dataset of the MSSeg
2016 challenge (Commowick et al., 2018). 15 MS subjects were scanned from
3 different scanners (5 with a Philips Ingenia 3T, 5 with Siemens Aera 1.5T,
5 with a Siemens Verio 3T), using a common imaging protocol (Cotton et al.,
2015). A T1w, a T1 contrast-enhanced (T1c), a T2w, a proton density (PD),
and a FLAIR sequence were acquired for each subject. Consensus delineations
were created by fusing lesion segmentations of 7 different raters.

Trio: This dataset consists of 40 MS cases scanned with a Siemens Trio 3T
at the Danish Research Center of Magnetic Resonance (DRCMR). For each
subject, a T1w, a T2w, and a FLAIR scan were acquired. An expert rater
delineated lesions at DRCMR on the FLAIR scan of each subject.

Achieva: This dataset consists of 50 MS cases and 23 healthy controls (HC)
scanned with a Philips Achieva 3T at DRCMR. Lesions were delineated with
the same protocol of the Trio dataset.

ISBI: This dataset is the publicly available test dataset of the ISBI 2015 chal-
lenge (Carass et al., 2017). 14 MS subjects were scanned with a Philips 3T
for 4 to 6 times each, with a period of approximately one year between scans.
For each subject, a T1w, a T2w, a PD, and a FLAIR sequence were acquired.
Lesions were delineated by two raters.

3.4 Experiments

This section summarizes the main findings of Paper A. It contains five exper-
iments that evaluate the method on different aspects. Specifically, we first
illustrated how the introduced lesion components of the model affect the ob-
tained lesion segmentations. Next, we assessed the contrast-adaptiveness of the
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method. We then compared the white matter lesion segmentation performance
against other lesion segmentation methods. Next, we evaluated in terms of
inter-rater agreement the lesion and the whole-brain segmentation component
of the model. Finally, we assessed the ability of the method to detect group
differences between HC and MS patients.

3.4.1 Illustration of the lesion components of the model

In the following, we gave a brief overview of the effect of the lesion components
of the model on the obtained lesion segmentations. We first assessed the effect
of the lesion shape model on the overall lesion performance. We then illustrated
how the lesion Gaussian parameters are related to the parameters of the white
matter Gaussian in scenarios where different lesion loads are present in the
scans.

3.4.1.1 Effect of the lesion shape model

We assessed if modeling lesion shapes with a VAE leads to higher lesion seg-
mentation performance. For this purpose, we compared the lesion segmentation
performance of the proposed method against a method where the lesion shape
model was deliberately removed from the model. Results are shown in Fig. 3.4,
where the lesion segmentation performance were computed across the MSSeg,
the Trio and the Achieva dataset and divided in three different lesion load ranges
((0, 2] [ml], (2, 10) [ml] and (10, -) [ml]). Results indicate that the proposed
method has higher Dice overlaps for low and medium lesion load ranges, while
for high lesion loads the overlaps look similar.

3.4.1.2 Illustration of the lesion likelihood function

We illustrated how the lesion likelihood function behaves on different scans. We
thus reported in Fig. 3.5 estimated lesion and WM Gaussian distributions for
four cases: a healthy control with no lesions and three MS patients with low,
medium, and high lesion load. When no lesions or few lesions are present in
the scans (cases (a) and (b) in Fig. 3.5), the prior has a strong influence on
the lesion Gaussian so that the lesion mean is close to the white matter mean,
with a high variance. In these cases, lesions are modeled as outliers of the white
matter Gaussian distribution. When the lesion load is medium to high in the
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Fig. 3.4: Comparison in terms of Dice scores between the proposed method and
a method where we have deliberately removed the lesion shape model
(VAE). Lesion segmentations were computed across three datasets
(MSSeg, Trio, and Achieva) using T1w and FLAIR scans and di-
vided into three different lesion load ranges. Statistical significance
is assessed with a paired t-test, where “***” indicates a p-value <
0.001).

patient (cases (c) and (d) in Fig. 3.5), the influence of the prior is minimal, and
the lesion Gaussian parameters are “free” to fit the data.

3.4.2 Contrast-adaptiveness of the method

In order to validate the contrast-adaptiveness of the method, we made use of the
different modalities available in the MSSeg, the Trio, and the Achieva datasets.

For the white matter lesion component of the model, we computed Dice over-
laps against manual lesion segmentations on seven different input combinations
(T1w, T2w, FLAIR, T1w-T2w, T1w-FLAIR, T2w-FLAIR, T1w-T2w-FLAIR).
Note that many more input combinations can be computed for the MSSeg
dataset (31), but we decided here to report only the common input combi-
nations in all the datasets. Results are summarized in Table 3.1 and indicate
that the best input combination is T1w-FLAIR. Lesion overlaps are lower for
combinations of T1w and T2w, while they increase when the FLAIR scan is
included. Note that these results might be a bit biased because the raters de-
lineated lesions on the FLAIR scan.
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(a) Healthy control. (b) Low lesion load.

(c) Medium lesion load. (d) High lesion load.

Fig. 3.5: Illustration of the effect of the prior p(� z j� ) on the lesion intensity
parameters in case of (a) a healthy control, (b) an MS patient with
low lesion load, (c) an MS patient with medium lesion load, and (d) an
MS patient with high lesion load. The value of the parameters of the
lesion Gaussian is taken as the average over the Monte Carlo samples,
and the points represent the resulting lesion posterior estimate p(zi =
1jd i ; �̂ ;x̂ ) in each voxel.

For the whole-brain component of the model, however, no manual segmentations
are available. We thus only visually inspected the segmentation results of the
method. Although visually inspecting images is not an optimal way of accessing
the contrast-adaptiveness of the method, we noted that the whole-brain segmen-
tation performance of SAMSEG was already validated for T1w, T2w, and PD
in Puonti et al. (2016). Fig. 3.6 shows segmentation examples produced by the
proposed method for different input combinations on the MSSeg dataset of the
same subject. In general, we noticed that the whole-brain segmentations ob-
tained with our method are more accurate when a T1w scan is included. When
only a FLAIR scan is given as input, the whole-brain segmentation performance
decreases, especially across the boundaries between white and gray matter.
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Dataset Input combination
T1w T2w FLAIR T1w-T2w T1w-FLAIR T2w-FLAIR T1w-T2w-FLAIR

MSSeg 0.49� 0.21 0.50� 0.19 0.59� 0.23 0.48� 0.24 0.65� 0.14 0.64� 0.15 0.64� 0.14
Trio 0.43� 0.17 0.48� 0.20 0.61� 0.18 0.46� 0.19 0.58� 0.17 0.57� 0.18 0.56� 0.18
Achieva 0.38� 0.22 0.40� 0.22 0.48� 0.21 0.43� 0.19 0.54� 0.14 0.53� 0.17 0.54� 0.15
Mean 0.42� 0.20 0.45� 0.21 0.55� 0.21 0.45� 0.20 0.57� 0.16 0.56� 0.18 0.56� 0.16

Table 3.1: Lesion segmentation performance of the method when different
combinations of input contrasts are used. Results are summarized
in terms of mean � standard deviation of Dice overlap for three
different datasets (MSSeg, Trio, and Achieva).

3.4.3 Comparisons with other white matter lesion seg-
mentation methods

We compared the lesion segmentation performance of our method against two
benchmark methods. These two methods are open-source and have been used
as benchmark methods in recent MS lesion segmentation papers (La Rosa et al.,
2020; McKinley et al., 2021)

LST-lga (Schmidt et al., 2012): This lesion growth algorithm first segments
a T1w image into white matter, gray matter, and CSF using SPM. It then
combines this information with the intensities of a FLAIR scan, creating a lesion
belief map. Finally, a threshold � is used to create an initial binary lesion map
that is subsequently grown along voxels that appear hyperintense in the FLAIR
image. In the following experiments, the value of � was set to 0.3, as in other
previous studies (Mühlau et al., 2013; Rissanen et al., 2014).

NicMSlesion (Valverde et al., 2017, 2019): This deep learning approach is
based on a cascade of two CNNs. The first network detects voxels that might
contain lesions, while the second network reduces false-positive lesion outcomes.
These networks were trained on two datasets; the training dataset of the MIC-
CAI 2008 MS challenge (Styner et al., 2008) and the MSSeg dataset (Commow-
ick et al., 2018).

Dice overlaps for each method were computed on the MSSeg, the Trio, and the
Achieva dataset and reported in Table. 3.2. Results indicate that our method
has overall better lesion segmentation performance compared to the other two
benchmark methods. Interestingly, we noticed an overall decrease in perfor-
mance for all methods when tested on the Achieva dataset compared to the
MSSeg dataset; one explanation for this difference in performance might be the
heavy preprocessing and standardization of the MSSeg dataset, leading to a
more pronounced contrast between white matter areas and lesions.
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Fig. 3.6: Contrast-adaptiveness of the proposed method to different combina-
tions of input modalities. Automated segmentations are shown for
one representative subject of the MSSeg dataset. The top row shows
slices of the data and the manual lesion segmentation; the middle
row shows lesion probability maps for specific input combinations;
the bottom row shows the corresponding segmentations produced by
the method.

We further validated the method on the public dataset ISBI. This dataset has an
online ranking system2, where an overall lesion segmentation score is computed.
The score is a weighted combination of Dice overlap, volume correlation, average
symmetry surface distance, and other metrics (Carass et al., 2017), where a score
of 100 indicates perfect correspondence while a score of 90 is supposed to match
inter-rater agreement performance (Styner et al., 2008; Carass et al., 2017).
Our method scored 87.87, with an average Dice overlap of 0.58, which is slightly
below human performance and would place around halfway in the ranking of
the original challenge at ISBI (Carass et al., 2017).

3.4.4 Inter-rater variability

In this experiment, we evaluated the segmentations produced by our method in
the context of inter-rater variability on the MSSeg dataset. For white matter
lesions, we used the delineations of the seven raters of the MSSeg dataset and

2 https://smart-stats-tools.org/lesion-challenge

https://smart-stats-tools.org/lesion-challenge
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Dataset LST-lga NicMSlesion Ours
MSSeg 0.59� 0.16 0.55� 0.16 0.65� 0.14
Trio 0.58� 0.20 0.46� 0.17 0.58� 0.17
Achieva 0.51� 0.21 0.51� 0.18 0.54� 0.14
Mean 0.55� 0.20 0.50� 0.17 0.57� 0.16

Table 3.2: Lesion segmentation performance of the method against two le-
sion segmentation methods (LST-lga and NicMSlesion). Results
are summarized in terms of mean � standard deviation of Dice
overlap for three different datasets (MSSeg, Trio, and Achieva).
T1w and FLAIR scans were used as input.

computed the Dice scores of each rater against each other and of each rater
against our method. Results show that the proposed method has an average
Dice score of 0.57, while the raters’ averages are in the [0.59, 0.65] range. When
looking for volume agreement in terms of Pearson correlation coefficient, the
method has an average value of 0.95, while the raters’ averages are in the [0.91,
0.97] range. This indicates that the proposed method computes lesion volumes
within inter-rater variability, although the spatial agreement is slightly below
the raters’ range.

For the whole-brain segmentation component of the model, we did not have
manual segmentations available for validation. We thus addressed the ability
of our method to replace lesion-filling techniques that require manual lesion
segmentations. We resorted to an indirect evaluation, where we compared the
proposed method against a silver standard obtained by first masking out the
manual lesions of each rater of the MSSeg challenge from the scans and then by
applying SAMSEG (Puonti et al., 2016). Note that by masking out lesion vox-
els, SAMSEG fits its parameters only on normal-appearing voxels, thus acting
similar to a lesion-filling technique. Our method has an average Dice overlap
across all brain structures of 0.971, while for the raters these averages are in the
range [0.978, 0.980]. When looking for volume agreement in terms of Pearson
correlation coefficient, the method has an average of 0.988, while for the raters
these coefficients are in the range [0.988, 0.992]. Taken together, the method
produces structural volumes that are within the inter-rater agreement, albeit
narrowly, but still fall behind human inter-rater agreement when looking at
spatial overlaps.
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Fig. 3.7: Differences in lesion volume estimates between HC and MS patients
detected by the proposed method on the Achieva dataset (HC: n=23,
MS: n=50). T1w and FLAIR scans were used as input.

3.4.5 Detecting group di�erences between healthy con-
trols and MS patients

As a final experiment, we assessed the ability of the proposed method to replicate
known differences between the 23 healthy controls (HC) and 50 MS patients of
the Achieva dataset. First, we assessed if the method can be safely used on
scans with no lesions, and can therefore be applied in studies comparing MS
patients and HC. For this purpose, we computed total lesion volumes for each
subject and summarized the results in Fig. 3.7. As expected, a clear difference
in lesion volume estimates between HC and MS patients is detected. Note that
some HCs have white matter hyperintensities that are segmented as lesions by
the method.

We then assessed volume differences between HC and MS patients for the dif-
ferent neuroanatomical structures. For each subject and each structure, we first
computed their estimated volume and then normalized these volumes with a
general linear model with age, gender and intracranial volume as covariates of
this model. Results are summarized in Fig. 3.8; Normalized volumes of MS
patients for Cerebral Cortex, Thalamus and Caudate were found higher than
the volumes of HC. Additionally, MS patients have been found to have larger
lateral ventricles volumes than HC. This is in line with the degenerative process
of MS that is characterized by marked atrophy, especially in deep gray matter
structures (Chard et al., 2002; Houtchens et al., 2007; Zivadinov et al., 2016;
Azevedo et al., 2018), and indicates that the proposed method is indeed able to
replicate known differences between MS patients and HC.
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Fig. 3.8: Differences in volume estimates of different brain structures between
HC and MS patients detected by the proposed method on the Achieva
dataset (HC: n=23, MS: n=50). T1w and FLAIR scans were used as
input. Statistical significance was assessed with a Welch’s test and
indicated with asterisks (“**” for p-value < 0.01 and “*” for p-value
< 0.05).
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3.5 Discussion

In this chapter, we described a method for simultaneously segmenting white
matter lesions and various neuroanatomical structures (Paper A). The method
does not make any assumption on the scanner or the pulse sequences used,
allowing the segmentation of a wide variety of MRI scans.

Although the proposed method has been validated on different datasets, achiev-
ing competitive performance and robustness to different scanners, field strengths
and MRI contrasts, it has some limitations. We here briefly discuss these limi-
tations and some possible future enhancements of the method.

White matter lesion segmentation performance

As demonstrated in the previous experiments, the white matter lesion segmen-
tation performance of our method is slightly below the human inter-rater agree-
ment performance for the MSSeg and the ISBI datasets. For the MSSeg dataset,
this is in line with what it was shown in Commowick et al. (2018), where even
an ensemble model of all the methods participating in the challenge was not
able to fall within the range of human inter-rater variability. For the ISBI chal-
lenge (Carass et al., 2017), instead, some of the algorithms have reached a score
higher than human performance (score� 90), where many discriminative algo-
rithms in the ISBI ranking system have recently obtained scores higher than
933. Although these algorithms have reached (or even surpass) “human per-
formance” for this specific dataset, their performance is rarely assessed on any
other datasets. As explained in Sec. 2.2, when the testing data has the same im-
age acquisition of the test data (like in the ISBI dataset), discriminative models
can achieve great lesion segmentation performance. However, their performance
substantially degrades when tested on a dataset with different scanning proto-
cols (García-Lorenzo et al., 2013; Commowick et al., 2018; Valverde et al., 2019).

Lesion shape model

In Sec. 3.4.1.1 we reported a decrease in overall performance when the lesion
shape model (VAE) was intentionally removed from the model. Although the
VAE model is indeed increasing the overall lesion segmentation performance of
the method, this increase is rather small. This can be due to multiple factors:
First, the approximation of the posterior in the VAE in the form of a factorized

3 https://smart-stats-tools.org/lesion-challenge

https://smart-stats-tools.org/lesion-challenge
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Gaussian distribution is rather simplistic. More expressive approximate posteri-
ors can be obtained using normalizing-flows (Tabak and Vanden-Eijnden, 2010;
Rezende and Mohamed, 2016) or auxiliary variables (Agakov and Barber, 2004;
Maaløe et al., 2016). Second, the architecture design, as well as the training
procedure, might be sub-optimal and a more careful choice of these two training
components might potentially increase further the ability of the model to encode
lesion shape patterns – and possibly lesion location patterns.

An interesting experiment would also be to compare the lesion segmentation
performance of the method when the shape model has the following forms: a
Markov Random Field with pairwise clique potentials, a Restricted Boltzmann
Machine, and a VAE. This experiment will indicate if modeling lesion shapes
with a higher-order model is needed or if a simpler model can be used with a
lower overall computational time.

Lesion likelihood function

The lesion Gaussian introduced in this chapter is conditioned on the white
matter Gaussian distribution. As explained in Sec. 3.2.2, this choice make the
lesion Gaussian robust to scenarios where we cannot estimate the parameters
from data. The lesion Gaussian mean can be further constrained to have a
higher/lower value than the white matter (or gray matter) mean depending on
the image contrast(s) given as input. This choice can be especially beneficial
during the initial parameter estimation, where we do not currently use any
additional constraints on the lesion Gaussian. Another possible solution would
be to model the lesion class as a folded normal distribution (Leone et al., 1961),
a probability distribution of the absolute value of a random variable in the form
of Gaussian distribution.

MCMC scheme

The MCMC scheme described in Sec. 3.2.3 is only sampling from the lesion
shape model and lesion Gaussian parameters. A more general scheme would
sample from all the parameters of the model, i.e., the atlas deformations, the
bias field parameters as well as the Gaussian parameters of the other structures.
Specifically the joint posterior distribution, over f l ; zg is then approximate as

p(l ; zjD ) �
1
S

SX

s=1

p(l ; zjD ; x (s) ; � (s) ; h (s) ; � (s)
z ):
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Sampling from all the model’s parameters will allow obtaining true model uncer-
tainty of the segmentation outcomes and report confidence intervals. Further-
more, this sampling scheme should lead to more accurate segmentations than
when using point estimates, although at a higher computational cost. In fact, a
similar approach was used for the segmentation of hippocampus subfields, lead-
ing to more accurate volume measures than when using point estimates (Iglesias
et al., 2013).



Chapter 4

Longitudinal whole-brain
and lesion segmentation

In this chapter, we describe how we extended the cross-sectional method pro-
posed in Chapter 3 to handle longitudinal scans. The chapter mainly describes
the research related to Paper B and Paper C, and it is structured as follows:

� We first introduce the proposed longitudinal method that extends the
cross-sectional method described in Chapter 3.

� We then summarize the main experiments and findings of Paper B and
Paper C.

� Finally, we discuss the main advantages and drawbacks of the proposed
method.

4.1 Longitudinal model

In a longitudinal setting, we are given T longitudinal scans with image intensities
f D 1; � � � ; D T g. For each time point t, we wish to compute automated segmen-
tations f l t ; zt g. The cross-sectional method described in Chapter 3 will segment
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Fig. 4.1: Graphical representation of the proposed longitudinal method. In
black, the cross-sectional method proposed in Puonti et al. (2016).
In red the components introduced in Sec. 3.2 (Paper A) for mod-
eling white-matter lesions. In blue the additional latent variables
f x0; � 0g for modeling longitudinal scans. Here the plate indicates T
repetitions of the included variables, while the shading indicates the
observed data D t of each time point.

each time point independently. Although this approach will generally produce
accurate segmentations, we can include further information into the model by
encoding the prior knowledge that the longitudinal scans belong to the same
subject to obtain temporally consistent segmentations. For this purpose, latent
variables x0 and � 0 are introduced in the model in the segmentation prior and
likelihood function, respectively. These latent variables encourage longitudinal
segmentations to be similar to each other, while not defining a priori their val-
ues. The longitudinal model is depicted in Fig. 4.1, where x t , h t , � t and � t;z

are the model parameters at time point t.

4.1.1 Longitudinal segmentation prior

The longitudinal segmentation prior is augmented with latent variables x0 that
encourage similar shape configurations between time points. We accomplish this
by using the idea of a “subject-specific-atlas”; this concept was already consid-
ered in Iglesias et al. (2016) in the context of longitudinal hippocampus subfields
segmentation and is extended here to whole-brain segmentation. Specifically, the
population-wide atlas described in Chapter 3 for the cross-sectional method is
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first deformed to the subject at hand, following a prior distribution:

p(x0) / exp

"

� K 0

MX

m =1

Um (x0; x ref )

#

;

where K 0 controls the stiffness of the mesh and Um is the same topology-
preserving cost defined in Sec. 3.1.1.

The population-wide atlas is then deformed t times for each of the given time
points, following

p(f x t gT
t =1 jx0) =

TY

t =1

p(x t jx0); p(x t jx0) / exp

"

� K 1

MX

m =1

Um (x t ; x0)

#

;

where K 1 controls the stiffness of the mesh. By setting K 0 = 1 and K 1 = K ,
the cross-sectional segmentation prior formulation for each time point can be
obtained. Note that we did not constrain further lesion shapes over time, as the
temporal evolution of lesions can vary greatly.

4.1.2 Longitudinal likelihood function

In a similar vein, the parameters of the likelihood function of each time point are
constrained to have similar values across time by adding intensity latent vari-
ables � 0 in the model. In particular, for each time point t and for each structure
k the Gaussian parameters f � t;k ; � t;k g are conditioned on f � 0;k ; � 0;k g, follow-
ing a NIW distribution:

p(f � t gT
t =1 j� 0) =

TY

t =1

p(� t j� 0)

with

p(� t j� 0) /
KY

k=1

N (� t;k j� 0;k ; P0;k � 0;k )IW( � t;k jP0;k � 0;k ; P0;k � N � 2):

Here the parameters � 0 have a flat prior p(� 0) / 1 while P0;k is a parameter
controlling the strength of the latent variables on the likelihood function of each
time point for structure k. Note that the cross-sectional likelihood function for
each time point can be obtained by setting P0;k = 0 ; 8k.

Lesion Gaussian parameters of each time point � t;z are still conditioned on the
white matter Gaussian parameters f � t;W M ; � t;W M g as explained in Sec. 3.2.2.
The choice of not introducing latent variables for the lesion class was made since
lesion intensity profiles of each time point usually vary greatly, depending on
the lesions evolution of the subject being segmented.
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4.1.3 Longitudinal segmentation

Computing longitudinal segmentation proceeds in a similar vein as in the cross-
sectional model (cf. Sec 3.2.3): we first estimate model parameters by clamping
the VAE outputs to 1 (i.e., f i (zt ) = 1 ; 8i ), and then compute final segmentations
using an MCMC scheme. In particular, by defining 
 t = f x t ; � t ; � t;z g as the
collection of the model parameters at time point t, computing point estimates
involves solving the following maximization problem:

f 
̂ 1 : : : ; 
̂ T ; �̂ 0;x̂ 0g = argmax
f
 1 ;:::; 
 T ;� 0 ;x 0g

p(
 1; : : : ; 
 T ; � 0; x0jD 1; : : : ; D T ): (4.1)

We solve Eq. (4.1) by using a coordinate ascent scheme, where we iteratively
update the parameters of each time point f 
 t gT

t and the subject-specific latent
variables f x0; � 0g until convergence.

Computing updates for f 
 t gT
t given f D t gT

t and point estimates of the latent
variables f x̂ 0; �̂ 0g involves solving the cross-sectional optimization problem de-
scribed in Sec. 3.2.3 (Eq. (3.4)) for each time point t separately. This is due
to the fact that 1) the longitudinal segmentation prior p(x t jx0) has the same
form of the cross-sectional segmentation prior, and 2) the longitudinal likelihood
function p(� t j� 0) has the form of a NIW distribution, which is the conjugate
prior of the mean and variance of a Gaussian distribution.

Optimization of the latent variables of the likelihood function � 0 leads to closed-
form updates, while the optimization of x0 is solved numerically using a limited-
memory BFGS algorithm.

Once point estimates of the model parameters are inferred, we compute the
segmentation of each time point independently; Computing a joint segmentation
f l t ; zt g for each time point t proceeds as in the cross-sectional model, i.e., by
using the factorization:

p(l t ; zt jD t ; 
̂ t ) = p(zt jD t ; 
̂ t )p(l t jzt ; D t ; 
̂ t );

where we apply the same MCMC scheme of Sec. 3.2.3 for approximating p(zt jD t ; 
̂ t )
and then plug the estimated zt into p(l t jzt ; D t ; 
̂ t ) to estimate l t .

4.1.4 Unbiased longitudinal pre-processing

When processing longitudinal scans, attention is needed for not introducing spu-
rious biases (Reuter and Fischl, 2011). These processing biases have been shown
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to produce overestimation of effect sizes (Yushkevich et al., 2010; Thompson and
Holland, 2011), and they can arise when all the time points are not treated in
the same way – for example, by resampling all the follow-up scans to the baseline
or by registering an atlas to the baseline. To avoid such biases, we resort to the
computation of an unbiased within-subject template, using an inverse consistent
registration method (Reuter et al., 2012). This template is a robust representa-
tion of the average anatomy of the subject at hand, and it serves as an unbiased
reference to register all the time points to the same space. Furthermore, we also
use this template to initialize the optimization scheme of Eq. (4.1). Specifically,
we apply the cross-sectional method described in Chapter 3 to the template and
use the estimated model parameters 
 to initialize f 
 t gT

t =1 . Subsequently, we
iterate between updates of f 
 t gT

t =1 and of f x0; � 0g for 5 times, which we found
was enough to reach convergence.

4.1.5 Hyperparameter tuning

The proposed longitudinal method has two hyperparameters that control the
strength of the subject-specific latent variables. Specifically, K 1 controls the
stiffness of the subject-specific mesh that is deformed for each time point, while
P0;k controls the strength of the latent variables on the likelihood function of
each time point. We wish to compute values for these parameters that jointly
minimize differences between scans acquired within a short interval of time while
maximizing the ability to detect known atrophy trajectories in different patient
groups. We thus decided to perform a grid search for these parameters and to use
40 test-retest scans from the MIRIAD project1 and 80 longitudinal scans from
the ADNI project2 – distinct from the ones used in the following experiment
section. In particular, we used the following values for the hyperparameters:
K 1 = f 5; 10; 14; 15; 20g and P0;k = f 0:25N0;k ; 0:5N0;k ; 0:75N0;k ; N0;k ; 1:25N0;k g,
where N0;k represents the number of voxels assigned to class k in the cross-
sectional segmentation of the within-subject template. Results are summa-
rized in Fig. 4.2 for test-retest reliability analysis, where we averaged the met-
rics across all the structures. In Fig. 4.3 instead, we reported the ability of
the method to detect differences between cognitive normal (CN) subjects and
Alzheimer’s disease (AD) patients. In particular, we focused our attention
on only three structures known to have different trajectories between the two
groups: cerebral cortex, hippocampus, and lateral ventricles. We noticed that
all these structures have low p-values and large effect sizes, indicating that
the method can differentiate between these two groups no matter the values of
these hyperparameters. Taken into consideration all the results, we decided to
set these hyperparameters to P0;k = 0 :5N0;k and K 1 = 20.

1 https://www.nitrc.org/projects/miriad/
2 http://adni.loni.usc.edu/

https://www.nitrc.org/projects/miriad/
http://adni.loni.usc.edu/
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Fig. 4.2: Dice overlaps computed from 40 test-retest scans from the MIRIAD
project. Results for each value of the hyperparameters of the model
are averaged across all the segmented structures.

Fig. 4.3: P-values and Cohen’s d effect size computed from APCs of CN (n=36)
subjects and AD (n=44) patients from the ADNI project for different
values of the hyperparameters of the model. Results are summarized
for three structures: cerebral cortex, hippocampus, lateral ventricles.
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4.1.6 Implementation details

The proposed longitudinal method is made available as part of FreeSurfer. The
code builds on top of the cross-sectional implementation of the method (cf.
Sec. 3.2.4), where we implemented the additional longitudinal components in
Python. Segmenting one subject with 1mm3 isotropic resolution takes approxi-
mately 15 minutes per time point on a machine with an Intel 12-core i7-8700K
CPU and a GeForce GTX 1060 graphics card.

4.2 Experiments

In the following, we summarized the main experiments of Paper B and Paper
C. We first evaluated the effect of the proposed subject-specific latent variables
on the longitudinal performance of the method using non-MS patients. For this
purpose, we used a simplified version of the method, where the lesion compo-
nents of the model have been removed – called SAMSEG-Long in the remainder
of the chapter. We then validated the proposed whole-brain and white matter
lesion longitudinal segmentation method on longitudinal scans of MS patients.

In the following, we focused on the following structures: cerebral white matter
(WM), cerebellum white matter (CWM), cerebral cortex (CT), cerebellum cor-
tex (CCT), lateral ventricle (LV), hippocampus (HP), thalamus (TH), putamen
(PU), pallidum (PA), caudate (CA), amygdala (AM), nucleus accumbens (AC)
and brain stem (BS).

For every set of longitudinal volumes of the same subject, Annualized Percentage
Changes (APCs) were computed as the slope of a linear regression model divided
by its intersect.

4.2.1 SAMSEG-Long

We here describe how we validated SAMSEG-Long: First, we listed the datasets
and benchmark methods used for validating the method. We then assessed the
test-retest reliability performance of the method. Finally, we evaluated the
ability of the method to detect group differences from longitudinal scans.
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Datasets and benchmark methods

For validating SAMSEG-Long, we made use of the following datasets:

MIRIAD-TR (Malone et al., 2013): This dataset contains T1w longitudinal
scans of 13 HC and 16 AD patients from the Minimal Interval Resonance Imag-
ing in Alzheimer’s Disease (MIRIAD) project3. Two test-retest images were ac-
quired at three different sessions for each subject. For each session, T1-weighted
(T1w) scans were acquired on a GE Signa 1.5T scanner.

ADNI: This dataset contains T1w longitudinal scans of 200 subjects from
the Alzheimer’s Disease Neuroimaging Initiative (ADNI)4. Each subject was
scanned between 2 to 6 times, with approximately 6 to 12 months between each
scan. Subjects were divided into CN, mild cognitive impairment (MCI), and
AD. Different scanners from multiple sites and multiple field strengths (1.5T
and 3T) were used for scanning subjects.

OASIS2 (Marcus et al., 2010): This dataset contains T1w longitudinal scans of
150 subjects from the Open Access Series of Imaging Studies (OASIS2) project5.
Each subject was scanned on two or more visits, separated by at least one year
for a total of 373 imaging sessions. Scans were acquired on a Siemens Vision 1.5T
scanner. Subjects were divided into three groups: non-demented, converted, and
demented.

OASIS2-TR (Marcus et al., 2010): This dataset contains T1w test-retest scans
of the same 150 subjects of the OASIS2 dataset. For each subject, 3 or 4
individual T1w MRI scans were obtained in single scan sessions.

We evaluated the performance of SAMSEG-Long and compared its results against
SAMSEG and the longitudinal stream of FreeSurfer 7.1 (Reuter et al., 2012),
called Aseg-Long in the remainder of the thesis.

Test-retest reliability

We tested the ability of the method to produce consistent segmentations when
no biological changes are present in the scans. For this purpose, we computed
segmentations for SAMSEG-Long, SAMSEG, and Aseg-Long for the test-retest
scans of the MIRIAD-TR and the OASIS2-TR dataset. Results are summarized

3 https://www.nitrc.org/projects/miriad/
4 http://adni.loni.usc.edu/
5 https://www.oasis-brains.org/

https://www.nitrc.org/projects/miriad/
http://adni.loni.usc.edu/
https://www.oasis-brains.org/
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Structure MIRIAD-TR OASIS2-TR Mean
SAMSEG Aseg-Long SAMSEG-Long SAMSEG Aseg-Long SAMSEG-Long SAMSEG Aseg-Long SAMSEG-Long

WM .936� .022 .939� .024 .940� .016 .931� .014 .932� .017 .934� .013 .931� .014 .932� .018 .934� .013
CWM .930� .020 .928� .027 .935� .014 .897� .024 .858� .038 .904� .021 .898� .025 .861� .040 .905� .022
CT .898� .041 .905� .041 .904� .033 .883� .024 .892� .024 .887� .022 .884� .025 .893� .025 .888� .022
CCT .955� .016 .954� .018 .958� .011 .930� .018 .911� .028 .935� .015 .931� .019 .913� .029 .936� .016
LV .979� .009 .976� .011 .983� .007 .971� .007 .966� .012 .974� .006 .971� .008 .966� .012 .975� .006
HP .935� .029 .935� .030 .945� .024 .913� .024 .906� .030 .923� .022 .914� .025 .907� .030 .923� .022
TH .976� .009 .967� .013 .981� .005 .968� .007 .943� .013 .973� .006 .969� .007 .944� .014 .974� .006
PU .935� .017 .949� .022 .944� .009 .924� .011 .922� .018 .931� .009 .925� .011 .923� .019 .932� .009
PA .959� .019 .949� .021 .973� .009 .954� .011 .906� .022 .966� .008 .954� .012 .908� .024 .967� .008
CA .944� .033 .938� .027 .953� .018 .929� .017 .915� .019 .936� .014 .929� .019 .916� .020 .936� .015
AM .948� .019 .922� .027 .963� .014 .936� .018 .893� .033 .952� .013 .936� .018 .894� .033 .952� .013
AC .929� .029 .884� .046 .952� .017 .925� .019 .861� .031 .946� .012 .925� .019 .862� .032 .946� .013
BS .977� .006 .975� .008 .980� .005 .970� .008 .964� .010 .972� .007 .970� .008 .964� .010 .973� .007
Mean .946� .032 .940� .037 .955� .027 .933� .030 .913� .040 .941� .030 .934� .031 .914� .040 .942� .030

Table 4.1: Dice Scores (mean � standard deviation) on the test-retest images
of the MIRIAD-TR and OASIS2-TR datasets for SAMSEG-Long,
SAMSEG, and Aseg-Long.

in Table 4.1 for Dice overlaps. From the table, we can see that SAMSEG-Long
produces more accurate segmentations for almost all the structures, although
Aseg-Long performs better for the cerebral cortex. These results indicate that
the introduction of subject-specific latent variables has increased the ability of
the method to produce consistent segmentations.

Detecting group differences

The previous experiment focused only on the ability of the method to pro-
duce consistent segmentations when no true biological changes are present in
the longitudinal scans. We here validated the ability of the method to detect
group differences on the ADNI and OASIS2 datasets for the cerebral cortex,
hippocampus, and lateral ventricles, known to have marked atrophy for AD
patient (Laakso et al., 1998; Du et al., 2001; Apostolova et al., 2006; Halliday,
2017). In particular, for the ADNI dataset, we assessed its ability to discrimi-
nate between atrophy rates for the three groups of the dataset: CN, MCI, and
AD. Results are summarized in Table 4.2 and indicate that overall, SAMSEG-
Long is better able to discriminate between these groups than SAMSEG. For
some of the comparisons, CN vs. MCI for cerebral cortex and MCI vs. AD for
hippocampus Aseg-Long has better performance.

In a similar vein, we focused on the same structures of the previous experiment
and validated the method on the OASIS2 dataset. In this dataset, three groups
are available: non-demented, converted, and demented. Results are summarized
in Table 4.3 and indicate that the method can better discriminate between
groups for all the structures.
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Structure Method CN vs AD CN vs MCI MCI vs AD

Cerebral Cortex
SAMSEG p=1.41e-03 d=0.58 p=5.01e-01 d=0.11 p=8.71e-03 d=0.45
Aseg-Long p=1.30e-03 d=0.59 p=3.03e-02 d=0.37 p=8.36e-02 d=0.31

SAMSEG-Long p=4.79e-05 d=0.75 p=9.40e-02 d=0.29 p=3.27e-02 d=0.37

Hippocampus
SAMSEG p=4.24e-03 d=0.52 p=1.43e-02 d=0.42 p=6.61e-01 d=0.08
Aseg-Long p=1.55e-07 d=1.01 p=1.74e-04 d=0.66 p=4.47e-02 d=0.35

SAMSEG-Long p=1.64e-08 d=1.09 p=2.33e-05 d=0.75 p=1.12e-01 d=0.28

Lateral Ventricles
SAMSEG p=1.71e-05 d=-0.80 p=3.29e-02 d=-0.36 p=5.23e-02 d=-0.34
Aseg-Long p=1.15e-04 d=-0.71 p=1.47e-03 d=-0.55 p=2.09e-01 d=-0.22

SAMSEG-Long p=3.94e-06 d=-0.87 p=8.66e-04 d=-0.58 p=1.18e-01 d=-0.27

Table 4.2: Group differences analysis for the three different groups of the
ADNI dataset (CN, MCI, and AD). The table describes statis-
tical significance differences express with p-value and Cohen’s d
effect size for annualized percentage changes for cerebral cortex,
hippocampus, and lateral ventricles.

Structure Method non-demented vs demented non-demented vs converted converted vs demented

Cerebral Cortex
SAMSEG p=1.02e-02 d=0.47 p=1.15e-01 d=0.51 p=6.61e-01 d=0.09
Aseg-Long p=4.39e-03 d=0.50 p=4.31e-02 d=0.50 p=9.20e-01 d=0.02

SAMSEG-Long p=2.54e-04 d=0.68 p=4.32e-02 d=0.73 p=5.07e.01 d=0.15

Hippocampus
SAMSEG p=1.05e-06 d=0.91 p=5.13e-02 d=0.64 p=1.57e-01 d=0.35
Aseg-Long p=2.33e-05 d=0.78 p=4.89e-03 d=0.79 p=3.08e-01 d=0.20

SAMSEG-Long p=2.00e-09 d=1.18 p=1.35e-02 d=0.88 p=3.95e-02 d=0.47

Lateral Ventricles
SAMSEG p=1.98e-03 d=-0.58 p=1.29e-01 d=-0.57 p=1.07e-01 d=-0.28
Aseg-Long p=9.83e-04 d=-0.62 p=8.21e-02 d=-0.53 p=6.60e-02 d=-0.30

SAMSEG-Long p=1.10e-04 d=-0.74 p=9.57e-02 d=-0.61 p=4.51e-02 d=-0.36

Table 4.3: Group differences analysis for the three different groups of the OA-
SIS2 dataset (non-demented, converted, and demented). The table
describes statistical significance differences express with p-value and
Cohen’s d effect size for annualized percentage changes for cerebral
cortex, hippocampus, and lateral ventricles.

Taken together, SAMSEG-Long has overall better performance than SAMSEG
in both datasets, showing that the introduction of the subject-specific latent
variables has not limited the ability of the method to detect known biological
changes.

4.2.2 Longitudinal whole-brain and white matter lesion
segmentation method

We validated the proposed longitudinal whole-brain and white matter lesion seg-
mentation method on MRI scans of MS patients. We first evaluated if the longi-
tudinal method achieves better test-retest performance than its cross-sectional
version for the whole-brain component of the model, as already assessed for
SAMSEG-Long. We then focused our attention on its longitudinal lesion per-
formance. Finally, we assessed if the proposed longitudinal method is still able
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to segment lesions in a contrast-adaptive way.

Data

For validating the proposed longitudinal method, we made use of the following
datasets:

Munich-TR (Biberacher et al., 2016): This dataset consists of T1w and FLAIR
scans of 2 MS subjects. The two subjects were scanned 5-6 times with three
different 3T scanners (Philips Achieva; Siemens Verio; GE Signa MR750) within
three weeks.

Copenhagen: This dataset consists of longitudinal T1w, T2w, and FLAIR
scans of 53 MS subjects acquired with a Siemens Verio 3T scanner at the Dan-
ish Research Centre of Magnetic Resonance (DRCMR). For each subject, two
MRI sessions were done 48 weeks apart. For each session, manual lesion seg-
mentations were delineated by an expert rater.

Copenhagen-TR: This dataset consists of T1w, T2w, and FLAIR scans of
7 MS subjects. These scans were acquired with the same scanner and same
imaging protocol as the Copenhagen dataset. For each subject, two test-retest
scans were acquired.

Ljubljana (Lesjak et al., 2016): This dataset consists of longitudinal T1w, T2w,
and FLAIR scans of 20 MS subjects. For each subject, two scans were acquired
with an interval of time between 3 months to 2 years. All scans were acquired
with a 1.5T Philips scanner at University Medical Centre Ljubljana. Manual
consensus delineations from 2 raters on lesion changes were available.

Whole-brain test-retest reliability

We assessed the test-retest reliability of the whole-brain component of the pro-
posed method on MS data. For this purpose, we computed segmentations for the
proposed longitudinal method and its cross-sectional version for the Munich-TR
and Copenhagen-TR datasets. Results are summarized in Table 4.4 for Dice
overlaps. From the table, we can see that the proposed longitudinal method
has better test-retest reliability for almost all structures compared to its cross-
sectional version. As in the previous experiments with SAMSEG-Long, these
results indicate that the addition of subject-specific latent variables leads to
better test-retest reliability performance.
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Structure Munich-TR Copenhagen-TR Mean
Ours (cross) Ours (long) Ours (cross) Ours (long) Ours (cross) Ours (long)

WM .942� .029 .945� .028 .940� .014 .945� .013 .942� .028 .945� .027
CWM .937� .025 .940� .025 .928� .027 .933� .027 .936� .026 .940� .025
CC .926� .035 .929� .035 .919� .030 .923� .030 .926� .035 .928� .035
CCT .959� .017 .961� .016 .951� .023 .954� .022 .959� .017 .961� .017
LV .947� .028 .955� .028 .961� .016 .964� .015 .948� .028 .956� .027
HP .928� .027 .937� .026 .914� .011 .929� .010 .927� .026 .936� .025
TH .959� .017 .969� .015 .952� .008 .963� .008 .959� .016 .968� .015
PU .932� .021 .943� .020 .924� .015 .936� .016 .931� .021 .943� .020
PA .914� .025 .928� .022 .911� .025 .926� .023 .914� .025 .928� .022
CA .921� .038 .928� .037 .858� .060 .875� .057 .916� .044 .924� .044
AM .938� .030 .956� .028 .931� .018 .952� .013 .937� .029 .955� .026
AC .894� .070 .922� .063 .892� .049 .930� .040 .894� .069 .923� .062
BS .970� .012 .973� .011 .962� .013 .967� .011 .969� .012 .973� .011
Mean .936� .037 .945� .034 .927� .040 .938� .034 .935� .038 .944� .034

Table 4.4: Dice score (mean� standard deviation) on the test-retest images
of the Munich-TR and Copenhagen-TR dataset for the proposed
longitudinal method and its cross-sectional version on T1w-FLAIR
input.

Longitudinal lesion segmentation performance

In order to assess the longitudinal lesion segmentation performance of the method,
we performed three experiments that evaluate different aspects of its lesion per-
formance: 1) the ability of the method to segment lesions consistently when
no biological changes are present in the image; 2) the ability of the method to
accurately segment lesions compared to manual delineations; 3) the ability of
the method to detect biological lesion changes (also compared to manual delin-
eations). Furthermore, we compared the performance of the method against its
cross-sectional version and a publicly available white matter longitudinal lesion
segmentation method (Schmidt et al., 2019), called LST-Long in the remainder
of the chapter.

We first computed lesion segmentation for all the methods for the Copenhagen-
TR and Munich-TR datasets to test and compare their test-retest reliability
performance. Results are shown in Table 4.5 for Dice overlaps. We then assessed
the ability of the method to segment lesions and detect lesion changes on the
Copenhagen and Ljubljana dataset, respectively. Results are summarized in
Table 4.6 and indicate that the proposed longitudinal method and its cross-
sectional version have better performance compared to LST-Long. No statistical
difference arises between the longitudinal method and cross-sectional method
(measured with a pairwise t-test).

Taken together, the proposed longitudinal method produces more consistent
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Munich-TR Copenhagen-TR Mean
Ours (cross) 0.845� 0.055 0.869� 0.058 0.847� 0.055
LST-Long 0.955� 0.035 0.989� 0.019 0.958� 0.035
Ours (long) 0.851� 0.055 0.870� 0.058 0.852� 0.056

Table 4.5: Test-retest lesion segmentation performance for the proposed lon-
gitudinal method, its cross-sectional version, and LST-Long on the
Munich-TR and Copenhagen-TR datasets. Results are express
in terms of Dice overlaps (mean� standard deviation). T1w and
FLAIR scans were used as input.

Copenhagen Ljubljana
Ours (cross) 0.56� 0.16 0.29� 0.17
LST-Long 0.50� 0.15 0.13� 0.13
Ours (long) 0.56� 0.16 0.32� 0.17

Table 4.6: Lesion segmentation performance for the proposed longitudinal
method, its cross-sectional version, and LST-Long on the Copen-
hagen and Ljubljana datasets on T1w and FLAIR scans. For the
Copenhagen dataset, lesion segmentations were assessed as over-
lap against lesion manual delineations for each time point. For the
Ljubljana dataset, lesion segmentations were assessed as overlap
against manual lesion changes between two time points. Results
are expressed as mean� standard deviation.

lesion segmentations than its cross-sectional version when no lesion changes are
present in the image. This increase in test-retest reliability is not decreasing its
ability to segment lesions and detect lesion changes. When looking at LST-Long
performance, it is clear that the method has almost perfect lesion overlaps when
test-retest images are used, although this reduces its ability to segment lesions
and detect true lesion changes.

Assessing lesion contrast-adaptiveness

As a final experiment, we assessed if the proposed longitudinal method can still
segment lesions in a fully contrast-adaptive fashion. For this purpose, we first
computed for all the input combinations available in the Copenhagen-TR and
Munich-TR datasets Dice overlaps. Results are summarized in Fig. 4.4 and in-
dicate that the longitudinal method has better test-retest lesion performance for
all of the input combinations (T1w, FLAIR, T1w-FLAIR) on the Munich-TR
dataset, while the method has significantly better performance for only two of
the combinations (T2w and T1w-T2w) of the Copenhagen-TR dataset. Note
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that this dataset has only seven test-retest pairs of scans. Furthermore, we
noticed that the best performances were obtained when the input combination
T1w-FLAIR was used, while the worst results are obtained for only-T1w input
scans. For few cases of the Munich-TR dataset and a case for the Copenhagen-
TR dataset, the Dice scores dropped significantly for the cross-sectional method;
by visually inspecting these cases, the cross-sectional method successfully seg-
mented lesions in most of the longitudinal scans but failed in one or more of
them. This is not the case for the longitudinal method that consistently seg-
mented lesions in all the time points.

In a similar vein, we assessed the longitudinal lesion segmentation performance
for all the input combinations of the Copenhagen and Ljubljana datasets. Re-
sults are summarized in Fig. 4.5 and indicate that the longitudinal method has
similar performance compared to the cross-sectional method while increasing its
ability to detect lesions for T1w and T2w-FLAIR input combinations for the
Ljubljana dataset.

4.3 Discussion

We have proposed a longitudinal method that simultaneously segments white
matter lesions and 41 anatomical brain structures. The method is contrast-
adaptive, and it has no limit on the number and timing of longitudinal follow-up
scans. To the best of our knowledge, this is the first method that has all of these
properties.

The introduction of subject-specific latent variables into the cross-sectional
method proposed in Chapter 3 increased the performance of the method on
longitudinal scans. In particular, the method produced more consistent seg-
mentations in test-retest experiments and better sensitivity in detecting known
differences between various patient groups.

Although the proposed method has shown competitive longitudinal performance
on many different datasets, it has some limitations. Below we describe the main
weaknesses of the method and discuss possible improvements to increase its
performance further.
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(a) Munich-TR dataset. (b) Copenhagen-TR dataset.

Fig. 4.4: Test-retest lesion segmentation performance of the proposed longi-
tudinal method and its cross-sectional version when different com-
binations of input contrasts are used. Results are summarized in
terms of Dice overlap for two different datasets: Munich-TR (a) and
Copenhagen-TR (b). Statistical significance was assessed with a pair-
wise t-test and indicated with asterisks (“***” for p-value < 0.001 and
“**” for p-value < 0.01).

(a) Copenhagen dataset. (b) Ljubljana dataset.

Fig. 4.5: Longitudinal lesion segmentation performance of the proposed longi-
tudinal method and its cross-sectional version when different combi-
nations of input contrasts are used. (a) Copenhagen dataset: lesion
segmentations were assessed as overlap against lesion manual delin-
eations for each time point. (b) Ljubljana dataset: lesion segmenta-
tions were assessed as overlap against manual lesion changes between
two time points. Statistical significance was assessed with a pairwise
t-test and indicated with asterisks (“**” for p-value < 0.01 and “*”
for p-value < 0.05).
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No group di�erence analysis for MS patients

One limitation of the analysis of the proposed longitudinal method is that we
did not validate its ability to detect known changes in MS patient groups. At
the time of writing, we did not have a dataset that contains both longitudinal
scans of MS patients and longitudinal scans of healthy controls. If in the future
such a dataset will be available, we will test whether the longitudinal method
improves our ability to detect the increased atrophy rates (Bergsland et al.,
2018) in various brain structures (e.g., the thalamus (Azevedo et al., 2018)) in
patients with, e.g., EDSS progression compared to the cross-sectional method.

Lesion test-retest reliability

In the previous experiments, we assessed the test-retest reliability performance
of the method. For the segmentation of the various anatomical structures, the
longitudinal method achieved better test-retest reliability performance than the
cross-sectional method. On the other hand, for white matter lesions, the method
achieved only slightly better performance than its cross-sectional method but
has lower performance than LST-Long. Although we have shown that LST-
Long was then unable to detect biological changes (most probably due to an
excessive regularization over time), we believe there is a considerable margin of
improvement for the proposed method on lesion test-retest reliability. Below we
propose two improvements that might improve this performance.

Constraining lesion appearance over time

We did not condition the value of the lesion Gaussian parameters of each time
point in the same way as for the Gaussian distributions of the other structures
– i.e., by enforcing similar parameter values across time points. This choice
was motivated by lesions having highly varying intensity profiles in a long time
interval. However, within a short interval of time and for cases where lesions
do not change much, further constraints might be beneficial. In such scenarios,
to further increase the lesion segmentation consistency between different time
points, one can use latent variables for the lesion Gaussian of each time point,
as already done for the other structures. A further prior could also be added
over these latent variables so that the method is more robust when few or no
lesions are present in the longitudinal scans.
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Constrain lesion shape over time

In the proposed longitudinal method, no additional constraints on the evolution
of the shape of lesions were introduced. This decision was made as lesions evolve
in disparate ways with lesions that shrink, enlarge or stabilize. The current im-
plementation has advantages and disadvantages. An advantage of this decision
is that the complexity of the proposed longitudinal method is kept relatively
similar to the one of SAMSEG-Long, leading to relatively fast longitudinal seg-
mentations. The main disadvantage is that no particular lesion shape evolution
is incorporated into the model. A possibility to further increase lesion accuracy
and consistency over time is to model the lesion shape evolution using a gener-
ative model. This model can be in the form of a Markov Random Field tying
corresponding voxels between time points or a more complex model like a re-
current VAE (Fabius and van Amersfoort, 2015) trained on longitudinal binary
lesion segmentations. However, the introduction of these models will increase
the complexity of the model, leading to higher computational time.
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Chapter 5

Conclusions and future work

This thesis focused on the development of segmentation methods for both cross-
sectional and longitudinal scans of MS patients. The methods described in this
document have been released through the neuroimaging package FreeSurfer1,
allowing a large number of users to analyze MRI images in a fully contrast-
adaptive way. Furthermore, by open-sourcing the implementation of these
methods, newly developed segmentation algorithms can easily compare their
performance to the methods proposed in this thesis.

The first proposed method (Paper A) is a contrast-adaptive segmentation al-
gorithm for simultaneously segmenting white matter lesions and various neu-
roanatomical structures. The method builds on top of an existing whole-brain
segmentation method, where additional lesion components were introduced to
model lesion location, shape, and appearance. The method has been shown to
have robust white matter lesion segmentation performance while segmenting 41
brain structures. Furthermore, we validated its contrast-adaptiveness and its
ability to detect known differences between healthy controls and MS patients.

The second method proposed in this thesis (Paper B and Paper C) is a longi-
tudinal algorithm that extends the cross-sectional method previously described.
Subject-specific latent variables were introduced for encouraging temporal con-
sistency between time points. At the time of writing and to the best of our

1http://freesurfer.net/

http://freesurfer.net/
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knowledge, this is the first method that can longitudinally segment 41 brain
structures and white matter lesions, with no assumption on the timing and
number of follow-up scans. Furthermore, this method inherits all the proper-
ties of the cross-sectional method; hence it is contrast-adaptive and robust to
differences in scanners and magnetic field strengths. Experiments showed that
the method has better longitudinal performance compared to its cross-sectional
counterpart.

5.1 Future work

In this thesis, we showed that the proposed methods work robustly on several
datasets. However, some further extensions can be made to increase their lesion
segmentation performance. We have already discussed specific enhancements for
each method in Chapter 3 and Chapter 4, and we here describe more general
extensions that can be applied to both methods.

Cortical lesion segmentation

An interesting extension of the methods would be to segment cortical lesions.
Cortical lesions are mostly visible on MRI sequences obtained with high mag-
netic field strength (e.g., using a 7 Tesla scanner) and have been shown to corre-
late more with measures of disability in MS than white matter lesions (Calabrese
et al., 2009). Simultaneously segmenting dozens of brain structures, white mat-
ter lesions, and cortical lesions in a contrast-adaptive way would likely lead to a
better understanding of the mechanism behind MS and shed some light on the
correlations between white matter lesions, cortical lesions, and various brain
structures. The methods proposed in this document are currently unable to
segment cortical lesions, mostly due to the spatial lesion constraints imposed in
the atlas. One possible solution would be to model cortical lesions as a separate
class and incorporate spatial constraints within the cerebral cortex area while
sharing the same intensity model for white matter lesions and cortical lesions.
If this would not be sufficient, a shape model can be further introduced. This
model could be a VAE that incorporates information of the nearby structures
and possibly reduces false-positive lesions detection.
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Black hole segmentation

In a similar vein, we can extend these methods to segment black holes. Black
holes are lesion areas with irreversible demyelination and axonal damage. They
appear hypointense in both T1w and FLAIR scans and hyperintense in T2w
scans. Combining this black hole segmentation extension with the cortical lesion
extension described above will ultimately help clinicians analyze different types
of lesions and their entire temporal evolution – from their first appearance to
their possible transformation into black holes. Since black holes share the same
location as lesions while having a different intensity profile, a possible solution
would be to model black holes as a separate class that shares the same lesion
location constraints while having a different intensity model.

Modeling partial volume e�ects

The methods described in this document can further be improved by modeling
partial volume effects. A partial volume effect occurs when a voxel contains a
mixture of two or more tissues rather than a single tissue. Modeling partial
volume effects is especially important in clinical scenarios, where most of the
acquired MRI scans have low resolutions; hence partial volume effects are more
prominent. A possible solution would be to model partial volume effects as
proposed in Van Leemput et al. (2003), where the model is extended with a
downsampling step so that partial volume effects are introduced. Within this
model, a high-resolution segmentation with no partial volume effects is then
inferred from the low-resolution image. Although explicitly modeling partial
volume effects will further increase the models’ complexity and their compu-
tation times, this will lead to more accurate segmentations on low-resolution
images.

Include patient covariates in the model

Another interesting research direction would be to incorporate into the segmen-
tation methods patient covariates such as age and clinical scores. By incor-
porating this information into the model, lesion segmentation will most likely
improve, as lesion shape, size, and lesion load have been shown to correlate
with patient information. Furthermore, conditionally generating lesions given
patient covariates might potentially give insight into the mechanisms behind the
disease. One possible idea would be to train the lesion shape model to generate
lesion maps based on the given patient information. For this purpose, a train-
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ing dataset of lesion masks with corresponding age and clinical scores would be
needed. If such a dataset would be limited in size (for example, due to missing
clinical scores), we could perhaps train this model in a semi-supervised setting,
as proposed in Kingma et al. (2014).
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