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Abstract—Recent phishing attacks have started to migrate to HTTP over TLS (HTTPS), making a phishing web page appear safe to the user’s browser despite its malicious purpose. This paper proposes new data features as well as machine learning-based solutions to predict digital certificates involved in HTTPS as phishing or benign certificates. In contrast to previous works that consider this a binary classification problem, we take into account that a certificate can be partially benign and phishy simultaneously. We propose a multi-class classifier and a regressor to classify these ambiguous certificates, in addition to benign and phishing certificates, where the ‘phishyness’ of a certificate is expressed as a value between 0 and 1 for the regressor. We apply our method to a set of certificates obtained from certificate transparency logs and show that we can classify them with high performance. We extend our validation by evaluating the performance of the model over time, showing that our model generalizes over time on our training data set.
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I. INTRODUCTION

Phishing is still one of the most common attacks which has a plethora of reported cases on a daily basis [1]. In these attacks, victims are persuaded in disclosing sensitive information by an attacker that impersonates a legitimate organization or person. Modern and more advanced attackers have begun to use phishing websites offering legitimate digital certificates as a way to persuade the users into diverging their information willingly, by making the websites look more legitimate through visible padlock icons in browsers. Although phishing websites with legitimate certificates can be more effective than their unencrypted counterparts, they have the drawback from the attacker’s perspective that they have are visible in publicly available certificate transparency (CT) logs [2]. The inclusion of certificates in these logs is a requirement to be a trusted website in most modern mainstream browsers [3].

Monitoring CT logs for newly-issued certificates may enable the detection of malicious phishing websites using legitimate certificates in the earlier stages of the attack. In fact, prior research has proposed automated solutions for detecting digital certificates being involved in phishing attacks [4]–[7]. Most of this research has tackled this as a binary classification problem, with certificates being considered either malicious or benign. Identifying a high-quality ground truth is challenging, because the label of a certificate tends to be based on the label of the domain name or website that serves a given certificate. Not only is the nature of the domain not always clear-cut benign or malicious [4], [8], but there may also be conflicting domain labels for a given certificate [9].

In this paper, we propose a novel machine learning technique to address the issues with this task in the state of the art. In contrast to prior work, our solution considers the classification of certificates to be a multi-class classification problem, and is capable of finding certificates that fit neither the traditional benign or malicious labels, but are rather considered ambiguous or ‘conflicted’. More specifically, the contributions in this paper are summarized as follows:

- we combine both features described in prior work and newly-introduced features,
- we present a novel labeling mechanism that takes into account the individual labels of the domains that are being covered by a certificate,
- we study how our features can predict a phishyness score for each certificates,
- we validate our methods using a Time-based cross validation scheme and show that our classifier and regression models achieve a high performance.

This paper is divided as follows. Section [II] gives brief background on digital certificates and Section [III] reviews some related works. Section [IV] describes our data collection pipeline extracting certificate/domain related features. Section [V] & [VI] presents our classification and regression scenarios, respectively. Section [VII] evaluates our scenarios using a time-based approach. We discuss the achievements and limitations in Section [VIII] and conclude the paper in Section [IX].

II. BACKGROUND

The Transport Layer Security (TLS) protocol suite provides encryption functionality that other networking protocols such as HTTP and IMAP. Besides encrypting the communication between a client and server, TLS guarantees authenticity by operating under a public key infrastructure (PKI). When establishing a connection, a server provides a digital certificate (as defined in the X.509 format [10]), which consists of a public key (whose private key is only known to the server operator), a set of identities (usually one or more domain names) and a signature from a trusted third-party. These third parties, or Certificate Authorities (CA), only sign new certificates after successfully validating that the requestor of the certificate can demonstrate ownership of all identities to be included in the certificate. Clients can verify the authenticity of a certificate
by validating that the signature was created using a private key that the client inherently trusts, as part of the certificate root store installed on their system. Originally, a certificate contained a single subject field, which indicated for what domain name the certificate was valid. An extension was later introduced to support multiple domain names to be included, named the Subject Alternative Name extension, and the domain names embedded in a certificate are therefore commonly referred to as SANs.

In 2011, two CAs issued certificates for high-profile domain names for malicious actors, which allowed these actors to perform large-scale impersonation attacks. As a response, the Certificate Transparency (CT) framework \[2\] was developed with the intention of monitoring the certificate issuance behavior of the CAs. In this framework, CAs are encouraged to submit newly-issued certificates to CT logs, publicly-available repositories of certificates. Browser vendors started to require certificates to be included in these logs, and as a result the CT logs capture nearly all certificates that are issued worldwide.

III. RELATED WORK

Artificial intelligence based approaches for classifying malicious certificates have been studied during the past few years. Inspired by classifiers for URL detection, there have been works on classifiers that utilize the information that can be gained from the certificates itself which is encompassed in the work presented in this paper. Mohammad et al. provide a dataset that illustrates how using the certificate issuer from HTTPS information can be used to high avail which has bled over to multitudes of other works \[11\]. It ought to be noted that certificate information often needs additional information extraction of viable features due to the limited information offering as compared to URL databases \[12\].

Across works in the area of detecting phishing websites based on certificates, there is a recurring theme of feature engineering. Mishari et al. proposed a selection of certificate features from phishing websites to be used for training a random forest, decision tree and nearest neighbor to detect phishing website which denoted an accuracy above 85% \[13\]. A more holistic real-time version with a similar approach and results was proposed by Dong et al. where the framework of feature extractor, classifier and decision process was included with phishing information used to train the same models in addition to naive bayes tree, logistic regression, decision table and k-nearest neighbor \[14\]. A deep neural network version was also proposed for classification by Dong et al. which denoted an accuracy above 95% \[15\]. Relying on deep learning, Torroledo et al. use a long short-term memory (LSTM) based model for detection \[17\]. Recently, Drichel et al. propose a pipeline where they could easily test a lot of these classifiers using CT log data which may help in classifier selection process \[4\].

The security research community tends to rely on information from domain names to provide a label for certificates that cover the given domain names. Typically, a list of popular domains serves as a ground truth for benign domains, and lists of phishing domains or URLs (e.g., PhishTank \[16\]) as benign domains. Certificates that are served by these two respective domain group can as a result be labeled as benign and phishing as well. Hageman et al. showed that labeling certificates in such as fashion may result in mislabeling \[9\]. Content Delivery Networks (CDNs) such as CloudFlare and Incapsula that provide HTTPS based protection services issue certificates for sets of domains originating from different owners. In case this set of domains include both malicious and benign domains, labeling these certificates is a challenge.

Even though a significant effort was made by the security community towards the detection of certificates involved in malicious activity, to the best of our knowledge no one has recognized it as an ambiguous problem that should not be tackled as a binary classification problem.

IV. DATA COLLECTION

To train and validate our approach, we rely on a vast number of labeled certificates. First, we describe how we extract a relevant label and feature space from a certificate, and then explain how we obtained a large dataset of certificates.

A. Feature extraction and labeling

Figure 1 shows the feature extraction and label extraction process. For each unlabeled certificate, and a set of labeled domains, it produces a feature space and a label for the certificates. This set of labeled domains is prepared in advance and contains both benign (i.e., domains that are – with high confidence – have not been part of a phishing attack) and phishing domains (i.e., domains that have been observed as part of a phishing attack). The resulting feature space is a combination of features extracted from the certificate itself, and aggregated features extracted from the list of SANs that are covered by the certificate. For the feature extraction components, we rely on a combination of features that have been used in prior research \[4\]–\[6\] or are derived from insights from other work \[9\] resulting in 107 features. Due to page limit, we have uploaded a list of our features at our page on the internet\[1\]. The first 58 features are extracted from the X.509 certificates themselves, and include features such as the signing parameters (e.g., key size, signature algorithm), extensions (i.e., the presence and content of certain X.509 extensions) and the composition of the subject field. The remaining 49 features are extracted from the lexical properties of SANs covered by the certificate, such as the presence of particular keywords or features related to the characters composition and diversity in the string. Each certificate covers a variable number of SANs, and the feature space of these individual SANs are condensed in a fixed-length feature space. We rely on simple statistical functions (i.e., min, max, mean, median) to summarize, and express the diversity of, the numerical domain features and compute a ratio for condensing binary domain features. The dataset contains a significant number of duplicate samples, which we filter out. It is not uncommon for certificates to be

1https://phish-certs.github.io/
renewed after they expire, covering the same SANs and being signed by the same CA with the same parameters, resulting in all our extracted features to remain identical.

The label of a certificate is inferred from the collection of the labels from the SANs. Depending on which model is being trained, the label is one of three classes (benign, phishy or conflicted) or a continuous "phishyness" score. In the first case, a certificate is benign or phishy when the list of SANs is only composed of benign or phishing domains respectively (and may include unlabeled domains as well). A certificate covering both at least one benign and phishy domain is considered conflicted, as it is not trivial to claim the maliciousness of the certificate. In the latter case, we use a function of all SANs covered by the certificate for computing a phishyness core. This score ($s_i$) is expressed as a ratio of the number of phishing domains ($p_i$) and phishing domains, benign domains ($b_i$) and unlabeled domains ($u_i$):

$$s_i = \frac{p_i}{p_i + b_i + u_i}$$

Note that the label extraction is only done during the training process, and not during the operations of the framework.

B. Dataset

To train and validate our machine learning models, we collected a vast collection of certificates. This requires a set of certificate for which a ground-truth is known. We can rely on known phishing and benign domains and infer the ground-truth of certificates issued for those domains. Under the assumption that a highly-popular domain is inherently abused for phishing attacks (e.g., youtube.com), we rely on the top one million most popular domains from the Tranco list [17] as a ground truth of benign domains. For establishing a ground truth of phishing entities, we collect phishing URLs from the eCrime Exchange (ECX) platform [18], a platform in which various anti-phishing organizations share newly identified phishing URLs with one another. The root domains from those URLs (e.g., example.org from https://www.example.co.uk?help) form the basis of our set of phishing domains. There is an overlap between this set of domains and the benign domains, since some popular domains host some user-generated phishing content, such as Google Forms and Facebook. As such, we remove any of the top 1 million domains from the ECX certificates to form our ground truth of phishing domains. Furthermore, we take into account that the nature of a phishing domain can change over time (e.g., a domain may have been registered for benign purposes for years, after which it was registered by phisher and used for hosting phishing content). It is common for phishing domains to only be abused for several days [19]. In the label aggregation phase of Figure 1 a domain is only considered “phishy” in the context of a particular certificate, if the validity period overlaps with the identification of a phishing URL associated with the domain in the ECX platform.

\[2\]

The only distinction between these certificates are the timestamps when they become active and expire.

Similar to [4], we rely on certificates from the CT logs as a basis for our ground truth. From both of our domain sets, we sampled 10,000 domains each, and collected all certificates that cover any of these 20,000 resulting domain names [9]. As a result, our dataset contains not only the certificates that are currently deployed on web servers – a common method for related work to retrieve their certificate data from [6] –, but also historical data and certificates used for non-HTTPS related services, such as mail servers. The certificates were collected from the Censys search engine [20], which provides extra information to these certificates, most notably the validation status of three root stores (Microsoft, Mozilla’s NSS and Apple). We discard all certificates that, according to Censys, do not have any valid certificate chain to any of the three root stores.

V. SCENARIO 1: DISTINGUISHING BETWEEN PHISHING AND BENIGN CERTIFICATES

Figure 2 depicts the underpinnings of a multi-class classification training and testing phase. The training phase comprises two steps: (1) feature engineering and preprocessing and (2) training the multi-class classifier. The former receives benign (B), phishing (P), and conflicted (C) certificates. It prepares a data format for the training algorithm and filters features with low variance or constant values. The latter outputs a trained classifier to separate between phishing, benign, and conflicted certificates. The training step is not limited to certain multi-class classification algorithms. In the test phase, for classifying new certificates, we first have a

Table I: Collected dataset after removing duplicates

<table>
<thead>
<tr>
<th>Samples Type</th>
<th>Number of Samples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign Certificates</td>
<td>213,353</td>
</tr>
<tr>
<td>Phishing Certificates</td>
<td>46,256</td>
</tr>
<tr>
<td>Conflicted Certificates</td>
<td>15,578</td>
</tr>
</tbody>
</table>

![Figure 1: The feature engineering and preprocessing pipeline](image-url)

Figure 1: The feature engineering and preprocessing pipeline that turns unlabeled certificates and labeled domains in a labeled feature space. The dashed lines between the certificate data set and the processing modules represent the set of SANs covered by the certificate.
data collection and preprocessing step to extract certificate related and domain related features for feeding to the multi-class classifier. Then the classifier outputs a label for the new certificate.

### A. Experimental Results

To show the performance of our extracted features in separating phishing, benign and conflicted certificates, we selected five well-known classification algorithms namely stochastic gradient descent (SGD), k-nearest neighbors (kNN), \textit{random forest} (RF), decision tree (DT) and support vector machines (SVM). We used simple classification algorithms to show the robustness of our algorithms in classifying phishing certificates. To avoid the complexity of parameter tuning for each algorithm, we used default parameters given by \textit{sklearn} Python library. As kNN needs \( k \) as a required parameter, we set \( k \) as the square root of the number of training samples \( (k = \sqrt{N}) \). We use F1 Score as our comparison metric because it expresses the precision and recall in a single metric [21]. Table II compares our trained classifiers with different metrics for 5-fold cross validation. Our evaluation shows that our proposed features for detecting phishing certificates can help to build high quality classifiers. The RF classifiers generated higher performance in comparison to other classifiers.

### VI. Scenario 2: Predicting Phishyness Scores

Figure 3 explains training and testing phases of a regression model to predict a phishyness score for each certificate. Similar to \textit{Scenario 1}, this scenario has one step for preprocessing and one step for training the regression model. In the preprocessing step we calculate a phishyness score for each certificate based on equation (1). This step is also responsible for normalizing the values of different features as a data preparation task. The output would be a phishyness score for each certificate which can be between 0 and 1. In the test phase, for predicting a phishyness score for new certificates, the data collection and preprocessing step extracts all required features (certificate related and domain related features), and then the trained regression model outputs a score.

### A. Experimental Results

To show the performance of our extracted features, we applied different regression algorithms on our dataset. To avoid parameter tuning of different algorithms, we applied each algorithm using default parameter set from \textit{sklearn} [22]. Table III compares the results achieved by different algorithms such as lasso regression, ridge regression, ElasticNet, \textit{random forest regressor} (RFR), \textit{decision tree regressor} (DTR) and \textit{bagging regressor} (BR). We use Root Mean Square Error (RMSE) in Equation (2) as it is commonly used in regression analysis to verify experimental results. RMSE is the standard deviation of the residuals, which is errors between real value \( (y) \) and predicted value \( (\hat{y}) \) for all samples \( (n) \).

\[
RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)}
\] (2)

### VII. Validation

The CT framework was created in 2011 and as a result, the CT logs consist of certificates spanning almost a decade. In cross validation, both the training and validation sets included

---

**Table II: F1 Score of different classifiers under K-Fold cross validation**

<table>
<thead>
<tr>
<th>Fold</th>
<th>SGD</th>
<th>KNN</th>
<th>DT</th>
<th>RF</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.78</td>
<td>0.74</td>
<td>0.96</td>
<td>0.99</td>
<td>0.84</td>
</tr>
<tr>
<td>2</td>
<td>0.76</td>
<td>0.74</td>
<td>0.97</td>
<td>0.99</td>
<td>0.84</td>
</tr>
<tr>
<td>3</td>
<td>0.75</td>
<td>0.74</td>
<td>0.97</td>
<td>0.99</td>
<td>0.83</td>
</tr>
<tr>
<td>4</td>
<td>0.79</td>
<td>0.74</td>
<td>0.97</td>
<td>0.98</td>
<td>0.84</td>
</tr>
<tr>
<td>5</td>
<td>0.76</td>
<td>0.74</td>
<td>0.97</td>
<td>0.99</td>
<td>0.84</td>
</tr>
<tr>
<td><strong>avg.</strong></td>
<td><strong>0.77</strong></td>
<td><strong>0.74</strong></td>
<td><strong>0.97</strong></td>
<td><strong>0.99</strong></td>
<td><strong>0.84</strong></td>
</tr>
</tbody>
</table>

**Table III: RMSE of different regression models under 5-fold cross validation**

<table>
<thead>
<tr>
<th>Fold</th>
<th>Lasso</th>
<th>Ridge</th>
<th>ElasticNet</th>
<th>RFR</th>
<th>DTR</th>
<th>BR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.37</td>
<td>0.2</td>
<td>0.37</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>2</td>
<td>0.37</td>
<td>0.2</td>
<td>0.37</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td>3</td>
<td>0.37</td>
<td>0.2</td>
<td>0.37</td>
<td>0.04</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>4</td>
<td>0.37</td>
<td>0.2</td>
<td>0.37</td>
<td>0.04</td>
<td>0.06</td>
<td>0.04</td>
</tr>
<tr>
<td>5</td>
<td>0.37</td>
<td>0.2</td>
<td>0.37</td>
<td>0.04</td>
<td>0.06</td>
<td>0.05</td>
</tr>
<tr>
<td><strong>avg.</strong></td>
<td><strong>0.37</strong></td>
<td><strong>0.20</strong></td>
<td><strong>0.37</strong></td>
<td><strong>0.04</strong></td>
<td><strong>0.06</strong></td>
<td><strong>0.05</strong></td>
</tr>
</tbody>
</table>
mixed samples from different periods in time. As such, this validation does not evaluate how well the model generalizes to changes in the TLS ecosystem over time. An example of a major shift was the introduction of Let’s Encrypt, the first certificate authority that issued certificates for free fully automated, which suddenly enabled small websites to serve their content over HTTPS.

We perform a time-based cross validation to evaluate the generalization of our models over time. In this evaluation, we take the first 50% of our certificates, as defined by their validity date, and produce the performance metrics over the next 10% of certificates. We repeat this process by taking the first 60, 70, 80 and 90% of certificates and test on the next 10% (see Figure 4). Tables IV show the F1 scores of time-based validation for the classifiers. Comparing Tables II & IV proves that our classifiers should be retrained on need data as there is a decrease in the F1 Score for classifying recent certificates. Our trained random forest classifier could achieve an F1 score of 0.84, while it could get to 0.99 in our 5-fold cross validation II. The kNN model gave the worst results in both 5-fold and time-based cross validations, which shows that our feature space and dataset need more complex classification to separate phishing, benign and conflicted samples.

Table V describes RMSE of each studied regression model under time-based cross validation. Our time-based evaluation shows that the RFR and BR as ensemble-based algorithms have achieved RMSE of 0.05, which is best among our regression algorithms. The lasso and ElasticNet regression algorithms achieved the worst RMSE, which is 0.33. We are interested in a more in-depth look into the errors that RFR as our best model produces. As such, we calculate the error level (i.e., the absolute difference between the predicted value and the real value) for each sample. We plot these figure in a cumulative distribution function in Figure 5. The figure illustrates for instance that 93.5% of samples has an error level of smaller than 0.01, which we believe gives an acceptable approximation of the actual value.

VIII. DISCUSSION

Our results have shown that our proposed approach can classify with a high performance, and generalizes well over time on historical data. We deliberately selected more classical and simpler classifier and regression models over more novel models, such as deep neural networks, to show that the selected features are powerful and avoid parameter settings.

a) Adversarial robustness: A major challenge for employing machine learning models is an adversarial environment, and we should consider the robustness of the model against behavioral changes of phishers trying to evade our model. Evasion here is the ability of an attacker to modify the feature space of a certificate to circumvent a ‘phishing’ label to be produced by the classifier. A number of features are domain name independent, and are controlled by the CA rather than the phisher (who merely requests the issuance of the certificate), and can therefore only be influenced by the attacker by requesting their certificate from a different CA, which may have monetary consequences. The domain-related features in the feature space are derived from all SANs covered by the certificate. These features are changed by a phisher by requesting certificates for different sets or, or even individual, domain names, which has once again a monetary impact and may also impact the hosting infrastructure that phishers resort to. As future work, we consider evaluating the performance of our proposed approach in the absence of domain-related features or CA related features to emulate eliminating features due to the evasion strategies of phishers.
**Ground truth challenges:** As described in Section III, our work is not the first attempt at certificate classification for various security purposes. However, to the best of our knowledge we are the first to acknowledge that there can be conflicts in the label for a certificate. As a result, it is difficult to compare our results with prior work in a fair representative manner.

By monitoring CT logs, we are merely observing snapshots of a domain, and miss the changes of the domain afterwards. Phishers are known to compromise (i.e., hack) existing benign websites, re-purposing them for malicious purposes. As such, we may be labeling certificates as phishing or conflicted due to a domains being reported as phishing domains months after the certificate was issued, even though the certificates at time of issuance should have been labeled differently. We devised a method to express the maliciousness of a certificate based on the composition of labels of the domains covered by the certificate. Even though this method provides a continuous scale to put certificates on, one should be careful with relying on the results for any automated decision making. Blocking traffic to web servers serving these certificates may block benign traffic and disproportionately hit organisations that provide security services. We believe that the results can instead be highly valuable as a warning signal for security researchers or regulators to follow up on manually. The CT logs are already being used for similar purposes [23].

**IX. CONCLUSION**

In this paper, we proposed a novel method to automatically classify digital certificates as benign, as used in phishing attacks, or assign it an conflicted label. Our work is motivated by prior work on phishing certificate classification and on the existence of ambiguous certificates that are associated with both benign and phishing domains. We consider both a (1) multi-class classification problem, where certificates can be benign, phishy or conflicted, and (2) a regression problem where certificates have a phishyness score. By training different machine learning models in both scenarios, we show a highly performant system. We evaluate the resulting classifiers and regressors using time-based cross validation to show that our approach generalizes decently over time.
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