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Abstract. Virtual sensing enables expansion and transformation of measured quantities from physical sensors into new quantities at unmeasured locations. This allows for estimating the strain and stress in unmeasured locations of a system by transforming the physical sensors (input) into the desired strain and stress response (output). This transformation model can be based on either knowledge of the systems, data from the system, or any combination of these. In this paper, supervised learning and data-driven models are applied to strain estimation of an offshore wind turbine through Principal Component Analysis (PCA). Training data are used to establish the data-driven model that enables a versatile strain estimation that functions well under different wind scenarios than the training data set.
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1 INTRODUCTION

Virtual sensing transforms measured data into other quantities and/or expands the data to unmeasured locations through virtual sensors [1]. We can categorise stress/strain estimation technique as a subcategory within virtual sensing that estimates the full-field stress/strain response of a system [2]. The reader should note that there is unfortunately not a consensus or common terminology in the field of virtual sensing and stress/strain estimation [2].

Stress/strain estimation started in the 1950s with models of analytical relationships between response and strain [3]. In the 1990s, transformation matrices started to replace the analytical relationships with Okubo and Yamaguchi [4] introducing a displacement-to-strain transformation matrix, which is based on data of both strain and displacement. Hjelm et al. [5] used mode shapes to create a transformation matrix - called the modal expansion technique - that enabled full-field strain estimation. The techniques of stress/strain estimation were expanded to include adaptive filters as Papadimitriou et al. [6] introduced the Kalman filter to full-field strain estimation in 2011. In 2016, Maes et al. [7] compared the different techniques of the transformation matrix (modal expansion) and adaptive filters (Kalman filter and the joint input-state estimation algorithm) for strain estimation on an offshore monopile wind turbine and they found the technique to be equal performance-wise. Accounting for the quasi-static response, Iliopoulos et al. [8] fused both accelerometers and strain gauges into the modal expansion technique while Skafte et al. [9] applied Ritz vectors to the modal expansion technique. Risaliti et al. [10] introduced the augmented extended Kalman filter on a nonlinear system using the implicit equation of motion. Tarpø et al. [11] studied expansions of experimental mode shapes used for stress estimation and they concluded that expansions of mode shapes is equivalent to updating the system model. Nabuco et al. [12] estimated the dynamic full-field strain of an offshore tripod structure during operation with high accuracy. Tarpø et al. [13] proved that the modal expansion technique applies to a subsystem within a nonlinear and time-varying system when the nonlinear and time-varying effects act externally on the subsystem. At the end of the 2010s, machine learning and data-driven models enter the portfolio of stress/strain estimation techniques where Lu et al. [14] applied pattern recognition and Deng et al. [15] applied deep learning to modal expansion.

In this paper, we will study data-driven strain estimation on an operating offshore wind turbine in the Great Belt in Denmark. In general, a data-driven model consists of relationships between input and output of a system and is constructed through training data without any explicit knowledge of the system [16]. Therefore, data-driven strain estimation enables a transformation from physical sensors (input) to strain (output) at locations where temporary strain gauges were placed during the training data. Thus, this form of strain estimation is unextendable to other locations without adding information or new data to the model. This is the main drawback of data-driven strain estimation. Data-driven strain estimation, however, has the advantage over strain gauges in the form of prolonged service life. Strain gauges are known to be unreliable over long-term monitoring - especially in an offshore environment where they are damaged by the corrosive seawater. The service life of the data-driven strain estimation depends on the utilised physical sensors (e.g. geophones or accelerometers) and these often have longer service life and are easier to replace than strain gauges. Furthermore, data-driven strain estimation is independent of a system model (often a finite element model) and the accuracy of this model.

In this paper, we utilize training data to construct a data-driven model that can estimate the strain response with high accuracy and reliability. The model works for different wind scenarios than the one from the training data.
2 STRAIN ESTIMATION USING PRINCIPAL COMPONENT ANALYSIS

In this paper, we apply the Principal Component Analysis (PCA) [17] in a supervised learning approach to find a transformation matrix between the displacement (the input) and the strain response of that system (the output) based on training data. Essentially, principal component analysis is a dimensionality reduction of data to set of uncorrelated principal components ordered by contribution [17].

In this technique, we will stack the displacement vector, \( y(t) \), and the strain response, \( \varepsilon(t) \), in a vector.

\[
y_c(t) = \begin{bmatrix} y(t) \\ \varepsilon(t) \end{bmatrix}
\]

We estimate the covariance matrix of this stacked response and apply the singular value decomposition on the covariance matrix.

\[
USU^T = \mathbb{E} [y_c(t)y_c(t)^T]
\]

where \( S \) is a diagonal matrix holding the singular values, \( U \) holds the singular vectors as column vectors, \( \mathbb{E}[\cdot] \) denotes the expectation operator, and \( (\cdot)^T \) denotes the transpose of a vector or matrix.

We use the singular values, \( S \), to find the dominating principal components to represent the majority of the response. Then we can create a displacement-to-strain matrix, \( H \), using the singular vectors corresponding to these dominating singular components. We can estimate the strain response in other data set by the displacement-to-strain matrix.

\[
\hat{\varepsilon}(t) = Hy(t)
\]

We must avoid an ill-posed problem, which requires a redundant sensor network with more physical sensors than included singular vectors in \( \hat{U} \). Fortunately, we can separate the data into multiple frequency bands and find a set of singular vectors for each band.

3 CASE STUDY

3.1 Quality measures

In the literature or industry, there are no rules or guidelines for an evaluation of virtual sensors. The most common approach is to compare the virtual sensors with a set of reference sensors through different quality measurements. In this paper, we will use two different quality measurements.

3.1.1 Coefficient of determination (\( R^2 \))

The coefficient of determination (\( R^2 \)) [18] is a popular quality measure in statistics and modal validation where a value of one indicates perfect correlation with the same amplitudes.

\[
R_i^2 = 1 - \frac{ \mathbb{E} \left[ (\varepsilon_i(t) - \hat{\varepsilon}_i(t))^2 \right] }{ \text{Var} [\varepsilon_i(t)] }
\]

where \( \varepsilon_i(t) \) is the measured strain response for the \( i^{th} \) strain gauge, \( \hat{\varepsilon}_i(t) \) is the estimated strain response at the same location, and \( \text{Var} [\cdot] \) denotes the variance operator.
3.1.2 Normalised error in equivalent stress range

It is important to evaluate stress estimation in terms of the fatigue damage when the estimation is intended for a fatigue analysis. When we have varying stress amplitudes, we must apply cycle counting [19], like rainflow counting [20]. Sometimes, we might prefer to access fatigue damage for variable amplitude loading in the form of a damage equivalent stress range, which leads to the same fatigue damage as all stress cycles [19]. We calculate the damage equivalent stress range for both reference and the estimated as follows

\[
\Delta \sigma_{eq} = \left( \frac{1}{n_{cycles}} \sum_{j=1}^{n_{cycles}} \Delta \sigma^m_j \right)^{1/m}, \quad \hat{\Delta} \sigma_{eq} = \left( \frac{1}{\hat{n}_{cycles}} \sum_{j=1}^{\hat{n}_{cycles}} \hat{\Delta} \sigma^m_j \right)^{1/m}
\]  

(5)

where \(n_{cycles}\) and \(\hat{n}_{cycles}\) are the total number of counted cycles for the measured and estimated signal, respectively, \(\Delta \sigma_j\) and \(\Delta \hat{\sigma}_j\) denote the stress range from cycle counting, and \(m\) is the ”slope” of the SN curve. For this paper, we will assume \(m = 3\), which corresponds to welded steel structures [19].

The normalised error of the equivalent stress range is given as

\[
\eta_i = \frac{\Delta \hat{\sigma}_{eq} - \Delta \sigma_{eq}}{\Delta \sigma_{eq}}
\]  

(6)

Here \(\eta_i = 0\) indicates a correct strain estimation in terms of equivalent fatigue damage while a negative value suggests an underestimation and a positive value suggests an overestimation of fatigue damage.

3.2 Wind turbine

The case study is an offshore wind turbine in the Great Belt in Denmark and the model of the wind turbine is a Vestas V90, 3 MW installed on a gravitation foundation, see Fig. 1. The wind turbine is equipped with a sensor network consisting of four Sigicom triaxial geophones.
attached at the lower part of the tower and two strain gauges located just above the foundation. The monitoring campaign was during a one month period, see Fig. 2, with a sampling frequency of 20 Hz.

To exclude the quasi-static response of the wind turbine, we apply a high-pass filtered to all data with a cut-off frequency of 0.2 Hz. We calibrate the geophones using digital correlation [21] and we reduce the tilt effects on the geophones through the vertical geophones [22]. We integrate signals from the geophones into displacement by the integration theorem for the Fourier transformation [23]. Then, the data is divided into 3 frequency bands: 0.2-0.7, 0.7-4.5, and 4.5-10 Hz using complementary filters. These filters are applied to avoid an ill-posed problem for the strain estimation. We applied 40 minutes of training data to the principal component analysis, as explained in Section 2, to generate the transformation matrix for each frequency band. The training data set is marked with green in Fig. 2 and it has a wind direction of 180° and a low power production. The results of the strain estimation is shown in Fig. 3 for the training data sets. This displacement-to-strain matrix is saved as the data-driven model for the strain estimation for the entire monitoring period.

To illustrate the accuracy of the data-driven model, we apply the strain estimation model to three other data sets with different wind direction and power production distributed over the entire monitoring campaign, see the data sets marked with red in Fig. 2. Figs. 4, 5, and 6 show the strain estimation in both time and frequency domain for the three data sets. Finally, Fig. 7 (a) shows the coefficient of determination ($R^2$), Eq. (4), for all three data sets while Fig. 7 (b) displays the normalised error of equivalent strain range, Eq. (6).

All coefficient of determination values are above 0.965 and the estimated equivalent stress range is within ±7% of the measured one. All these values indicate that the data-driven model estimates the strain response with high accuracy and low uncertainty. Furthermore, strain estimation of the training data has similar quality measurements as the other data sets. This indicates that the displacement-to-strain matrix is versatile and applies to different wind scenarios of wind directions, wind speeds, and power production than the original training data set.
Figure 3: First data-set (training data) corresponding to the marking in Fig. 2 with measured strain (black line) and estimated strain (red line): (a) frequency domain with the first two singular values of the spectral density matrix calculated using Welch averaging method with segments of 2048 data points and 50 % overlap and (b) time domain with a zoom on the strain response.

Figure 4: Second data-set corresponding to the marking in Fig. 2 with measured strain (black line) and estimated strain (red line): (a) frequency domain with the first two singular values of the spectral density matrix calculated using Welch averaging method with segments of 2048 data points and 50 % overlap and (b) time domain with a zoom on the strain response.

Figure 5: Third data-set corresponding to the marking in Fig. 2 with measured strain (black line) and estimated strain (red line): (a) frequency domain with the first two singular values of the spectral density matrix calculated using Welch averaging method with segments of 2048 data points and 50 % overlap and (b) time domain with a zoom on the strain response.
Figure 6: Fourth data-set corresponding to the marking in Fig. 2 with measured strain (black line) and estimated strain (red line): (a) frequency domain with the first two singular values of the spectral density matrix calculated using Welch averaging method with segments of 2048 data points and 50 % overlap and (b) time domain with a zoom on the strain response.

Figure 7: Quality measurements where training data set is marked with × and the other data sets are marked with ○: (a) the coefficient of determination ($R^2$), Eq. (4), for the estimated and measured strain, and (b) the normalised error in equivalent strain range, Eq. (6), for the estimated and measured strain.

which was constructed from.

4 CONCLUSION

In this paper, a data-driven strain estimation technique was introduced based on principal component analysis and temporary strain gauges. After the creation of the data-driven model, the temporary strain gauges become unessential for the future monitoring of the strain response and they can be removed. The technique was applied to an offshore wind turbine equipped with both triaxial geophone and strain gauges. A single data set was used to generate the data-driven model that could estimate the strain response - using only vibration responses from the geophones - with high precision in other data sets under different wind scenarios. Recapitulating, the virtual sensors were reliable and robust regardless of wind direction, wind speed, and power production of the wind turbine.
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