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Optimal tuning of model predictive controllers for organic Rankine cycle 
systems recovering waste heat from heavy-duty vehicles 
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a Technical University of Denmark, Department of Mechanical Engineering, Kgs. Lyngby, Denmark 
b Technical University of Munich, Chair of Energy Systems, Garching bei München, Germany 
c Bavarian Center for Applied Energy Research, Garching bei München, Germany  

A B S T R A C T   

The organic Rankine cycle power system is an emerging technology, which is able to recover the waste heat from the diesel engine of heavy-duty trucks and thus 
increase the overall engine efficiency. One of the major technical challenges for the integration of the organic Rankine cycle unit on-board trucks are the broad and 
rapid fluctuations of the available waste heat, caused by the unsteady driving conditions of the truck. Model predictive control has shown to be a powerful tool to 
ensure safe operation and optimal performance of the organic Rankine cycle unit on-board trucks. This paper presents a novel systematic method for the tuning of 
model predictive controllers based on a multi-objective optimization routine using a fourth-order reduced linear model. The objectives of the optimization are the 
settling time due to a step change of the exhaust gas mass flow rate and the cumulative controller effort due to measurement noise. The results suggest that a trade-off 
exists between the two objectives. Among the controller design parameters, the input rate weight has the largest influence on the controller performance. Inter
estingly, the simplified optimization procedure based on the reduced-order linear model of the organic Rankine cycle unit can provide key information about the 
controller performance based on a more complex nonlinear model of the organic Rankine cycle unit when subjected to a realistic waste heat profile. The results 
indicate that the settling time due to a step change of the exhaust gas mass flow rate is a good indicator of the absolute mean square tracking error over the profile, 
and it should not exceed 15 s for an absolute mean square tracking error below 2 K. On the other hand, the cumulative controller effort due to measurement noise is 
strongly correlated to the cumulative controller effort over the profile, and it should stay below 0.5 %/s for a cumulative controller effort over the whole profile 
below 2 %/s. The presented method is a powerful tool to help the control designer to find the optimal design parameters of model predictive controllers in a 
systematic way, in contrast to the time-consuming, experience-based trial and error methods.   

1. Introduction 

More than 50 % of the fuel energy consumed by the diesel engines of 
heavy-duty trucks is released unused to the environment in the form of 
low to medium temperature waste heat, thus contributing to high fuel 
consumption and carbon dioxide emissions [1]. Especially in the last 
two decades, researchers have focused on the organic Rankine cycle 
(ORC) technology as a solution to recover the waste heat available from 
the truck diesel engines. Teng et al. [2] pointed out that the exhaust 
gases are the main source of interest for waste heat recovery, while the 
engine coolant is less favorable because of its low temperature. Park 
et al. [3] analyzed the waste heat recovery from a 10.8L diesel engine 
and demonstrated a 3–5 % fuel saving by using an ORC with ethanol as 
working fluid. Wang et al. [4] investigated the performance of nine 
organic working fluids recovering heat from a vehicle engine. The re
sults showed that R245fa and R245ca were the most environmental- 
friendly working fluids among the investigated ones with thermal effi
ciencies between 8 and 10 %. Dolz et al. [5] studied the integration of a 

bottoming Rankine cycle in a 12L heavy-duty vehicle engine and re
ported fuel savings up to 16 %. Hountalas et al. [6] developed a simu
lation model for an ORC unit recovering heat from the exhaust gas 
tailpipe, the exhaust gas recirculation cooler and the charge air cooler. 
The results suggested that fuel savings between 9 % and 11 % are 
feasible. 

One of the main challenges for the waste heat recovery are the large 
and rapid fluctuations of the mass flow rate and temperature of the 
waste heat caused by the unsteady driving conditions of the truck. In 
order to cope with these, increasing efforts have been dedicated to the 
design of the ORC unit considering the dynamic behavior of the ORC 
system and to the development of control strategies for the ORC unit 
[7–9]. Jimenez-Arreola et al. [10] studied the dynamic behavior of two 
types of ORC evaporators subjected to fluctuating waste heat. The waste 
heat fluctuations can be dampened considerably by using larger tube 
diameters and smaller cross-sectional areas on the exhaust gas side for 
fin-and-tube heat exchangers, while larger port diameters provide larger 
thermal inertia in lover fin multi-port flat tube heat exchangers. The 
work in Ref. [10] was further extended by Carraro et al. [11] who 

* Corresponding author. 
E-mail address: robpi@mek.dtu.dk (R. Pili).  

Contents lists available at ScienceDirect 

Applied Thermal Engineering 

journal homepage: www.elsevier.com/locate/apthermeng 

https://doi.org/10.1016/j.applthermaleng.2022.119803 
Received 4 April 2022; Received in revised form 21 August 2022; Accepted 30 November 2022   

mailto:robpi@mek.dtu.dk
www.sciencedirect.com/science/journal/13594311
https://www.elsevier.com/locate/apthermeng
https://doi.org/10.1016/j.applthermaleng.2022.119803
https://doi.org/10.1016/j.applthermaleng.2022.119803
https://doi.org/10.1016/j.applthermaleng.2022.119803
http://crossmark.crossref.org/dialog/?doi=10.1016/j.applthermaleng.2022.119803&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Applied Thermal Engineering 220 (2023) 119803

2

analyzed the impact of the design of a fin-and-tube ORC evaporator over 
a 45-min waste heat profile of the exhaust gas of a heavy-duty vehicle 
engine. The authors reported that a suitable design of the tube inner 
parameter and tube spacing could reduce the fluctuations in ORC power 
output by 11 %. Tillmanns et al. [12] developed a working fluid selec
tion routine that considers the dynamic behavior of the ORC unit. The 
best working fluids were short-chained hydrocarbons. It was also shown 
that a steady-state design routine based on the mean value of the waste 
heat conditions would overestimate the net power output of the ORC 
unit up to 30 %. Pili et al. [13] integrated the dynamic behavior of the 
ORC unit in the design optimization routine and compared the perfor
mance of different working fluids. It was found that the design degree of 
superheating at turbine inlet needs to be considerably higher when the 
dynamic behavior of the ORC unit is considered compared to a steady- 
state optimization. This is necessary to ensure a positive degree of 
superheating and avoid turbine damage. The same occurs if the outlet 
temperature of the exhaust gas is not allowed to drop excessively to 
avoid acidic condensation and corrosion of the exhaust system. Addi
tional works on the waste heat recovery from heavy-duty vehicles can be 
found in Refs. [14] and [15]. 

In particular, the control of the ORC unit has the unique tasks of 
ensuring safe operation while maximizing the net power output. Recent 
reviews [8,9,16] highlighted the various control concepts suggested in 
literature, including conventional proportional-integral (PI) and 
proportional-integral-derivative (PID) controllers, feedback/ 

feedforward schemes, linear quadratic control, non-Gaussian control, 
dynamic programming and model predictive control (MPC). Quoilin 
et al. [7] compared three PI control strategies for a small-scale ORC unit 
with a volumetric expander. The authors found that an expander speed 
controller regulating for an optimized temperature of the working fluid 
at expander inlet could achieve the highest overall efficiency of 6.6 %. 
Jolevski et al. [17] studied the interactions among the ORC actuators 
(pump speed, turbine throttle valve and coolant flow rate) and the 
controlled variables (pressure and temperature at turbine inlet and 
condenser outlet) by using non-square and dynamic square relative gain 
array techniques. Once the main interactions were found, single- 
input–single-output PI controllers were designed and tested. Marchionni 
et al. [18] investigated PI control strategies for a 40 kW ORC unit and 
highlighted that control strategies that manipulated the pump speed are 
able to maintain the net power output closer to the design point 
compared to options to manipulate the turbine speed. Lin et al. [19] 
considered PID control strategies to compare the usage of an oil storage 
system to dampen the waste heat fluctuations, finding out the acidic 
condensation of the exhaust gas might be more critical with the oil 
storage configuration. Yang et al. [20] used a PID control system 
coupled with a supervisory system that optimizes the cycle efficiency 
online and provides the optimal evaporation and condensation pres
sures. In this way, the control system could minimize downtime and 
keep the degree of superheating at turbine inlet always in the range 
between 5 K and 15 K. A technique to deal with disturbance rejection 

Nomenclature 

Symbols 
A Surface area [m2] 
A State matrix [-] 
B Input state matrix [-] 
C Output state matrix [-] 
cp Specific heat at constant pressure [J/kgK] 
cW Specific heat of solid material (wall) [J/kgK] 
D Output feed-through matrix [-] 
d Disturbance [-] 
d Tube outer diameter [m] 
df Fin outer diameter [m] 
Δ Variation [-] 
E Disturbance state matrix [-] 
F Disturbance output matrix [-] 
f State function [-] 
fpitch Fin pitch [m] 
g Output function [-] 
h Specific enthalpy [J/kg] 
J Cost function [-] 
k Controller proportional constant [1/Pa] 
kT Turbine constant [kg/sK0.5/Pa] 
l Tube length [m] 
M Mass [kg] 
ṁ Mass flow rate [kg/s] 
Nc Control horizon [-] 
Np Prediction horizon [-] 
ntubes Number of heat exchanger tubes [-] 
P Power [W] 
p Pressure [Pa] 
Q̇ Heat transfer rate [W] 
Q Cumulative controller effort [1/s] 
R Thermal resistance [K/W] 
SH Degree of superheating [K] 
s Fin thickness [m] 

T Temperature [K] 
t Time [s] 
V Volume [m3] 
x State [-] 
y Output [-] 
Z Compressibility factor [-] 

Greek symbols 
α Heat transfer coefficient [W/m2K] 
γ Ratio of specific heats [-] 
η Efficiency [-] 
ρ Density [kg/m3] 

Superscripts and subscripts 
˙ time derivative 
* steady state (operating point) 
eg exhaust gas 
F working fluid 
f fins/finned 
in inlet/input 
o outer bare (surface area) 
out outlet/output 
SP set point 
w Wall 
wf working fluid 

Abbreviations 
ARMSTE Absolute Root Mean Square Tracking Error 
EPSAC Extended Prediction Self-Adaptive Control 
MPC Model Predictive Control 
ORC Organic Rankine Cycle 
P Pump 
PI Proportional Integral (control) 
PID Proportional Integral Derivative (control) 
SISO single-input–single-output (controller) 
T Turbine  
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given by the fluctuations in waste heat is to couple a feedforward action 
to the PI/PID feedback control loop. Padula et al. [21] proved the 
effectiveness of adding a static feedforward part to control the turbine 
speed by manipulating the turbine throttle valve and thus reject dis
turbances in electric load. A dynamic feedforward was developed by 
Peralez et al. [22] based on a reduced-order model of the ORC evapo
rator. The maximum deviation in degree of superheating at turbine inlet 
was reduced from 6.5 K to 1.9 K. Usman et al. [23] added a linear 
feedforward and a lead-lag compensator to a PI controller to reject 
disturbances in the turbo-generator speed by manipulating the speed of 
the ORC pump. The proposed control strategy was able to reduce the 
disturbance clearance time by 50 % compared with the only PI 
controller. Keller et al. [24] compared a static feedforward/PID 
controller with an MPC. The controllers act on the pump speed to control 
the temperature of the working fluid at expander inlet. The MPC out
performed the feedforward/PID scheme by limiting the deviations in 
setpoint within 5 K. Vaupel et al. [25] compared a linear feedforward 
model with a nonlinear model predictive control to highlight that the 
feedforward controller achieved marginally worse results than the more 
computationally-intensive nonlinear model predictive controller. Seitz 
et al. [26] developed a reduced-model feedforward and combine it with 
a PI and a linear quadratic controller. The feedforward combined with a 
gain-scheduled linear quadratic controller provided the best perfor
mance, although the deviations of the degree of superheating from the 
setpoint were relatively large (-15/+60 K). Further developments of 
nonlinear feedforward/feedback controllers were carried out by Pili 
et al. [27], where novel approximations were introduced to cope with 
the nonlinearity of high-order dynamic models of the ORC evaporator. 
Linear quadratic controllers were previously studied by Luong et al. [28] 
and compared with a PI controller. It was highlighted that the linear 
quadratic controller is particularly beneficial for multiple-input- 
multiple-output systems. Another class of advanced controllers are 
nonlinear Gaussian controllers (NGC), which solve an online multi- 
objective optimization problem to minimize the entropy function and 
the mean value of the squared tracking error, by assuming a non- 
Gaussian disturbance. Zhang et al. [29] developed a NGC for an ORC 
unit and compared it with a PID controller. Subjecting the ORC unit to a 
5 K step change in the degree of superheating set point, the NGC showed 
better performance than the PID controller, reaching the set point faster 
with a lower overshoot. Zhang et al. [30] improved the formulation of 
the entropy of the tracking error by means of a quantized approach in 
order to reduce the computational burden. The particle swarm optimizer 
was used to find the optimal control input in each time step. The pro
posed solution could outperform a PID controller in terms of set point 
tracking, yet no information was reported about the computational time 
and real-time feasibility of the NGC solution. An online optimization 
problem was also solved by Peralez et al. [31], who implemented a 
dynamic programming algorithm to an ORC unit recovering waste heat 
from a train diesel engine. An adaptive grid algorithm was compared 
with a standard level-set algorithm, and it was found that the optimal 
control problem with adaptive grid was solved with reduced computa
tional time and sufficient accuracy with respect to a more original level- 
set control problem. Because of the high computational effort strong or 
the significant model simplifications required, neither NGC nor dynamic 
programming has yet been extensively used in the control of ORC 
systems. 

Several works suggest that MPC is a very powerful tool to ensure safe 
operation of the ORC unit and maximize its net power output, especially 
in comparison to traditional PID controllers. Among its advantages, MPC 
can easily handle multi-variable systems, reject measured and unmea
sured disturbances, systematically account for plant mismatches and 
inherently deal with system constraints, which are crucial features to 
ensure operational and safety limits. Feru et al. [32] compared a con
ventional PI controller with linear and nonlinear MPC and concluded 
that the MPC concepts could lead to 15 % more recovered thermal en
ergy over a cold-start World Harmonized Transient Cycle than the 

conventional PI control strategy. Grelet et al. [33] developed an explicit- 
model multi-model MPC formulation based on first-order-plus-time- 
delay models. The controller scheme could achieve good tracking per
formance when subjected to step changes in the set point. Hernandez 
et al. [34] developed a multiple-input multiple-output MPC using the 
Extended Prediction Self-Adaptive Control (EPSAC) algorithm [35]. The 
controller acted on the rotational speeds of the pump and expander to 
control the evaporation temperature and the degree of superheating. A 
comparison with a PI controller showed that the MPC achieved a higher 
net electrical output power and higher efficiency of the cycle. The 
EPSAC-MPC (this time only single-input–single-output) was then tested 
experimentally in Ref. [36], confirming the benefits of the MPC 
compared with the PI controller. The same research group later devel
oped a perturbation-based extremum-seeking algorithm coupled to a 
low-level MPC and compared the performance with two PI control 
schemes [37]. The net electrical energy produced with the MPC was 12 
% higher than the net electrical energy produced by the PI controllers. In 
a recent publication of Hernandez et al. [38] a multi-model MPC was 
tested experimentally in an 11-kW ORC unit allowing for an increase in 
net power output by 6 % when operating to the minimum allowed de
gree of superheating. A multi-model MPC was developed by Zhang et al. 
[39] by dividing the ORC operational range in three regions. The MPC 
showed good set point tracking and disturbance rejection performance. 
Pierobon et al. [40] developed a MPC for an offshore power station, 
where an ORC unit is combined to three gas turbines. The numerical 
results suggested that the MPC could limit the reduction of frequency up 
to 40 % for a load increase of 4 MW, compared to a PI control system. 
Luong et al. [41] tested a MPC for an ORC unit recovering transient 
waste heat from a heavy-duty diesel engine. The comparison with a PI 
and a linear quadratic integrator indicated that the MPC could reach the 
lowest deviations from the set point. Liu et al. [42] compared an MPC 
and a nonlinear MPC to a classical PID system for an ORC unit recov
ering waste heat from a heavy-duty diesel engine. The MPC demon
strated a more accurate temperature control and improved disturbance 
rejection. Koppauer et al. [43] developed a gain-scheduled MPC 
formulation coupled with an extended Kalman filter for state estimation. 
The solution showed good set point tracking capabilities and good 
robustness against model uncertainties. 

Given the nonlinear nature that characterizes the dynamic behavior 
of ORC systems, other authors focused on nonlinear MPC options. In 
addition to the aforementioned Refs. [25,42,43], Rathod et al. [44] 
numerically and experimentally tested a nonlinear MPC coupled with an 
Extended Kalman Filter as a state estimator. The controller acted on the 
pump speed of an ORC unit recovering waste heat from a heavy-duty 
diesel engine. The results showed that the deviations of the degree of 
superheating from the set point were kept within 8 K for fast variations 
of the engine load point. The ACADO toolkit [45] was used in order to 
keep the computational time for the nonlinear MPC limited. Although 
gains in performance can be achieved, nonlinear MPCs require higher 
development costs and computational effort than the linear MPC. In 
addition, nonlinear MPC requires more powerful hardware and higher 
probability of controller failure because of the complexity of the un
derlying models. 

The aforementioned works on MPC highlight the potential of the 
MPC concepts to control ORC power systems subjected to highly tran
sient conditions, minimizing the deviations of the controlled variable 
from the desired set point and guaranteeing safe operation. However, in 
previous works the tuning of the MPC design parameters was in all cases 
based on trial and error procedures, potentially leading to suboptimal 
solutions and instability issues. In contrast to previous works on MPC for 
ORC systems, this paper focuses on the optimization of the MPC design 
parameters, thus allowing for the exploitation of the full potential of the 
MPC solution. A novel systematic method is presented for the tuning of 
model predictive controllers based on a multi-objective optimization 
routine written in MATLAB®/Simulink® [47] using a fourth-order 
reduced linear model. The MPC design is evaluated not only in terms 
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of disturbance rejection capabilities, but also in terms of cumulative 
controller effort and sensitivity to measurement noise, ensuring at the 
same time sufficient stability margins. The results of the optimization 
are numerically evaluated on a nonlinear model of an ORC unit sub
jected to a realistic waste heat profile from the tailpipe exhaust gas of a 
heavy-duty truck provided by a truck manufacturer. 

The case study is presented in section 2, while section 3 presents the 
model development used for the MPC design. A sensitivity analysis is 
presented in section 4, together with a description of the multi-objective 
optimization routine. The optimization results follow in section 5 and 
the conclusions are presented in section 6. 

2. Case study 

The investigated system is a subcritical ORC unit without recuper
ator, whose heat source is the available waste heat in the exhaust gas of a 
450-hp 13L turbocharged diesel engine of a heavy-duty truck. The plant 
layout is shown in Fig. 1a. The pump forwards the working fluid from 
liquid state at state 0 to the evaporator inlet at state 1. In this compo
nent, the working fluid is preheated, vaporized and superheated to state 
2 by receiving heat from the engine exhaust gas. The vapor at state 2 
expands in a turbo-expander generating mechanical power. An axial- 
flow turbine is selected here as the ORC-expander because of its po
tential for high isentropic efficiency [48,49], although other types of 
expander have been considered in other studies [50–53]. The turbine 

exhaust vapor at state 3 is then condensed back to liquid state (state 0) 
by rejecting heat to a cooling medium. Two actuators control the 
operation of the ORC system: i) the mass flow rate of the pump ṁwf ,1 (or, 
in practice, its rotational speed) is manipulated to control the degree of 
superheating at turbine inlet SHwf ,2, and ii) a bypass valve opening VO 
on the exhaust gas stream (0: fully closed, 1: fully open) limits the tur
bine inlet pressure pwf ,2 to assure a pressure limit of 35 bar, thus pre
venting supercritical operation and excessive stress on the materials. 
The ORC unit uses R245fa as working fluid, due to its low flammability 
and high thermal degradation temperature of 300 ◦C [54]. 

The time profile of the engine exhaust gas is shown in Fig. 1b; the raw 
data may be found in Ref. [27]. The mass flow rate of the engine exhaust 
gas ṁeg fluctuates very rapidly between 0.05 kg/s and 0.517 kg/s, 
whereas the inlet temperature Teg,in varies more slowly between 270 ◦C 
and 334 ◦C because of the dampening effect of the exhaust gas after- 
treatment system (selective catalytic reactor). 

The design of the ORC unit was carried out by using the code 
described in Ref. [11]. It is based on a steady-state thermodynamic 
optimization using the approximate time-weighted average of the 
exhaust gas mass flow rate and temperature (0.25 kg/s and 320 ◦C). The 
decision variables are reported in Table 1 with their lower and upper 
bounds. The objective function of the thermodynamic optimization (to 
be maximized) was the net power output, calculated as: 

Pnet = ṁwf ,1
[(

hwf ,2 − hwf ,3
)
−
(
hwf ,1 − hwf ,0

) ]
(1)  

where hwf is the specific enthalpy of the working fluid. The states are 
indicated by the subscripts and follow the locations used in Fig. 1. 

The design optimization assumed the isentropic efficiencies for the 
turbine and the pump to be 85 % and 75 %, respectively. The optimi
zation led to the following nominal operating point for the ORC unit: a 
turbine inlet pressure pwf ,2 of 29.0 bar, a degree of superheating SHwf ,2 of 
28.9 K, a condensation temperature of 56.7 ◦C (corresponding to a 
pressure pwf ,0 of 4.2 bar), and a mass flow rate ṁwf ,1 of 0.187 kg/s. These 
variables led to a turbine mechanical power output of 6.8 kW and a 
nominal net mechanical power output of 6.1 kW. 

Based on the thermodynamic design, the ORC evaporator was 
designed to estimate its heat transfer area (13.6 m2), mass (42 kg) and 
volume (0.052 m3), together with the nominal heat transfer coefficients 
of the working fluid and the exhaust gas. Given its high compactness, a 
cross-counterflow fin-and-tube heat exchanger was selected, where the 
working fluid flows inside the tubes and the exhaust gas flows on the 
finned tube outer side. The procedure for the design of the heat 
exchanger is described in detail in Ref. [11]. 

The results of the thermodynamic optimization (mass flow rates, 
temperatures and pressures) and heat exchanger design (heat transfer 
area, heat exchanger mass and volumes) were then used to develop a 
dynamic model of the high pressure part of the ORC unit, including the 
evaporator, the pump and the turbine with the software Dymola [55]. 
The dynamic models were developed by using the commercial library 
TIL [56] and then imported in MATLAB®/Simulink® [47] by using the 
functional mock-up interface [57]. The evaporator was discretized in the 
dynamic model by using 15 finite volume cells. The main equations 
describing the evaporator dynamics are the following: 

Fig. 1. (a) Layout of the ORC unit and (b) mass flow rate and temperature of 
the exhaust gas. 

Table 1 
Decision variables for thermodynamic design optimization [11].  

Quantity Symbol Unit Lower bound Upper bound 

Mass flow rate ṁwf ,1 kg/s 0.01 10 
Evaporation pressure pwf,2 bar 1.0 80 % pwf ,C* 
Condensing temperature Twf ,0 

◦C 20 60 
Degree of superheating SHWf ,2 K 3 40  

* Critical pressure of R245fa: pwf ,C= 36.51 bar.  
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d
(
Vwf ,iρwf ,i

)

dt
= Vwf

(
∂ρwf ,i

∂h

⃒
⃒
⃒
⃒

p

dhwf ,i

dt
+

∂ρwf ,i

∂p

⃒
⃒
⃒
⃒

h

dpwf ,i

dt

)

= ṁwf ,in,i − ṁwf ,out,i (2)  

d(Vwf ,iρwf ,ihwf ,i − Vwf ,ipwf ,i)

dt
= ṁwf ,in,ihwf ,in,i − ṁwf ,out,ihwf ,out,i + Q̇wf ,i (3)  

where Vwf is the volume, ρwf is the density, pwf is the pressure and Q̇wf is 
the heat transfer rate of the working fluid. The subscripts ‘in’ and ‘out’ 
refer to the inlet and the outlet of the cell ‘i’. An upwind discretization 
scheme was used, according to which the specific enthalpy of the cell is 
assumed equal to the specific enthalpy of the fluid leaving the cell. It is 
also accounted for fluid reversal as follows: 

if ṁwf ,in,i < 0hwf ,i = hwf ,in,i  

if ṁwf ,out,i > 0hwf ,i = hwf ,out,i (4) 

The heat transfer rate of the working fluid cell was determined as 
follows: 

Q̇wf ,i =
1

1
αwf ,iAi

+ Rw
2

(
Tw,i − Twf ,i

)
(5)  

where αwf is the heat transfer coefficient of the working fluid, Rw is the 
thermal resistance of the metal tube wall, Ai the tube inner heat transfer 
area and Tw is the temperature of the wall. The heat transfer coefficient 
of the working fluid depends on the phase of the working fluid: the 
Gnielinski-Dittus-Boelter correlation [58] was used for the single phase, 
whereas the Steiner correlation from the VDI Heat Atlas [59] was used 
for the two-phase region. A first order filter with time constanttf ,α = 1 s 
was included in the calculation of the heat transfer to facilitate the nu
merical convergence of the solver when a cell changes phase: 

dαwf ,i

dt
=

− αwf ,i + αcorrelation

tf ,α
(6)  

where αcorrelation is the heat transfer coefficient calculated through the 
heat transfer correlation. 

The dynamics of the metal tube wall are governed by the energy 
balance on the solid material as follows: 

Vw,iρw,icw,i
dTw,i

dt
= − Q̇wf ,i + Q̇eg,i (7)  

where Vw, ρw and cw are the volume, density and specific heat of the 
wall, while Q̇eg is the heat transfer rate between the exhaust gas cell and 
the wall cell. The heat exchanger tubes are made of stainless steel to 
avoid corrosion from the exhaust gas acidic compounds (cw = 450 J/kgK 

andρw = 7900 kg/m3). Because of the low thermal inertia, dynamic ef
fects in the exhaust gas cell are neglected, and the heat transfer rate of 
the exhaust gas cells is calculated as follows: 

Q̇eg,i = ṁegcp,eg,i

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

1 − exp

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

−
1

[
1

αeg,iAo

(
1+

Af
Ao (ηf ,i − 1)

)+ Rw
2

]

ṁegcp,eg,i

⎫
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

(
Teg,in,i − Tw,i

)
(8)  

where ṁeg,in and cp,g are the mass flow rate and the gas specific heat at 
constant pressure. αeg is the heat transfer coefficient of the exhaust gas, 
Ao is the heat transfer surface area of the bare tube, Af is the heat transfer 
area of the fins and ηf is the fin efficiency. The heat transfer area of the 
bare tube Ao is defined as follows: 

Ao = ntubesliπd (9)  

where ntubes is the number of tubes, li is the tube length and d is the outer 
tube diameter of the i-th gas cell. Given the fin outer diameter df , fin 
pitch fpitch and fin thickness s, the heat transfer area of the fins (of radial 
type) is defined by 

Af = ntubes
li

fpitch

[

2
π
(
df

2 − d2
)

4
+ sπdf

]

(10) 

The ratio li
fpitch 

corresponds to the number of fins per tube in the gas 
cell. For the exhaust gas, the correlation for heat transfer on the shell- 
side of tube bundles from the VDI Heat Atlas [60] was used. The fin 
efficiency was determined by using the method suggested by Schmidt 
[61]. 

Since the dynamics of the ORC unit are mainly governed by the heat 
exchangers, the turbine and the pump were modelled at steady-state 
[16]. Given the fact that ORC turbines typically work in sonic condi
tions, the turbine part-load characteristics was defined by the Stodola 
equation corrected for real gases [62]: 

ṁwf ,2 = kT
pwf ,2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
γwf ,2Zwf ,2Twf ,3

√ (11)  

where ṁwf ,2 is the mass flow rate of the working fluid, pwf ,2 is the 
pressure, γwf ,2 is the ratio of the specific heats, Zwf ,2 is the compress
ibility factor and Twf ,2 is the temperature at turbine inlet. The constant 
kT = 0.128 kg/s⋅K0.5/kPa was determined from the design conditions. In 
the dynamic model, Eq. (11) was corrected by including a time filter 
with a small time constant tf ,T = 0.1 s in order to facilitate the conver
gence of the numerical problem: 

dṁwf ,2

dt
=

− ṁwf ,2 + kT
pwf ,2̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

γwf ,2Zwf ,2Twf ,3
√

tf ,T
(12) 

The time constant was chosen such that no significant impact on the 
ORC dynamics is detected. The isentropic efficiencies of the turbine and 
the pump (positive-displacement type) were corrected at part-load ac
cording to Refs. [63] and [64]. To simplify the control problem, the 
condenser was modelled by assuming constant temperature and 

Fig. 2. Control logic diagram of the ORC unit.  
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pressure of the working fluid, which is commonly done to simplify the 
complexity of the control problem [26,43]. Despite the model simplifi
cation, the MPC can handle variations in condensation conditions as an 
unmeasured disturbance and, hence, it can compensate for its influence 
on the controlled variable. 

The state variables of the high pressure part of the ORC unit are the 
evaporator pressure pwf ,2 and the mass flow rate at turbine inlet ṁwf ,2, as 
well as the specific enthalpies hwf ,i, the heat transfer coefficients αwf ,i,

and the wall temperatures Tw,i of the 15 finite volume cells of the 
evaporator. In total there are 47 states describing the time evolution of 
the dynamic model. 

3. Control model development and order reduction 

The ORC control strategy is illustrated by Fig. 2. It is based on two 
separate controllers: i) a single-input–single-output (SISO) MPC that has 
the most complex task of keeping of the degree of superheating SHwf ,2 

close to the desired set point SHSP by rejecting the fluctuations of the 
mass flow rate ṁeg and temperature Teg,in of the exhaust gas, and ii) a 
SISO proportional controller that limits the pressure pwf ,2 to the 

maximum value of 35 bar. The MPC acts on the mass flow rate of the 
pump ṁwf ,1, while the proportional controller manipulates the opening 
of the exhaust bypass valve VO. The latter was tuned by using the 
Controller Design Toolbox from MATLAB® [65], leading to a propor
tional gain of − 0.0036 kPa− 1. Here, no integral part is required by the 
controller, since its goal is only to avoid approaching the critical pres
sure of the working fluid rather than tracking a given pressure set point. 
Under normal operating conditions (pwf ,2 < 35 bar), the controller is 
saturated at full opening (VO = 100 %). 

The MPC design requires a dynamic model of the high-pressure part 
of the ORC system, which can be described by the following SISO 
nonlinear model with two measured disturbances: 

dx
dt

= f (x, ṁwf ,1, d)

SHwf ,2 = g(x, ṁwf ,1, d) (13)  

where x is a vector of 47 states, f is the state function, and g is the output 
function. The measured disturbance vector d consists of the actual mass 
flow rate (i.e. the non-bypassed portion VO • ṁeg) and the inlet tem

Fig. 3. Step response of the degree of superheating for the nonlinear full-order model and the reduced fourth-order models (continuous-time and discrete-time with 
sample time period of 0.5 s) to (a) a negative step change of 3 % in mass flow rate of the pump, (b) a positive step change of 3 % in mass flow rate of exhaust gas and 
(c) a positive step change of 5 K in inlet temperature of exhaust gas. 
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perature Teg,in of the exhaust gas. Subsequently, the nonlinear system in 
Eq. (2) is linearized around the steady-state nominal point (x*,ṁ*

wf ,1,d*): 

dx
dt

= A(x − x*)+B
(

ṁwf ,1 − ṁ*
wf ,1

)

+E(d − d*)

SHwf ,2 = C(x − x*)+ g(x*, ṁ*
wf ,1, d

*) (14)  

where A =
∂f
∂x

⃒
⃒
⃒(

x* ,ṁ*
wf ,1 ,d*

), B =
∂f

∂ṁwf ,1

⃒
⃒
⃒
⃒(

x* ,ṁ*
wf ,1 ,d*

), C =
∂g
∂x

⃒
⃒
⃒(

x* ,ṁ*
wf ,1 ,d*

) and 

E =
∂f
∂d

⃒
⃒
⃒(

x* ,ṁ*
wf ,1 ,d*

) are the partial derivatives of the state function and the 

output function calculated at nominal point. Since the degree of super
heating at the evaporator outlet SHwf ,2 is defined by two states (the 
evaporator pressure pwf ,2 and the specific enthalpy of the last cell hwf ,N), 

D =
∂g

∂ṁ*
wf ,1

⃒
⃒
⃒
⃒(

x* ,ṁ*
wf ,1 ,d*

) = 0 and F =
∂g
∂d

⃒
⃒
⃒(

x* ,ṁ*
wf ,1 ,d*

) = 0. 

The linear state-space model in Eq. (14) preserves the 47 states of the 
original nonlinear model in Eq. (13). This high number of states can lead 

to excessive computational time for a real-time implementation of the 
MPC. To prevent this, the order of the model is reduced. By subjecting 
the dynamic system to a 3 % step in mass flow rate of the pump ṁwf ,1, it 
was found that four states are sufficient to limit the maximum deviation 
in degree of superheating SHwf ,2 to 0.2 K from the 47-state nonlinear 
model (see Fig. 3). 

Smaller deviations (<0.1 K) are found subjecting the system to the 
measured disturbances d, i.e. a positive step change in mass flow rate (3 
%) and a positive step in inlet temperature (5 K) of the exhaust gas. The 
reduction of the linearized system was carried out by using the ‘balred’ 
command of the Control System Toolbox from MATLAB® [65]. Next, the 
model is converted to a discrete-time model by using a zero-order hold 
with a sample time period ts = 0.5 s (command ‘c2d’ from MATLAB® 
[65]): 

xred,k+1 − x* = eAts (xred,k − x*)+A− 1(eAts − I)
(

ṁwf ,1,k − ṁ*
wf ,1

)

+A− 1(eAts

− I)(dk − d*)

SHwf ,2,k = C(xred,k − x*)+ g(x*, ṁ*
wf ,1, d*) (15) 

Fig. 4. Influence of the input rate weight on system performance and stability: a) settling time to 1 % step change in exhaust gas mass flow rate and 5 K step change 
in exhaust gas inlet temperature; b) disk margin and c) cumulative controller effort to noise of variance 0.01 K2. 
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where k is the current time step, I is the identity matrix and the subscript 
‘red’ refers to the reduced-order model. 

4. Parameter tuning via multi-objective optimization 

The fourth-order discrete-time linear system model described in Eq. 
(15) was used to tune the MPC system. The MPC formulation used in the 
work is available in the Model Predictive Control Toolbox from MAT
LAB® [65]. The controller objective function J and the constraint on the 
controller output are defined as follows: 

J
(
λ,Np,Nc

)
=
∑Np

i=1

{
1

SHref

[
SHSP − SHwf ,2(i)

]
}2

+λ2
∑Nc

i=1

⎧
⎨

⎩

1
ṁref

wf ,1

[

Δṁwf ,1(i)
]
⎫
⎬

⎭

2  

ṁwf ,1,min ≤ ṁwf ,1(i) ≤ ṁwf ,1,maxi = 1,⋯,Nc (16)  

where SHref = 20 K is a scaling factor for the degree of superheating, 
ṁref

wf ,1=0.2 kg/s is a scaling factor for the pump mass flow rate and 
ṁwf ,1,min and ṁwf ,1,max correspond to 20 % and 120 % of the nominal mass 

flow rate of the ORC pump. The MPC tuning parameters are the input 
rate weight λ, the prediction horizon Np and the control horizon Nc. A 
high value of the input rate weight λ penalizes changes in pump mass 
flow rate with respect to deviations of the degree of superheating from 
the desired set point, and vice versa. A high number of the prediction 
horizons include more time steps in the future when minimizing the 
deviation of the degree of superheating SHwf ,2 from the set point SHSP, 
and vice versa. The control horizon defines the number of changes for 
the pump mass flow rate Δṁwf ,1 in the future. In the time steps i > Nc, 
the pump mass flow rate does not change anymore, i.e. Δṁwf ,1(i > Nc) =

0. The sample time of the MPC corresponds to the sample time of the 
dynamic model (ts = 0.5 s). 

4.1. Influence of the MPC tuning parameters 

The influence of the tuning parameters λ, Np and Nc on the control 
performance of the MPC system is evaluated considered the following 
quantities: 

(a) (b) 

(c) 

 = 1 

 = 2 

Fig. 5. Influence of the prediction horizon on system performance and stability: a) settling time to 1 % step change in exhaust mass flow rate and 5 K step change in 
exhaust temperature; b) disk margin and c) cumulative controller effort to noise of variance 0.01 K2. 
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- The settling time tSH,wf ,2 of the degree of superheating due to a 1 % 
step change in mass flow rate of the exhaust gas ṁeg,in and 5 K step 
change in inlet temperature of the exhaust gas Teg,in. The settling time 
is the time required by the controller error (the deviation of the 
degree of superheating SHwf ,2) to fall below ± 2 % of the peak 
response value [66]. The shorter the settling time, the faster the 
controller can reject the disturbance;  

- The disk margin, which gives information about the stability of the 
control system, also far from the operation point [67]. To ensure 
robustness against uncertainties and model deviations far from the 
nominal point, it is suggested to guarantee a disk gain margin above 
2, and a disk phase margin above 45◦ [67];  

- The cumulative controller effort due to noise in the measurement. 
For this purpose, white noise of variance 0.01 K2 is added to SHwf ,2 
before the measurement is fed back to the MPC, which quantifies the 
sensitivity of the MPC to measurement noise. The cumulative 
controller effort is determined as follows: 

Q =
1

⃒
⃒
⃒
⃒ṁwf ,1,max − ṁwf ,1,min

⃒
⃒
⃒
⃒

1
Δt

∫ Δt

0

⃒
⃒
⃒
⃒
⃒
⃒

Δṁwf ,1

ts

⃒
⃒
⃒
⃒
⃒
⃒
dt (17)  

where t is the time, Δt the overall time period of the simulation. The 
variance of the measurement noise is based on the experimental results 
reported in Ref. [52]. 

The sensitivity of the controller performance as a function of the 
tuning parameters was tested against the fourth-order discrete-time 
model. The analysis presented section 3 indicates that, for small de
viations from the nominal point, the reduced-order discrete-time model 
represents with higher accuracy the behavior of the original nonlinear 
model in Eq. (15). The influence of the input rate weight λ on the settling 
time to a step disturbance, the disk margins and the cumulative 
controller effort to noise is shown in Fig. 4. Here, the control horizon and 
the prediction horizon were fixed to 2 and 15, respectively. Fig. 4a 
shows that the settling time tSH,wf ,2 to a step change in exhaust gas mass 
flow rate and inlet temperature has the same trend, and it can vary from 
59 to 85 s at λ = 10− 3 up to 1500 s at λ = 400. This is because the input 

(a)  (b) 

(c) 

 = 1 

 = 15 

Fig. 6. Influence of the control horizon on system performance and stability: a) settling time to 1 % step change in exhaust mass flow rate and 5 K step change in 
exhaust temperature; b) disk margin and c) cumulative controller effort to noise of variance 0.01 K2. 
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rate weight penalizes large variation of the manipulated variable ṁwf ,1, 
and therefore the controller reaction to the disturbance step change is 
slower. At λ < 10 the settling time does not vary significantly, even 
though two minima occur. Concerning the closed-loop stability, higher 
input rate weights lead to increased disk gain (up to 120 at λ = 1000), 
while the disk phase margin fluctuates between 40◦ and 70◦ for λ < 100 
before increasing up to 90◦ at λ = 1000. Input rate weights lower than 
20 and higher than 40 satisfy both disk margin criteria for robustness 
(disk gain margin above 2 and disk phase margin above 45◦). At last, 
Fig. 4c shows that a higher input rate weight is strongly beneficial to 
achieve a lower cumulative controller effort, which drops significantly 
in the region 10− 1 < λ < 10. 

Fig. 5 shows the impact of the prediction horizon on the controller 
performance and the stability of the closed-loop system. Here, the input 
rate weight and the control horizon were fixed to 1 and 2, respectively. It 
can be seen that the settling time tSH,wf ,2 has a similar trend for a step 
change in exhaust gas mass flow rate and inlet temperature, although 
the variations for the step in exhaust gas mass flow rate are more pro
nounced. In this case, tSH,wf ,2 increases from 32 s to 85 s for a prediction 
horizon increase from 5 to 15, whereas tSH,wf ,2 drops down to 27.5 s from 
16 s to 27 s, before increasing again for higher values of Np. The closed- 
loop system is stable for the whole range of prediction horizons with 
both disk gain and phase margins increasing up to Np = 15 and then 
staying constant. The cumulative controller effort decreases from 0.39 
%/s to 0.26 %/s for Np increasing from 5 to 15, and increases again to 
0.3 %/s for Np increasing from 16 to 30. 

The influence of the control horizon on the closed-loop system 
response is shown in Fig. 6 for λ = 1 and Np = 15. The settling time to a 
step change in exhaust gas mass flow rate is strongly reduced from 91 s 
to 9 s for Nc increasing from 1 to 10. The settling time to a step change in 
exhaust gas inlet temperature reduces considerably for Nc increasing 
from 1 to 4, before stabilizing at approximately 9 s. The reduced settling 
time for higher Nc is coupled with reduced disk gain and phase margins 
(although they both stayed above the recommended values of respec
tively 2 and 45◦). Furthermore, the cumulative controller effort in
creases from 0.26 %/s to 0.36 %/s for Nc increasing from 2 to 5, and then 
it slightly drops until 0.34 %/s for Nc = 10.

The sensitivity analysis suggests that the settling time considerably 
increases for higher values of λ and low values of Nc, whereas the trend 
for Np is not obvious. The disk gain and phase margin also increase for 
higher values of λ and Np as well as low values of Nc. The cumulative 
controller effort decreases for higher values of λ whereas the trend is not 

monotone for Np and Nc. It should also considered that different com
binations of the MPC tuning parameters λ, Np and Nc would lead for the 
minimum/maximum objectives to shift for higher or lower values of the 
tuning parameters. 

4.2. Multi-objective optimization routine 

The previous section highlighted that the MPC tuning parameters λ, 
Np and Nc can cause large variability of the settling time to a disturbance 
step change, of the stability margins and of the cumulative controller 
effort. In particular, the objectives of minimum settling time and mini
mum cumulative controller effort do not occur for the same set of MPC 
tuning parameters λ, Np and Nc. In addition, the minimum objectives 
might be reached for sets that do not satisfy the conditions for robustness 
based on the disk margins. For this reason, a trade-off has to be found 
among the different objectives, excluding the solutions that do not 
ensure sufficient stability margins. To understand better the trade-off 
among the different objectives, a multi-objective optimization routine 
was developed (see Fig. 7). The routine receives as inputs the time 
evolution of the disturbance (a 1 % step change in exhaust gas mass flow 
rate), the fourth-order discrete-time model in Eq. (15) and the thresholds 
for sufficient robustness against model uncertainties (the disk gain 
margin has to be above 2 and the disk phase margin above 45◦). A first 
guess of the MPC tuning parameters λ, Np and Nc is also required, such 
that the multi-objective optimization can start. For the multi-objective 
optimization, the unconstrained MPC formulation with the objective 
function J in Eq. (16) was used. In other words, the constraint on the 
pump mass flow rate was not included in the MPC formulation. In this 
way, the MPC can be written explicitly as a linear time-invariant system 
having as inputs the measured degree of superheating SHwf ,2 and the 
measured disturbance vector d, while the output is the mass flow rate of 
the pump for the next time step ṁwf ,1(i = 1). The set point of the degree 
of superheating is kept constant at nominal value. 

The control scheme is illustrated in Fig. 8. The explicit unconstrained 
MPC system that acts on the fourth-order discrete-time model described 
in section 3 is used to evaluate the objectives of the optimization. The 
two objectives of the multi-objective optimization routine are the 
following: i) the settling time of the degree of superheating tSH,wf ,2 due to 
a 1 % step change in the mass flow rate of the exhaust gas, which 
quantifies the disturbance rejection capabilities of the controller and 
needs to be minimized, and ii) the cumulative controller effort Qnoise 
when white noise of variance 0.01 K2 is added to SHwf ,2 before the 
measurement is fed back to the MPC, which quantifies the sensitivity of 
the MPC to measurement noise and needs to be minimized as well. A 
high sensitivity to measurement noise, i.e. a high Qnoise, may lead to an 
excessive control action and reduced lifetime of the ORC pump and its 
automation system. 

The genetic algorithm of the Global Optimization Toolbox from 
MATLAB® [47] is able to handle a combination of real (such as the input 
rate weight λ) and integer decision variables (such as the prediction 
horizon Np and the control horizons Nc) and was, therefore, used as 
optimization algorithm. The settings for the algorithm are the following: 
i) a population size of 100, ii) 500 generations, and iii) a stall generation 

Fig. 7. Multi-objective optimization algorithm.  

Fig. 8. Control scheme for the multi-objective optimization routine.  
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limit of 200. The input rate weight λ can vary between 0.01 and 60, 
prediction horizon Np can vary between 5 and 30, and the control ho
rizon Nc can vary between 1 and 10. The results of the multi-objective 
optimization are discussed in the next section. 

5. Optimization results 

5.1. Multi-objective optimization 

The results of the multi-objective optimization are located in a Pareto 
front of optimal solutions as depicted in Fig. 9a. It is important to 
highlight that Fig. 9a to 9d do not show the results of a sensitivity 
analysis (as previously carried out in section 4.1) but show the solutions 
of the multi-objective optimization problem, and therefore represent an 
optimal tuning of the controller parameters. The results in Fig. 9a sug
gest that a trade-off between the two objectives is required: low settling 
times tSH,wf ,2 imply high Qnoise and vice versa. The settling time tSH,wf ,2 is 
below 10 s for a cumulative controller effort above 0.3 %/s, although 
tSH,wf ,2 increases considerably to more than 100 s for a cumulative 
controller effort below 0.1 %/s. The decision variable that has the 
largest impact on the settling time tSH,wf ,2 and the cumulative controller 

effort Qnoise is the input rate weight λ, as shown by Fig. 9b, in agreement 
with the results of the sensitivity analysis in section 4.1. A higher λ 
implies a larger penalty on variations of the pump mass flow rate Δṁwf ,1, 
and therefore, the controller becomes more gentle, taking more time to 
reach the desired set point (larger tSH,wf ,2). At the same time, a more 
gentle reaction of the controller corresponds to a lower cumulative 
controller effort Qnoise. The prediction and the control horizons do not 
show a clear impact on the settling time and the cumulative controller 
effort, but the optimization still suggests an optimum range of selection 
(see Fig. 9c and 9d). The prediction horizon Np varies in the range 10–17 
for most of the points, but it is higher than 24 for points having a settling 
time tSH,wf ,2 of more than 30 s. No clear trend between Np and Qnoise is 
found. The control horizon Nc is in the range of 7–9 for most of the 
optimal points having a settling time tSH,wf ,2 below 30 s, but it drops to 4 
s for higher tSH,wf ,2. Analogously for the prediction horizon Np, no clear 
trend is found between Nc and Qnoise. 

5.2. Controller performance on finite volume nonlinear model 

In a next step, the MPC design Pareto-front optimal solutions were 

Fig. 9. (a) Pareto-front optimal solutions and influence of the optimal decision variables on the objective functions: (b) input rate weight, (c) prediction horizon and 
(d) control horizon. 
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tested on the nonlinear model of the high pressure part of the ORC unit 
described by Eq. (13), subjected with the realistic waste heat profile in 
Fig. 1b. The simulation setup is illustrated in Fig. 10. The mass flow rate 
of the pump ṁwf ,1 was set by the MPC to keep the degree of superheating 
close to the design value while ṁwf ,1 was constrained between 20 % and 
120 % of the nominal value during the simulation. Additionally, as 
explained in the beginning of section 3, a proportional controller was 
used to manipulate the bypass valve opening to limit the pressure to the 
maximum value of 35 bar. 

The response of the nonlinear system in Eq. (13) is assessed ac
cording to two quantities: i) the absolute root mean square tracking 
error (ARMSTE), quantifying the deviations between the degree of 
superheating SHwf ,2 and the set point SHSP, and ii) the cumulative 
controller effort of the pump controller Q over the waste heat profile, see 
Eq. (17). The goal is to achieve the minimum ARMSTE as well as the 
minimum Q to reach good disturbance rejection while ensuring long 
lifetime of the pump. The results, plotted in Fig. 11a, indicate that there 
is a trade-off between the cumulative controller effort Q and the absolute 
root mean square tracking error ARMSTE over the profile analogously to 
the Pareto-front optimal solutions shown in Fig. 9a. The cumulative 
controller effort increases considerably from 1.1 %/s for an ARMSTE of 

Fig. 10. Test setup for optimally tuned controllers.  

Fig. 11. (a) Cumulative controller effort and ARMSTE over the profile, (b) influence of the input rate weight, (c) ARMSTE as a function of the settling time to a 
disturbance step and (d) cumulative controller effort over the profile vs cumulative controller effort to noise. 
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about 6 K to more than 4 %/s for an ARMSTE below 2 K. Analogously to 
the results of the multi-objective optimization, the input rate weight λ 
has the largest impact on the simulation performance, as indicated in 
Fig. 11b. On the one hand, a low λ leads to a low ARMSTE because the 
controller can react very quickly to the waste heat fluctuations, although 
this leads to the highest cumulative controller effort Q. By increasing λ 
up to 55, Q drops to 1 %/s while the ARMSTE increases to 10 K. 
Importantly, it can be seen in Fig. 11c and 11d that there is a direct 
correlation between the settling time to a disturbance step tS,SH,wf2 and 
the ARMSTE over the profile, as well as between the cumulative 
controller effort to noise Qnoise and over the profile Q. This means that 
important information about the controller performance over the real
istic waste heat profile can be obtained from a less time-consuming 
analysis using a reduced-order model of the ORC system subjected to 
only a disturbance step change and measurement noise. This allow 
saving significant time and computational effort for the controller tun
ing. For an ARMSTE below 2 K, the settling time tS,SH,wf2 should not 
exceed 15 s, while for Q below 2 %/s, Qnoise should be below 0.5 %/s. 

6. Conclusions 

This work focused on the control of an organic Rankine cycle unit 
recovering the waste heat available in the exhaust gas of a heavy-duty 
truck. Measurement data of the exhaust gas during a 45-min driving 
cycle of the truck were used as heat source of the organic Rankine cycle. 
The highly-transient heat source conditions require very powerful and 
effective controllers that can keep the operation of the organic Rankine 
cycle safe. This work focused on the design of a model predictive 
controller, based on a fourth-order discrete-time linear model of an 
organic. A multi-objective optimization approach was used to find the 
optimal tuning parameters of the model predictive controller. The per
formance of the optimal solutions was tested on a nonlinear model of the 
high pressure part of the organic Rankine cycle unit and on a realistic 
waste heat profile. The primary findings of the work can be summarized 
as follows:  

- The optimization results suggest that there is a trade-off between the 
settling time of the degree of superheating at turbine inlet due to a 
step change in exhaust gas mass flow rate and the cumulative 
controller effort of the pump due to measurement noise. Both should 
be minimized for good controller performance and long component 
lifetime. 

- The results indicate that the input rate weight is the tuning param
eter with the largest influence on the controller performance, while 
the optimal prediction and control horizons should be in the range 
10–17 and 7–9, respectively, for most of the optimal tuning sets.  

- It was found that a direct relationship exists between the settling 
time of the degree of superheating at turbine inlet due to a distur
bance step and the absolute root mean square tracking error over the 
profile. Also, the cumulative controller effort of the pump mass flow 
rate over the profile increases for higher cumulative controller effort 
of the pump mass flow rate due to measurement noise. Because of 
these dependencies, the trade-off between the settling time of the 
degree of superheating at turbine inlet due to a disturbance step 
change and the cumulative controller effort of the pump mass flow 
rate due to noise can be mapped into a trade-off between the absolute 
root mean square tracking error of the degree of superheating at 
turbine inlet and the cumulative controller effort of the pump mass 
flow rate over the profile. 

Importantly, the multi-objective optimization routine presented in 
the paper can be used to identify the optimal model predictive controller 
parameters, considerably lowering the computational effort compared 
with that of an optimization based on the more complex nonlinear 
model. The presented method is a powerful tool to tune the design 

parameters of model predictive controllers in a more systematic and 
effective way compared with time-consuming, experience-based trial 
and error methods. Future work will evaluate the tuning of the 
controller parameters also in terms of net power output (considerations 
about the optimal degree of superheating at part-load are required) and 
the economic performance of the organic Rankine cycle unit will be 
evaluated. 
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