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ABSTRACT

This study experimentally investigates the cooling time and performance of two new cold plate designs manufactured via selective laser melting process using body-centred cubic (BCC) and pillar elements. The plates are cooled down from the initial surface temperature of 45 °C to the target surface temperature of 32.5 °C under tropical conditions at three different volume flow rates and two different inlet water temperatures. The minimum cooling time is found at 30 s and 63 s at the highest volume flow rate and the lowest inlet water temperature for the pillar- and BCC-filled plates, respectively. The greatest plate and system COP values are 1195.1 and 6.8 for the BCC-filled plate and 1192.0 and 6.2 for the pillar-filled plate, respectively, at the minimum flow rate and the inlet water temperature. The performance evaluation criterion range is 1.25 to 1.28 and 2.12 to 2.52 for the BCC- and pillar-filled plates, respectively. The heat transfer coefficient dramatically increases by rising the volume flow rate at the low inlet water temperature case but the increasing trends become slighter at the high inlet water temperature case. Tropical climate results in high dew point temperatures, therefore, cooling with high inlet water temperature is found ineffective.

1. Introduction

Indirect liquid cooling (ILC) applications are being preferred in the thermal management of power sources and batteries as they provide longevity and low risk of leakage despite they bring some drawbacks like causing greater pressure drops and less efficiency (or the coefficient of performance (COP)) due to the additional thermal resistance layer between the heat source and the coolant [1,2]. Cold plates are the most common ILC solutions in battery thermal management systems (BTMSs) for electric vehicles (EVs) as they have a lower risk of leakage, scalability for various sizes/capacities, and easy maintenance options while another common ILC method, heat pipes may encounter challenges due to its complex design characteristics and performance limitations [4,5] that can cause safety-related concerns. From the dynamic operating conditions of the EVs, cold plates can be applied in both two-phase and single-phase cooling operations. For the high heat flux operations, which can be defined as the heat flux rates above 1 W/cm², the cold plates have been operated for two-phase cooling purposes [6,7], particularly for the thermal management of electronics and microprocessors. On the other hand, the vast majority of the lab-scale cold plate studies for the BTMS were performed with single-phase cooling operations, which were able to remove the generated heat rate without a two-phase cooling requirement. For example, Zhao et al. [8] successfully managed the thermal gradients and cooling performance of the lithium batteries with the heat generation rate of 24,000 W/m³, but it was also seen that higher volume flow rates were required for keeping the thermal gradients in the desired operating conditions.

From the past to the present, both experimental and numerical efforts have been done for investigating the cooling performance of cold plates in thermal management applications. Cooling time, thermal uniformity on the battery surface, COP (or other relevant performance indicators), and pressure drop have been the main considerations while evaluating cold plate performance. Also, not at the lab scale but for the
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16.8 L/h. It was seen that the designed plate was able to keep the surface thermal gradients less than 5 K up to the ambient temperature of 45.0 °C. At various flow rates, the louvered channel was able to decrease the thermal resistance by 2.8 to 4.0 times at high Reynolds numbers (e.g. 200); however, the optimized flow path was found that the pressure drop did not have a remarkable effect at low Reynolds numbers.

The results were compared to the traditional serpentine plate design. It was found that the pressure drop did not have a remarkable effect at low Reynolds numbers. By using the plate dimensions of 160 mm × 210 mm, Kalkan et al. [18] performed cooling experiments with two different cold plate designs that were the mini channel and the serpentine channel. The inlet water temperature range of 15.0 °C to 35.0 °C was applied in the experiments with the volume flow rate range between 6 L/h and 66 L/h. Even though the mini channel design had a greater heat transfer surface area than the serpentine channel, neither the mini channel nor the serpentine channel types were not able to keep the battery surface temperature below 40.0 °C when the minimum flow rate was applied at high battery discharge rates.

The experimental cold plate studies were also performed with hybrid cooling options. Cao et al. [19] achieved keeping the battery surface temperature below 50.0 °C by applying a relatively high inlet coolant temperature, which ranged between 30.0 °C and 40.0 °C, thanks to integrating nano phase change material emulsions into the cooling flow that had a volume flow rate of 10 L/h for a cold plate with dimensions of 440 mm × 125 mm. Another phase change material-integrated cold plate solution was proposed by Akbarzadeh et al. [20]. A battery pack with a length of 400 mm and cross-sectional dimensions of 4 mm × 6 mm was presented to perform side cooling for 12 batteries at the same time. Phase change materials were implemented among the straight-
drilled plate channels so that the cooling operation was carried out in hybrid mode. It was seen that the proposed hybrid approach was able to save energy by up to 40% compared to the traditional plate design. Instead of integrating phase change material emulsions, Nada et al. [21] used two different nanoparticles in the circulated flow with the volume flow rate of 36 L/h to 72 L/h and the inlet coolant temperature of 21.0 °C. Three different flow paths were investigated: serpentine, wavy, and parallel arrangements. Among others, the serpentine flow path reached the best thermal performance whereas the integration of the nanofluid decreased the thermal resistance by 6% to 25%. Considering all flow arrangements and the nanofluid operations, the range of the heat transfer effectiveness (ε) varied between 0.04 and 0.21. Apart from the hybrid cooling operations, Li et al. [22] increased the heat transfer surface area by implementing an aluminum foam structure with the porosity of 88% to a cold plate that had the dimensions of 45 mm × 75 mm × 13 mm. At nine different flow rates, the Reynolds number ranged from 500 to 1600. Even though the heat transfer performance was enhanced up to 1.8 times, the complex structure of the foam resulted in a large pressure drop, which made the solution less preferable compared to other approaches.

The above-mentioned experimental studies have been based on conventional designs (e.g. serpentine, parallel) or basic designs (e.g. wavy) that can be manufactured via traditional machining processes, while more complex designs including the additive-manufactured ones have been investigated under computational domains [23,24]. Recently, the metal three-dimensional (3D) printing concept has been becoming preferable in the manufacturing of heat exchangers as metal 3D printing can produce more complex designs with flexible contact surfaces [25]. Therefore, this study presents new cold plate designs with two different supporting elements that are BCC lattices and pillar elements. The supporting elements fill a large cooling cavity design inside the cold plate. Hereby, the metal 3D-printed plates aim at increasing the cooling performance and shortening the cooling time while managing the pressure drop with a greater heat transfer surface area compared to the traditionally-manufactured plates. Even though metal 3D printing allows us to present more complex flow patterns in the cooling cavity, the presented designs can still be considered basic designs with respect to the unique capabilities of the metal 3D printing processes. Therefore, the results of the current study do not only present results for two different plates but can also be used as the benchmark results for more complex cold plate designs manufactured via metal 3D printing. To this end, the main contributions of the study are i) experimental investigation of two new cold plate designs manufactured via metal 3D-printing process, ii) applying three different volume flow rates and two different inlet

---

**Fig. 1.** Metal additive manufacturing process of the cold plates; a) selective laser melting process, b) BCC-filled plate specifications, and c) pillar-filled plate specifications.
coolant temperatures that are above and below the dew point temperatures, respectively, and iii) observing the cooling performance under tropical conditions that bring high relative humidity and ambient temperature. More details on the given contributions can be seen in the following sections.

2. Metal 3D printing of the cold plates

The metal 3D printing process was completed in the selective laser melting machine at the Singapore Centre for 3D Printing (SC3DP) as shown in Fig. 1a. The selective laser melting machine could print a product with a minimum feature size of 0.15 mm. The cold plates were manufactured with the printing parameters of i) diagonal scanning with 45° and ii) rotated layout of 5° with reference to our previous printing settings that were able to print reliable final products [26]. Four main stages of printing a metal product via selective laser melting are as follows: 1) the three-dimensional model of the product was sliced into the stack of two-dimensional layers, 2) the two-dimensional cross-sectional area was scanned via laser scanning, 3) the metal powders were spread on the finished layer, and 4) a new cycle was initiated until the target product was formed. The cold plates were printed by SS316L powders with the specific heat of 476.0 kJ/kgK and the thermal conductivity of 12.6 W/mK [27].

The cooling cavity dimensions were 44 mm × 6 mm. The purpose of metal 3D-printed heat transfer surfaces was to increase the cooling performance and provide lightweight designs while managing the pressure drop during the cooling operation, as already discussed and presented by Liang et al. [28] in detail. Therefore, we proposed a large cooling cavity area with solid partitions inside the cold plate design. The cooling cavity dimensions were 44 mm × 44 mm × 4 mm for both BCC-filled and pillar-filled plates as shown in Figs. 1b and c, respectively. The main reason for creating solid partitions in the cooling cavity was to avoid printing failures and provide safe printing conditions, which fully depended on the machine’s capabilities and the printing parameters. For each plate, there were three solid partitions with a thickness of 3 mm. Between the solid partitions and the cavity wall, two supporting elements were located in a row. In total, both BCC- and pillar-filled plates had 91 supporting elements. The BCC element had a strut diameter of 1.0 mm and a length of 4.0 mm (Fig. 1b) whilst the pillar element had a diameter of 2.3 mm and a length of 4.0 mm (Fig. 1c). Even though the shapes and geometries were different for the elements, both elements had very close total volume to each other; the volume of a single BCC element was 16.9 mm³ whereas the pillar element had a volume of 16.6 mm³. Based on the volumes of the elements, the BCC- and pillar-filled plates had a total surface area in the cavity (flow) volume of 9.3 × 10⁻³ m² and 6.7 × 10⁻³ m², respectively. That is, even though both elements had close volumes to each other, the BCC elements presented a larger heat transfer surface area as their curves and shapes had greater surface area than the pillar elements. Considering the height of the cavity and the lengths of the elements, both elements were in touch with both side surfaces of the cooling cavity because they have the same length/height. By using an image processing tool [29] after the printing, the unit lengths of the manufactured BCC elements were measured at 4.0 ± 0.1 mm while the pillar diameter of the pillar elements was 2.30 ± 0.02 mm. Both element types were in good agreement with the designed value. Also, the surface roughness of the cooling cavity surface was measured to be 2.60 ± 0.02 μm (via Confocal Microscopy, Leica DCM). Moreover, both plates had circular inlets and outlets with a diameter of 3.5 mm.

3. Experimental setup

A lab-scale experimental setup was used in this study. As shown in Fig. 2a, a Teflon housing covered the setup to prevent heat losses to the ambient environment. The setup had a heater, two heated plates, two cold plates, and two insulation plates (to block heat loss from the side surfaces of the cold plates). The copper heater had housing for a cartridge heater with a maximum capacity of 300 W, and it was connected to the power source (Fig. 2b). In the study, we supplied a constant heat flux of 1049.1 ± 44.9 W/m², which was continuously measured by calibrated heat flux sensor (Hukseflux FHF03–05, the Netherlands). The selected constant heat flux rate was in good agreement with the heat fluxes in the previously performed BTMS studies [3,12,30,31]. On both sides of the heater, two aluminum plates were located as the heated plates. Those plates transferred the generated heat from the heater to the cold plates through adjacent surfaces (plate wall, Fig. 2c). Each heated plate had six thermocouples (J-type, accuracy of 0.4°C) with two rows; each row had three thermocouple housings. Using multiple thermocouples at different rows in a single plate aim at i) collecting multiple temperature data, ii) observing the thermal uniformity on the surface, and iii) providing backup measurements in case of single or multiple thermocouple failures. In the experiments, based on the collected temperature data, there were no significant temperature differences; therefore, the heat flux was assumed uniform on the plate surface. Each heated plate represented a heated battery (or power source) surface under the constant heat flux; thus, the cold plate was operated to cool down the heated surface by circulating a coolant inside the cooling cavity (cavity wall, see Fig. 2c) while other external sides of the plates were adjacent to insulation materials. Thereby, there was no measured heat loss from those sides. Two cold plates could be operated by using the setup as there were two heated plates. However, in the
current study, we operated only one of the cold plates with the constant heat flux of \(1049.1 \pm 44.9\) W/m\(^2\) while the other plate was not connected to the water bath as shown in Fig. 2b. The coolant was circulated between the cold plate and the water bath whereas the pressure and temperature data were collected at both inlet and outlet of the cold plate. The pressures and temperatures were measured via mechanical pressure gauges (accuracy of 50 Pa) and J-type thermocouples (accuracy of 0.4 °C), respectively. Also, the volume flow rate was measured with a variable area flow meter (accuracy of 0.1 L/h). The water tank was an insulated body; filled with the city water of Singapore with the approximate temperature of 26.3 °C. The COP of the refrigeration system cooling the water bath was 3.5 in the operating (filled water) temperature range of 0 °C to 30.0 °C. Using the sensitivity values of the measurement devices, the propagated uncertainty can be calculated with Eq. 1,

\[
\delta R = \left[ \sum_{i=1}^{n} \left( \frac{\delta R}{\delta X_i} \right)^2 \right]^{1/2}
\]

where \(\delta X_i\) and \(\delta R\) are the uncertainty value for variable \(i\) and the overall uncertainty, respectively. The sensitivity coefficient for the \(R\) with respect to \(X\) is defined as \(\frac{\partial R}{\partial X_i}\). Table 1 shows the calculated uncertainty values for the measurements below.

The experimental setup in Fig. 2 had a partially open surface to the ambient environment from a small portion of the lateral sides and the entire top surface. Considering the ambient conditions in the tropical climate, the ambient air inherently brought challenges and limitations for the cooling operation; therefore, the operating parameters were defined with respect to those limitations. During the experimental period of more than one and half months, the ambient temperature varied between 26.8 °C and 28.9 °C whereas the relative humidity was in the range of 70% to 80% on different days. Corresponding to the ambient conditions, the dew point temperature range was roundly between 22.0 °C and 24.0 °C. Therefore, during the design of the experimental procedure, the target (cooled down) surface temperature was defined as 32.5 °C, which was above the ambient conditions and in the acceptable range of the battery operating temperatures that was in between 15.0 °C and 35.0 °C [33]. Similar to the first scenario of Ref. [20], the (heated) surface was heated up to the initial surface temperature of 45 °C; then, the cooling mode was activated at the constant heat flux supply. It is worth noting that the experimental campaign aimed to reach steady-state conditions neither the heating process till reaching the initial surface temperature nor the cooling process till reaching the target surface temperature. After reaching the target surface temperature, the cooling process was stopped; hence, each experimental set had different cooling time values without reaching the steady state conditions.

To decrease the surface temperature, two different inlet water temperatures were applied i) inlet temperature below the dew point (condensation) temperature and ii) inlet temperature above the dew point temperature. The reason for choosing two different inlet temperatures below and above the dew point temperature was to see the potential impacts of the condensation layer, which occurred on the cold plate surface when the inlet coolant temperature was below the dew point temperature. For the BCC-filled plates, the low and high inlet water temperatures were 15.8 ± 0.3 °C and 24.6 ± 0.1 °C, respectively. On the other hand, the low and high inlet temperatures were 15.7 ± 0.4 °C and 24.6 ± 0.1 °C for the pillar-filled plate. Even though we tried to obtain the inlet temperature values for the BCC- and pillar-filled plates as closely as possible, we had still quite a difference for the low inlet water temperatures while the high inlet water temperatures were the same for both plates. The experiments were also performed under different flow rates, which were low-level, medium-level, and high-level flow rates for the plates. The BCC- and pillar-filled plates did not have the same flow rates at the medium- and high-level flow rate levels, but the values were quite close to each other at the low flow rate levels. For the BCC-filled plate, the low-, medium- and high-flow rate were 3.4 L/h, 6.8 L/h, and 8.2 L/h, respectively. For the pillar-filled plate, the low-, medium- and high-flow rate were 3.4 L/h, 7.1 L/h, and 8.7 L/h, respectively. The measured pressure drops at different flow rates are shown in Fig. 3a. Each experimental set was repeated three times so the error bars of the measurements were created based on the repeated experiments. From the initial surface temperature to the target surface temperature, the temperature data was collected every 2 s; then, cooling trends were generated by using the collected temperature data. As a representative plot, Fig. 3b shows different cooling trends with respect to various inlet water temperatures based on the selected experiments. The ambient air velocity above the experimental setup was 3 m/s, measured by a velocity anemometer. It is worth mentioning that the experimental campaigns were not performed at steady conditions. It only focused on the duration of active cooling time from the initial surface temperature to the target surface temperature as represented in Fig. 3b. This simply means that different parametric sets had different cooling times so the constant time duration-based analysis was not considered in the methodology. Instead, for each experimental set, the time-averaged performance analysis was used by considering the time from the initial surface temperature to the target surface temperature.

### 4. Method

The thermal performance of the cold plates was calculated by using the measured data and building a heat transfer model as projected in Fig. 3.

### Table 1

<table>
<thead>
<tr>
<th>Parametric set</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate</td>
<td>0.1 L/h</td>
</tr>
<tr>
<td>Pressure in the flow loop</td>
<td>70.7 Pa</td>
</tr>
<tr>
<td>Temperature in each row of the aluminum heated plate</td>
<td>0.7 °C</td>
</tr>
<tr>
<td>Temperature in the flow loop</td>
<td>0.6 °C</td>
</tr>
</tbody>
</table>
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). To find the

h
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process. Thus, the NTU is presented in Eq. 2,

\[ NTU = h \frac{1}{D} \frac{1}{\epsilon} \]  

where \( \epsilon \) infers the effectiveness, which is the ratio of the heat flux in the

plate (q) to the maximum heat flux (\( q_{\text{max}} \)). Shah and Sekulic [35] defined

the \( \epsilon \) term based on the temperature ratio for the single heat exchange

process as given in Eq. 3,

\[ \epsilon = \frac{T_{\text{wall}} - T_{\text{in}}}{T_{\text{wall}} - T_{\text{out}}} \]  

Calculating the NTU term allowed us to define the overall heat

transfer coefficient, U, as shown in Eq. 4,

\[ U = NTU \cdot A \cdot \frac{C_{p \text{water}}}{m_w} \]  

where \( m_w \) is the mass flow rate, which can be calculated from the

volume flow rate, V, of the experimental study. The specific heat

capacity of the coolant (water) is denoted by \( C_{p \text{water}} \), whilst the heat transfer

surface area in the flow volume is shown with \( A \). For the BCC- and pillar-

filled plates, the \( A \) was 92.82 cm\(^2\) and 66.70 cm\(^2\), respectively. After

defining the \( U \) value, the \( h_w \) term is found with Eq. 5,

\[ \frac{1}{UA} = \frac{1}{h_wA} + \frac{1}{kA} \]  

where \( L_{\text{wall}} \) is the length of the heat transfer surface from the plate surface

to the cavity wall surface, and \( k \) is the thermal conductivity. The second

term on the right hand side of Eq. 5 was not considered in the

current work as the \( U \) value was determined by \( T_{\text{wall}} \) in Eq. 4. In case of

using \( T_{\text{surf}} \) measurements instead of calculating \( T_{\text{wall}} \), the term of heat

conduction resistance can be used; both approaches gave the same

results for calculation of \( h_w \). Dimensionless numbers such as the Reynolds

number (Re) and the Nusselt number (Nu) are later calculated as given in

Eqs. 6 and 7, respectively,

\[ Re = \frac{\rho_w u D_k}{\mu_w} \]  

\[ Nu = \frac{h_w D_k}{k_w} \]  

where \( \rho_w \), \( \mu_w \), \( k_w \), and \( u_w \) are the density, dynamic viscosity, thermal

conductivity, and velocity of the water, respectively. The hydraulic

diameter is denoted by \( D_k \) and it is explained for the extended surfaces as

shown in Eq. 8,

\[ D_k = \frac{4 V_{\text{flow}}}{A} \]  

where \( V_{\text{flow}} \) denotes the core flow volume of the cold plates, which can be

found from the computer-aided design model of the plate for each

supporting element type. Besides the \( h_w \) and relevant heat transfer

terms, the dissipated heat rate by the circulated water (\( \dot{Q}_d \)) is calculated

using the measured temperature data. The \( \dot{Q}_d \) term is defined in Eq. 9,

\[ \dot{Q}_d = \dot{m}_w C_{p \text{water}} (T_{\text{water} - \text{out}} - T_{\text{water} - \text{in}}) \]  
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Teflon housing (see Fig. 2a), there was still a heat gain from the high

ambient temperature environment (due to the tropical climate) to the

3D-printed plates that circulated water inside. Therefore, two terms

affected the \( \dot{Q}_d \) term; i) heat gain from the heater, which was used for

representing a battery surface, \( \dot{Q}_{\text{heat}} \), and ii) heat gain from the high-

temperature ambient environment, \( \dot{Q}_{\text{amb}} \). Hence, the increase in flow

rate or the decrease in water inlet temperature affects the share of these
	wo terms in the \( \dot{Q}_d \) term, which brings complexity to the understanding

of cooling performance trends for all open-type (fully or partially) bat-
tery cooling packs in real environments.

Both \( h_w \) and \( \dot{Q}_d \) have crucial roles in the performance analysis. In the

study, three different performance indicators were used, which were

the COP, the VGF, and performance evaluation criterion (PEC). The COP

had two different definitions. The first COP defined the COP of the cold

plate; thus it was denoted by \( \text{COP}_{\text{plate}} \) while the second COP term

considered the impact of the cooling load of circulated water between

the cold plate and the water bath, which deduced the consumed energy

rate to cool down the city water to the inlet water temperature; hence,

the second COP term was named \( \text{COP}_{\text{system}} \). The \( \text{COP}_{\text{plate}} \) and \( \text{COP}_{\text{system}} \)

are shown in Eqs. 10 and 11, respectively,
\[ \text{COP}_{\text{plate}} = \frac{\dot{Q}_b}{V \Delta P} \] 
\[ \text{COP}_{\text{system}} = \frac{\dot{Q}_b}{V \Delta P + \dot{W}_{\text{bath}}} \]

where \( \Delta P \) denotes the pressure drop in the cold plate, and its trends are plotted in Fig. 3a. The required power rate to cool down the water in the water bath to the inlet water temperature is denoted by \( \dot{W}_{\text{bath}} \) and explained in Eq. 12,

\[ \dot{W}_{\text{bath}} = \frac{\dot{m}_w \cdot C_{\text{p},w} \cdot (T_{\text{bath}} - T_{w,in})}{\text{COP}_{\text{bath}}} \]

where \( T_{\text{bath}} \) is the accumulated water temperature in the water bath (26.3 °C) and the \( \text{COP}_{\text{bath}} \) was 3.5. To characterize the plate performance based on the varying parameters, a combined assessment term called Volume Goodness Factor (VGF) is considered. The VGF term was proposed by Shah and London [36], and it is a useful term to assess the heat transfer performance in the flow volumes where the cross-sectional area changes through the channel. It can be simply defined as the ratio of the heat transfer performance to the volume-reduced power by focusing on the core flow volume as given in Eq. 13 [36,37],

\[ \text{VGF} = \alpha(\eta_0 h_s, \beta, \frac{E\beta}{\eta_0 h_s}) \text{ for } E\beta = \frac{4 \cdot \dot{m}_g \cdot \Delta P \cdot \sigma}{\rho \cdot A \cdot D_h} \]

where \( \alpha \) refers to the dependency (functional relationship) of the VGF on the terms of \( E\beta \) and \( \eta_0 h_s \beta \). The extended surface efficiency is denoted by \( \eta_0 \) while the density of the heat transfer surface area is presented with \( \beta \) that can be defined as \( \frac{\beta}{\alpha} \) with reference to Shah and Sekulic [35]. Since the VGF was defined with the core flow volume-related terms, the cooling performances of both plates can be assessed in a single plot, as discussed in the Results and Discussion section. The last performance indicator was the PEC, which compared the performance of the target product to the reference product by using the heat transfer performance (heat transfer coefficient) and the friction factor. In the current study, the target products were the newly-presented cold plates while the reference product was the cold plate with the same cooling cavity without any supporting element. The PEC term is defined in Eq. 14 [38],

\[ \text{PEC} = \frac{N_{U0} \cdot N_{U_{ref}}}{(f/f_{\text{ref}})^{0.75}} \]

where \( f \) denotes the friction factor and the subscript \( \text{ref} \) infers the cold plate without supporting elements. That is, the \( D_h \) term is constant along the cold plate surface since the plate had a constant cross-section profile as a rectangular duct shape. Therefore, the heat transfer calculations of the reference plate were completed by using the heat transfer correlations in Refs. [35] with respect to the operating parameters of the study (e.g. flow rate, heat flux, temperature). Similar to the VGF term, the PEC value also brought an opportunity to evaluate the performance of the cold plates in a single plot, but also gave a chance to compare with previously developed cold plates [21,22,39–43].

5. Results and discussion

The cooling time trends of the BCC-filled plate are shown for \( T_{w,in} = 15.8 \) °C and \( T_{w,in} = 24.6 \) °C in Fig. 5a and b, respectively. In Fig. 5a, it is seen that the cooling time trends had a large deviation bar (for repeated experiments) at the volume flow rate of 3.4 L/h in both for \( T_{\text{surf}} = 32.5 \) °C and \( T_{\text{surf}} = 35.0 \) °C, but the greatest deviation was seen for \( T_{\text{surf}} = 32.5 \) °C, which was a closer value to the ambient temperature. The average cooling time values were found 91 s and 143 s for \( T_{\text{surf}} = 35.0 \) °C and \( T_{\text{surf}} = 32.5 \) °C, respectively. Both 91 s and 143 s were acceptable duration according to the obtained cooling time values from previously studied real-scale cooling pack solutions [44]. In order to decrease the surface temperature value to the desired values, but shorter duration were achieved with higher volume flow rates like 6.8 L/h and 8.2 L/h. At the volume flow rate of 6.8 L/h, the deviations significantly decreased while the minimum (and almost negligible) deviations were obtained at the volume flow rate of 8.2 L/h. When the volume flow rate was increased from 3.4 L/h to 6.8 L/h, the cooling time decreased by 57.1% and 52.4% for \( T_{\text{surf}} = 35.0 \) °C and \( T_{\text{surf}} = 32.5 \) °C, respectively; however, there was no dramatic change observed when the volume flow rate increased from 6.8 L/h to 8.2 L/h. For the trends of \( T_{\text{surf}} = 35.0 \) °C, the decrement rate was 2.3% while it was 3.2% for the trends of \( T_{\text{surf}} = 32.5 \) °C. It shows that operating the system with the volume flow rate of 8.2 L/h did not decrease the cooling time significantly but increased the energy consumption; hence, operating the setup with the volume flow rate of 6.8 L/h was a better idea compared to the operations with the volume flow rates of 3.4 L/h and 8.2 L/h. The reason behind observing small changes from 6.8 L/h to 8.2 L/h might be related to the interactions with the ambient environment, particularly from the top surfaces of the experimental setup. As explained in the paragraph just after Eq. 9 above, the changes in the flow rate and the water inlet temperature affected the shares of the heat gains from the heater plate and the high-temperature ambient environment. Thus, for the observed small changes from 6.8 L/h to 8.2 L/h, it can be speculated that further increment in the volume flow rate did not significantly affect the heat gain from the heater plate but increased the heat gain from the environment. Hence, the decrement rates were observed smaller compared to the decrement rates from 3.4 L/h to 6.8 L/h. Nevertheless, it is also possible to overreach this speculation with more detailed investigations of the experiments from the standpoints of i) experiments with larger plate sizes, ii) experiments under a fully controllable environment, iii) fully-insulated experimental campaign, iv) real-time observation of condensation layers on the 3D-printed surface, v) computational fluid
dynamics studies for fluid-solid interactions inside the plate.

Fig. 6b shows that the cooling time values were significantly high at $T_{w,in} = 24.6^\circ C$. For $T_{surf} = 35.0^\circ C$ and $T_{surf} = 32.5^\circ C$, the cooling time was found 366.0 s and 651.3 s when the volume flow rate was 3.4 L/h. The increase of the volume flow rate from 3.4 L/h to 6.8 L/h achieved 8.0% to 10.0% decrements in the cooling time. At the volume flow rate of 8.2 L/h, the cooling time was measured 506.0 s and 277.0 s for $T_{surf} = 35.0^\circ C$ and $T_{surf} = 32.5^\circ C$, respectively. It was also seen that the cooling time trends at $T_{w,in} = 24.6^\circ C$ had almost zero deviations. That is, the volume flow rate was not the only parameter that can decrease the deviation; higher inlet water temperatures also minimized the deviations during the repeatable experiments. The main difference between the operation of the cooling setup with $T_{w,in} = 15.8^\circ C$ and $T_{w,in} = 24.6^\circ C$ was the dew point temperature. Considering the ambient air conditions, the dew point temperature was in the range of 22°C to 24°C. Thus, the operations with $T_{w,in} = 24.6^\circ C$ were above the dew point while the operations with $T_{w,in} = 15.8^\circ C$ were below, which resulted in a condensation layer on the cold plate surface and it had an impact on the time trends at $T_{surf} = 32.5^\circ C$. Similar to the BCC-filled plate, the largest deviation was at the minimum flow rate value, 3.4 L/h; the deviations for $T_{surf} = 32.5^\circ C$ were higher than the deviations for $T_{surf} = 35.0^\circ C$. Compared to the BCC-filled plate, the pillar-filled plate had 43 s and 71 s shorter cooling time at the volume flow rate of 3.4 L/h, and even larger differences at higher flow rates. Behind observing a shorter cooling time trends for the pillar-filled plate, it can be speculated that the laminar vortex shedding behind the pillar elements, which improved the heat transfer and decreased the cooling time. To clarify, further design and analysis (e.g. different cooling cavity metric sets. The reaction of the parametric sets can be seen from the temperature trends inferred that the increase of the volume flow rate did significantly affect the COP value during the cooling time; it does not give information to compare the reaction time of different parameters. The reaction of the parametric sets can be seen from the cooling time trends in Figs. 5 and 6. Apart from the time-dependent COP trends during the experimental period, the mean COP trends can give basic insights into the plate performance from the initial moment of the cooling to the end of the cooling. The mean value was obtained with an arithmetic average; therefore, simply present a single numeric value. The mean COP trends decreased by rising the volume flow rate; however, the decrement rate varied with respect to the inlet water temperature. At $T_{w,in} = 15.8^\circ C$, from VFR = 3.4 to 8.2 L/h, the COP plate decrements were 1.2 and 1.4 times lower for the $T_{surf} = 35.0^\circ C$ and $T_{surf} = 32.5^\circ C$, respectively. The decrement rate at $T_{w,in} = 15.8^\circ C$ was small compared to the decrement rates at $T_{w,in} = 24.6^\circ C$, which was 3.6 times lower for both $T_{surf} = 35.0^\circ C$ and $T_{surf} = 32.5^\circ C$, respectively. The trends inferred that the increase of the volume flow rate did significantly affect the COP plate at $T_{w,in} = 15.8^\circ C$ and $T_{w,in} = 24.6^\circ C$. That is, the increment of the pressure drop term in Eq. 10 had a remarkable impact on the COP plate calculations for any inlet water temperature value. Results also showed that the COP plate trends at $T_{w,in} = 15.8^\circ C$ for $T_{surf} = 32.5^\circ C$ were slightly higher than the COP plate trends of $T_{surf} = 35.0^\circ C$ when the volume flow rate was 3.4 L/h, but that difference became nearly zero at the volume flow rate of 8.2 L/h. In opposite to the trends at $T_{w,in} = 15.8^\circ C$, the COP plate trends of $T_{surf} = 35^\circ C$ were slightly higher (5.5%) than the COP plate trends of $T_{surf} = 32.5^\circ C$ at the minimum volume flow rate and it decreased by rising of the volume flow rate at $T_{w,in} = 24.6^\circ C$. The reason for opposite trends at $T_{w,in} = 15.8^\circ C$ and $T_{w,in} = 24.6^\circ C$ was the impact of the inlet water temperature on the COP plate trends along the experimental period. To better point out, Fig. 7b projected the dynamic COP plate trends at $T_{w,in} = 15.8^\circ C$ and $T_{w,in} = 24.6^\circ C$ at different volume flow rates along the experimental period. It can be seen that the COP plate trends continuously increased from the beginning of the experiments to the end for all volume flow rates at $T_{w,in} = 15.8^\circ C$ because the temperature difference between the inlet water temperature and the cavity wall temperature was high. The absorbed heat rate via water circulation was high enough to keep the COP plate trends increasing and therefore the calculated mean COP plate value for $T_{surf} = 32.5^\circ C$ became greater than the mean COP plate value for $T_{surf} = 35.0^\circ C$. On the other hand, at $T_{w,in} = 24.6^\circ C$, the temperature difference between the inlet water temperature and the cavity wall decreased over time and the decreasing temperature resulted in decrement of the absorbed heat rate after a while. Hence, when the target surface temperature decreased from 35.0°C to 32.5°C, the mean COP plate value became slightly lower. Fig. 7c shows the mean COP system values at different flow rates and the inlet temperatures. As highlighted in Eq. 11, taking the required cooling rate of the water inlet into the COP calculation increased the consumed energy rate in the denominator; thus, the COP system values at $T_{w,in} =
15.8 °C became dramatically lower than the COP_system values at $T_{w,in} = 24.6$ °C. From the volume flow rate of 3.4 L/h to 8.2 L/h, the mean COP_system varied decreased from approximately 2.10 to 1.80 at $T_{w,in} = 15.8$ °C. Nevertheless, the decrease of the mean COP_system values was more remarkable from the volume flow rate of 3.4 L/h to 8.2 L/h for operations at $T_{w,in} = 24.6$ °C. Since the volume flow rate of 3.4 L/h had the minimum pressure drop value, the mean COP_system values were found 7.08 and 6.82 for the target surface temperatures of 35.0 °C and 32.5 °C, respectively. At the volume flow rate of 8.2 L/h, the mean COP_system values were nearly 55.0% lower compared to the mean COP_system values at the volume flow rate of 3.4 L/h.

Fig. 8a shows the mean COP_plate trends for the pillar-filled plate according to the inlet water temperatures of 15.7 °C and 24.6 °C. The mean values of COP_plate had similar trends to the mean values of the BCC-filled plate. Due to the same reason in the BCC-filled plate, the COP_plate trends continued to increase along the experiment period at $T_{w,in} = 15.7$ °C as shown in Fig. 8b. However, the mean COP_plate trends for both $T_{surf} = 35.0$ °C and $T_{surf} = 32.5$ °C were close to each other; the mean COP_plate decrement rate from the volume flow rate of 3.4 L/h to 8.7 L/h were 9.2% and 10.9% for them, respectively. At $T_{w,in} = 24.6$ °C, the mean COP_plate values were very close to each other for $T_{surf} = 35.0$ °C and $T_{surf} = 32.5$ °C since the dynamic COP_plate trends at $T_{w,in} = 24.6$ °C remained almost stable in the late minutes of the experiment period and therefore the mean COP_plate did not vary significantly for $T_{surf} = 32.5$ °C and $T_{surf} = 35.0$ °C. The mean COP_plate decreased by nearly 34.0% from the volume flow rate of 3.4 L/h to 8.7 L/h. The mean values of COP_system were presented in Fig. 8c. In parallel to the BCC-filled plate trends, the consideration of the required cooling rate of the inlet water stream dramatically affected the COP trends; hence, the mean COP_system values at $T_{w,in} = 15.7$ °C became lower than the mean COP_system values at $T_{w,in} = 24.6$ °C. When the inlet water temperature was 15.7 °C, the mean COP_system was 2.13 and 2.27 at the volume flow rate of 3.4 L/h, but then it decreased to 1.9 and 2.0 at the volume flow rate of 8.7 L/h for $T_{surf} = 35.0$ °C and $T_{surf} = 32.5$ °C, respectively. On the other hand, the mean COP_system values for $T_{surf} = 35.0$ °C and $T_{surf} = 32.5$ °C reached their maximum values of 6.25 and 6.21 at the volume flow rate of 3.4 L/h; then they decreased by 33.38% and 34.58%, respectively, at the volume flow rate of 8.42 L/h when the inlet water temperature was 24.6 °C.
Besides the mean COP system values, the dynamic COP system trends of the pillar-filled plate are given in Fig. 8 d. Moreover, in the current study, all applied flow rates can be considered low compared to many formerly applied experimental studies in the literature. The results of both plates showed that the pressure drop did not have a significant impact at the low flow rates for the small plate designs when compared to the impact of the required cooling load of the inlet water temperature, which was in good agreement with the results of Li et al. [17], which stated that the pressure drop was negligibly small at low Reynolds numbers, laminar flows.

The average ε trends of the BCC- and pillar-filled plates are presented in Figs. 9 a and b, respectively. The ε decreased by rising the volume flow rate in both plates; however, the decrement was more dramatic between the low and medium flow rates. From the medium flow rate to the high flow rate, the decrease of the epsilon can be even neglected since the difference was clearly within the error (bar) range. In Fig. 9a, as the low inlet water temperature achieved a greater temperature difference, the epsilon trends of the low inlet water temperature (15.8 °C) were higher than the epsilon trends of the high inlet water temperature (24.6 °C). The ε difference between the low and high inlet water temperatures also increased with the rising of the volume flow rate. At the flow rate of 3.4 L/h, the epsilon at Tw,in = 15.8 °C was 12.6% greater than the ε at Tw,in = 24.6 °C whilst it was 46.3% and 52.2% greater at the volume flow rates of 6.8 L/h and 8.2 L/h, respectively. Similar trends were also observed for the pillar-filled plate in Fig. 9b, except for the ε difference between the low and high inlet water temperatures at different flow rates. Unlike the BCC-filled plate, the difference between the low and high inlet water temperatures was nearly the same for all volume flow rates; the low inlet water temperature case had 41.5% greater ε trends than the high inlet water temperature case in all volume flow rates. Moreover, the dynamic changes in the ε trends of the BCC- and pillar-filled plates from the initial surface temperature of 45.0 °C to the target surface temperature of 32.5 °C are shown in Figs. 9c and d, respectively. The plotted dynamic changes presented the same outcome with the mean ε trends when the comparisons were made based on different volume flow rates and the water inlet temperatures. In addition to the ε trends, another criterion can be defined as the thermal resistance (R) between the plate surface (T_s) and the water inlet temperature (T_w,in) considering the dissipated heat rate (Q_d), which can be defined as

$$R = \frac{T_s - T_{win}}{Q_d}$$

The dynamic changes of the R trends (see Fig. 7) also presented a similar outcome with the ε trends. By rising the volume flow rates and decreasing the water inlet temperatures, the resistance value became smaller in both BCC- and pillar-filled plates.

The heat transfer coefficient trends of the BCC- and pillar-filled plates are shown in Fig. 10. The mean (average) and the dynamic heat transfer coefficient trends of the BCC-filled plate are plotted in Figs. 10a and b, while the mean and the dynamic trends of the pillar-filled plate are shown in Figs. 10c and d, respectively. In all cases, the h_w increased by rising of the volume flow rate, which was an expected point in parallel to the decrease in cooling times (in Figs. 5 and 6). In Fig. 10a, the h_w had a slight increment, from 118.4 W/m²K to 129.9 W/m²K when the flow rate increased from 3.4 L/h to 8.2 L/h at T_w,in = 24.6 °C. However, at T_w,in = 15.8 °C, the h_w had a very sharp increment from 141.9 W/m²K to
307.4 W/m²K, which nearly corresponded to an increment of 2.16 times. Due to the sharp and slight increments at $T_{w,in} = 15.8 \, ^\circ C$ and $T_{w,in} = 24.6 \, ^\circ C$, respectively, the main driving force behind the changes in cooling time trends (Fig. 5) can be understood. The observed outcomes from the mean values can be better recognized by using the dynamic changes in Fig. 10b. Besides, Fig. 10c presents the $h_w$ trends of the pillar-filled plate. Like in the BCC-filled plate trends, the $h_w$ increased by rising the volume flow rate, but the increase at $T_{w,in} = 24.6 \, ^\circ C$ was clearer. Also, the pillar-filled plate achieved higher $h_w$ trends at both low and high inlet water temperatures; therefore, the cooling time trends (Fig. 6) were observed greater for the pillar-filled plate. From the volume flow rate of 3.4 L/h to 8.7 L/h, the $h_w$ increased by 1.6–1.7 times at both high and low inlet water temperatures. Similarly, the dynamic changes of the heat transfer coefficients of the pillar-filled plate are projected in
Fig. 10d. The obtained results for the BCC- and pillar-filled plates actually supported the above-mention speculation about the positive impact of laminar vortex shedding behind the pillar elements in the laminar flow; hence, the pillar filled plates showed higher $h_w$ trends.

Fig. 11 shows the VGFs of the experimental data according to the plate type, inlet water temperature and the volume flow rate. It was seen that the $E_p$ trends increased by rising of the volume flow rate, which was expected due to the increase in the f term. Since the applied flow rates of the pillar-filled plate were slightly higher at the medium and high flow rate levels, the $E_p$ trends were seen higher than the BCC-filled plate, and therefore a fair comparison between the pillar- and BCC-filled plates would not be sharply accurate. However, it is worth mentioning that the $\eta h_w/\beta$ trends of the pillar-filled plate were found greater than the BCC-filled plate, which was parallel to the obtained results in the cooling time and the heat transfer coefficient trends in Figs. 5, 6, and 10. On the other hand, at the low flow rate level, the applied flow rates of both plates were the same; therefore, a basic comparison can be made based on the $E_p$ and $\eta h_w/\beta$ trends. At $T_{w,\text{in}} = 24.6^\circ\text{C}$, the BCC-filled plate had a slightly higher $\eta h_w/\beta$ value than the pillar-filled plate, but the pillar-filled plate reached a much higher $\eta h_w/\beta$ value at $T_{w,\text{in}} = 15.8^\circ\text{C}$, which was also in parallel to the discussions of Figs. 5, 6, and 10.

The PEC trends are presented in Fig. 12. On the top-left corner, it was seen that the pillar-filled plate had higher PEC trends than the BCC-filled at all flow rate levels and inlet water temperatures. When the PEC results are compared to the previous works in the literature [21,22,23-43], it is seen that both BCC-filled plate and the pillar-filled plate were in an acceptable region, but the pillar-filled plate had a higher PEC values. It is important to state that the listed previous works in Fig. 12 were not performed at the same conditions from the standpoints of flow rate, coolant inlet temperature, or heat transfer surface area, but they were applied for similar heat load values from the heat sources for the BTMS applications. However, it is a fact that the suggested supporting elements in a cooling cavity gave satisfactory PEC results even though they were operated at very low flow rates and challenging ambient conditions. Compared to the foam structures in the cooling cavity, the supporting elements achieved less pressure drops while they provided enhanced heat transfer rates. Also, it is required to infer that the PEC is not a final decision parameter but a useful performance indicator.

In light of the following discussions, further insights can be discussed with current and possible limitations and constraints. The current methodology relied on the collected data on the outer surfaces and the inlet/outlet streams of the cold plate. Based on the data, a one-dimensional heat transfer model was performed without focusing on the thermal inertia and the undefined temperature distribution along the supporting elements well. That is, the current study mainly focused on the plate-level assessment of performance indicators like the cooling time, COP, PEC, and VGF. However, due to the lack of focus on thermal inertia and undefined temperature distribution along the supporting elements, we were not able to make generalized comments on the heat transfer characteristics along the flow pathway in the cooling cavity. To do that, in the near future works, more intensive parametric efforts should be per-formed for the supporting element, cavity design (and dimensions), inlet parameters (temperature and the volume flow rate), and the heat flux from the heat source to the plate. To this end, it can be said that the current study presented thermal performance results for a case study but was not able to gen-eralize the outcomes for different operating conditions. Considering the manufacturing flexibilities of the 3D printing processes, there is still a large research gap on this point.

6. Conclusion

The presented study experimentally investigated the cooling performance of a metal additive manufactured cold plates with two different supporting elements that were BCC and pillar. The heated surface of the lab-scale setup had an initial surface temperature of 45°C, then its surface temperature decreased to a target temperature of 32.5°C under the tropical operating conditions with high ambient air temperature and high relative humidity. The main conclusions are as follows:

- For the BCC-filled plate, the operation with the volume flow rate of 6.8 L/h was observed as the best choice whilst the pillar-filled plate had the shortest cooling time at the highest flow rate of 8.7 L/h.
- In spite of better cooling performance, low inlet temperature cases resulted in a condensation layer, which transiently occurred on the cold plate surface, as the top surface of the setup was in direct contact with the tropical ambient conditions.
- Even though the BCC-filled plate had a greater heat transfer surface area, the cooling time was found shorter in the pillar-filled plate at the low volume flow rate. The laminar vortex shedding behind the pillar elements might be the main reason.

The mean COP$_\text{plate}$ range of the pillar-filled plate had close range; 483 to 1270 and 133 to 502 at the low and high inlet water temperatures. The range of the mean COP$_\text{system}$ was 1.8 to 2.1 and 2.0 to 2.3 for the BCC- and pillar-filled plates at the low inlet water temperature, respectively. At the high inlet water temperature, the mean COP$_\text{system}$ varied between 3.0 and 7.0 and 4.1 and 6.2 for the BCC- and pillar-filled plates, respectively.

The epsilon trends decreased by rising the volume flow rate in both BCC- and pillar-filled plates. The range of the epsilon was 0.25 to 0.27 and 0.29 to 0.41 for the BCC- and pillar-filled plates at the low volume flow rate. The laminar vortex shedding behind the pillar elements might be the main reason.

- Compared to the high inlet water temperature, the heat transfer coefficient increased sharply at the low inlet water temperature case by the rising of the volume flow rate. The heat transfer coefficient increased from 141.9 W/m$^2$K to 307.4 W/m$^2$K and from 332.29 W/m$^2$K to 532.7 W/m$^2$K for the BCC- and pillar-filled plates, respectively.

- At the low flow rate level, the BCC-filled plate had slightly better VGF trends than the pillar-filled plate at the low inlet water temperature, but the pillar-filled plate performed better VGF trends at the high inlet water temperature level. Also, the PEC range of the pillar-filled plate was 2.12 to 2.52 whereas the BCC-filled plate had a PEC range of 1.25 to 1.28. Both plates showed better PEC trends than the foam-filled cold plates.
Regarding the concluded remarks, the near future works can focus on the parametric and multi-criteria decision-making studies to investigate the cooling performance of the metal additive-manufactured plates with various heating loads, initial surface temperatures, flow rates, inlet water temperatures, and hybrid air/liquid cooling scenarios. Also, different metal powders (e.g., aluminum, copper) and plate designs can be studied according to the limitations of the metal additive manufacturing machines.
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Appendix A. Thermal resistance trends of a) BCC-filled plate and b) pillar-filled plate at different volume flow rates and water inlet temperatures
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