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1 Introduction

With the growing penetration of wind power into power systems, electric utilities are called to revise their operational practices. In particular, experts in energy management recommend to increase the scheduling frequency of electricity generation and delivery from hours to minutes, in order to mitigate the impact of wind power variability on power systems [1]. Transmission System Operators (TSO) expressed concurring views on the integration of large amounts of wind power into power systems [2].

In a few European countries, very short-term wind power forecasts with temporal resolutions from 5 to 15 minutes, and lead times up to 36-48 hours, are already used in a wide range of applications [3]. These include among others optimizing reserve allocation, balancing electricity consumption and production, and controlling wind power fluctuations at large offshore wind farms [4,5]. In particular, one application for which forecasts with specific lead times up to 15-20 minutes are needed is the management of the immediate regulating power reserve. This type of reserve is activated over time intervals up to 15-20 minutes, after the system experiences a sudden and large deviation between scheduled and actual wind power generation [6]. This issue is paramount in countries or regions with limited interconnections, or with no complementary source of energy (e.g., hydro or pumped hydro) that can be both stored and used for fast-acting generation.

Issuing improved wind power forecasts for supporting decision-making in regulating reserve management has the merit of being more cost-effective when compared to other solutions such as increasing backup capacities. For lead times from a few minutes to a few hours, wind power forecasts are best generated with statistical models using historical data. However, developments in wind power forecasting have long been oriented towards energy market applications, placing focus on forecasts at hourly resolutions, as required by the market structure. These approaches heavily rely on the availability of meteorological forecasts of wind speed and direction owing to the strong relation between wind and wind power, the so-called power curve [7]. Employing such a strategy is not realistic when working with lead times of a few minutes. Instead, a number of new modeling and forecasting approaches were recently proposed in view of improving the predictability of wind power fluctuations for very short lead times. These include regime-switching models, off-site predictors and a new type of predictive distribution.

Regime-Switching models – The motivation for applying these models comes from the existence of structural changes in the dynamics of wind power fluctuations at temporal resolutions of a few minutes, hence the term wind power regime. Periods of low and high wind power variability alternate, not only modulated by the wind own variability, but also by the power curve that amplifies or dampens wind fluctuations owing to its nonlinear nature. For low or high wind speeds, wind power fluctuations are very small whereas, for moderate wind speeds (i.e., roughly between 7 and 13 m.s$^{-1}$), wind power fluctuations can become extreme. Originally developed for applications in Econometrics [8], regime-switching models have, since then, also been applied for modeling and forecasting offshore wind power fluctuations in [9–11], improving the accuracy of wind power forecasts when compared to single regime models. Regime-switching models divide into two categories, those for which regimes are observable and determined by expertise, and those for which they are unobservable and estimated jointly with the model. This translates into two classes of time series models, namely Threshold Autoregressive (TAR) and Markov-Switching Autoregressive (MSAR) models [8,12].

Off-site predictors – Traditional inputs to statistical prediction models consist of on-site observations
and/or meteorological forecasts (wind speed and direction, temperature, atmospheric pressure). However, meteorological forecasts are generated at coarse temporal resolutions, from 1 to 3 hours, and therefore not informative on intra-hour wind fluctuations. Furthermore, wind measurements are rarely available in real-time for applications with lead-times of a few minutes. When wind power data and wind data are not simultaneously available, the difficulty of generating accurate wind power forecasts increases. This is the reason why a number of recent studies explored the potential of off-site observations as new predictors [13–19]. In particular, wind farms and meteorological masts scattered over a region form a net capable of capturing valuable information on the weather conditions. Owing to the synoptic mechanisms in the atmosphere which drive wind variability in space and time, upwind observations can be informative of upcoming changes in weather conditions and be used as extra predictors [20, 21]. Two distinct approaches exist for integrating these off-site predictors into forecasting models, depending on whether (i) the dominant weather conditions are known a priori and the model designed accordingly [13–16], or (ii) there is no a priori information available on weather conditions and it is assumed that the model can capture the associated effects directly from the data [17–19]. Despite their high accuracy, models based on the first type of approach have a clear downside, they tend to be very region or site-dependent, lacking of adaptivity when applied to areas with different weather conditions. In contrast, models based on the second type of approach are more data-driven and require less expert knowledge to capture the spatio-temporal dependencies between sites.

The Generalized Logit-Normal distribution – Wind power generation is a double-bounded process since it can neither be negative nor exceed the wind farm rated capacity. In addition, the distribution of wind power forecast errors changes with respect to the conditional expectation of the forecasts [22]. In particular, heavy skewness near the bounds and a clear heteroscedastic behavior are generally observed. In a parametric framework, a common approach for dealing with these features consists in combining a statistical model that handles the heteroscedasticity (e.g., Generalized Autoregressive Conditional Heteroscedastic (GARCH) models) with a predictive distribution that deals with the effects of the bounds and, potentially, with skewness (e.g., censored and truncated Normal distributions) as in [23]. A generalization of this type of approach was proposed in [24] with the Generalized Logit-Normal (GLN) distribution and applied for forecasting wind power fluctuations at large offshore wind farms.

All three aforementioned approaches yielded substantial gains in wind power predictability, in a wide variety of contexts. However, their predictive performances, yet demonstrated against traditional benchmark models, were not compared against one another. As a result, there seems to be a great deal of confusion on the direction to follow for forecasting wind power fluctuations. In particular, the constraints imposed by short lead time applications (i.e., no wind measurements) offer a difficult test to the robustness of these approaches. For instance, one may wonder whether the relative complexity of regime-switching models is worth the gain in predictability, when compared to more parsimonious models with a single regime and tuned with off-site predictors and the GLN distribution. As a first attempt to clear this point out, we perform a comparative study of the predictive performances of the different approaches and, eventually, explore different combinations of them in order to evaluate whether additional improvements can be obtained. Focus is placed on wind power fluctuations from a single wind farm.

Wind power forecasts and, more generally, forecasts of any continuous quantity are given in the form of either a single-value (i.e., deterministic forecast) or a full probability distribution or density (i.e., probabilistic forecast). As pointed out in [25], forecasts ought to be probabilistic in order to achieve optimal decision-making under uncertainty. This idea found its echoes with a few TSOs which started...
using probabilistic information in control rooms [2]. In this work, the accuracy of wind power forecasts is verified with respect to both point and density forecasts even though more importance will be given to the latter ones.

This paper is organized as follows. Section 2 introduces the case study, the data and their characteristics. Section 3 presents the four classes of model considered in this study, namely Autoregressive (AR), AR-GARCH, TAR, MSAR. In section 4, the predictive performances of these models are evaluated both in terms of point and density forecasts. Finally, section 5 delivers concluding remarks.

2 Data and their characteristics

In this section, we present the data and their characteristics. We also perform a number of analysis to introduce some essential principles that motivate modeling assumptions in section 3. In particular, we give a detailed account on the the GLN predictive distribution as proposed in [24], and evaluate spatio-temporal correlations of wind power in view of integrating off-site predictors into time series models.

2.1 Case study

The case study consists of a group of three wind farms located in the South-East of Ireland, the Carnsore wind farm which has a rated capacity (Pn) of 11.9 MW and its two nearest wind farms, Richfield (27 MW) and Ballywater (42 MW), as shown in Figure 1. Ballywater and Richfield are located about 40 km North-East and 17 km West of Carnsore, respectively. The Carnsore wind farm is located at the extreme point of a peninsula, by the sea shore. Richfield and Ballywater are located further away inland but within 5-10 km from the sea, remaining in the zone of influence of the marine weather. In this study, focus is placed on forecasting the wind power generation at the Carnsore wind farm. As aforementioned, no wind measurement is available. Furthermore, available meteorological forecasts have a too coarse temporal resolution to be informative for lead times of a few minutes and thus cannot be used. Our knowledge of weather conditions in Ireland is restricted to the prevalence of southwesterly winds. In addition, passages of low-pressure systems characterized by large wind variability and developments of storms are more frequent over the period from August to January [26].

Ireland and its power system are singular when compared to other countries/regions with high wind power penetrations. Ireland has large wind resource but very limited interconnection capacity with power systems from other countries. More specifically, there exists a single interconnection to Northern Ireland which, in turn, is only connected to the United Kingdom. The target of Ireland is to meet 40% of its energy demand with renewable energy sources by 2020, of which 37% are expected to be covered by the integration of wind power. The small interconnection capacity clearly acts a limiting factor for enabling further wind power into the system since the latter will be unable to spill excess power when needed. Consequently, improved wind power predictability would allow to decrease the frequency of curtailment actions and reduce losses of wind power generation [3].
2.2 Data quality control

The wind power data used in this study are provided by Eirgrid, the TSO in Ireland. They span the period from December 31, 2006 to June 1, 2009. One time series of wind power production is available for each wind farm, at a temporal resolution of 15 minutes. Following [27], time series are normalized and expressed as a percentage of the wind farm rated capacity. The resulting time series take values on the unit interval $[0, 1]$. The raw data records are complete for Carnsore and Richfield but not for Ballywater for which 3071 values (out of 84864) are reported missing. Since the data consist of output power time series, and not available power, a data quality control is performed. We identify several periods where the output power is curtailed, likely indicating that some wind turbines were temporarily out of order or that an absolute power limitation was imposed. An example is given in Figure 2 which shows the time series of wind power for the Carnsore wind farm. The output power never exceeds 92% of the rated power of Carnsore in the second semester of 2007 and the first semester of 2008. Consequently, we only use the period from July 10, 2008 to 27 March, 2009 in this study, corresponding to more than 25000 data points. This period is shaded in grey in Figure 2.

2.3 The Generalized Logit-Normal predictive distribution

The conversion from wind to power makes that wind power generation is a double-bounded process, with a potentially high concentration of observations near or at the bounds. This feature is illustrated in Figure 3. In addition, the shape of the distribution of the wind power forecast errors evolves with the conditional expectation of the forecasts. Near the bounds, the conditional distribution of wind power forecast errors tends to have a very small standard deviation and to be heavily skewed. Moving away from these bounds, the standard deviation increases and the skewness decreases [22]. When forecasting wind power generation from single wind farms, designing an appropriate strategy for taking these features into account is paramount. In [24], the author proposed the use of the Generalized Logit-Normal
(GLN) distribution. The underlying motivation for using this distribution comes from the work of [28] where it is shown that appropriate data transformations may enhance characteristics such as linearity, homoscedasticity and additivity.

\[ \tilde{y}_t = \gamma(y_t, \nu) = \log \left( \frac{y_t^\nu}{1 - y_t^\nu} \right), \quad \nu > 0, \quad y_t \in [0, 1] \]  

(1)

where \( \nu \) is a shape parameter and the resulting time series \( \{\tilde{y}_t\} \) takes values in \( ] -\infty, +\infty[ \). This transformation, as shown in Figure 4 for a set of different values of \( \nu \), aims at outstretching the distribution near the bounds of the interval \([0, 1]\). In the original domain \([0, 1]\), the assumption of homoscedastic
Figure 4: The GLN predictive distribution consists of transforming the original wind power observations in order to deal with the heteroscedasticity near the bounds of the interval \([0, 1]\).

wind power forecast errors does not hold and, even though one may argue that this may still not be the case after transforming the time series, making that such assumption is clearly more appropriate in the transformed domain than in the original one.

However, the concentration of observations at the bounds, in 0 and 1, generates two probability masses that remain in the transformed domain. They are located in \(-\infty\) and \(+\infty\), respectively. To fix this, the coarsening principle is applied as in [29]. All observations taking values in the open interval \((-\infty, \gamma(\epsilon, \nu)]\) are shifted to \(\gamma(\epsilon, \nu)\). Likewise, all observations taking values in \([\gamma(1-\epsilon, \nu), +\infty]\) are shifted to \(\gamma(1-\epsilon, \nu)\), with \(\epsilon < 0.01\). Two Dirac distributions \(\delta_{\gamma(\epsilon, \nu)}\) and \(\delta_{\gamma(1-\epsilon, \nu)}\) are introduced so that the one-step ahead predictive distribution in the transformed domain, \(Y_{t+1}|t\), is defined as follows:

\[
Y_{t+1}|t \sim \omega_{t+1|t}^0 \delta_{\gamma(\epsilon, \nu)} + \mathcal{N}(\bar{\mu}_{t+1|t}, \bar{\sigma}_{t+1|t}^2) \mathbf{1}_{[\gamma(\epsilon, \nu), \gamma(1-\epsilon, \nu)]} + \omega_{t+1|t}^1 \delta_{\gamma(1-\epsilon, \nu)}
\]

\[
\omega_{t+1|t}^0 = \Phi\left(\frac{\gamma(\epsilon, \nu) - \bar{\mu}_{t+1|t}}{\bar{\sigma}_{t+1|t}}\right)
\]

\[
\omega_{t+1|t}^1 = 1 - \Phi\left(\frac{\gamma(1-\epsilon, \nu) - \bar{\mu}_{t+1|t}}{\bar{\sigma}_{t+1|t}}\right)
\]

where \(\Phi\) is the cumulative distribution function of the Normal variable with 0 mean and unit variance.

2.4 Spatio-temporal correlations in wind data

Recent studies showed that it was possible to take advantage of spatio-temporal correlations in wind data at an hourly resolution in order to improve the predictability of wind speed or wind power at regional
scales [15–18]. Nevertheless, for higher temporal resolutions, in the order of a few minutes, the wind variability caused by local effects is magnified and may reduce these correlations. Besides that, other factors which contribute to decrease spatio-temporal correlations of wind data include topographical effects and inter-site distances. When considering wind power data, the potential effects of the power curve cannot be ignored. The power curve is a function of atmospheric variables such as wind speed, wind direction, wind shear and air density. For identical atmospheric conditions at two wind farms, differences in the type, age and size of wind turbines, as well as their geographical spread, may result in large differences in generated power, and thereby decrease spatio-temporal correlations.

For a reasonable number of wind farms, a visual assessment of their respective wind power generation can give clear indications on the potential level of spatio-temporal correlations. Figure 5 shows three time series of normalized wind power from Carnsore, Richfield and Ballywater over a 4-day episode. Wind power fluctuations from Carnsore and Richfield closely follow each other. Still, it appears difficult to identify a clear and recurrent pattern on whether wind fluctuations at Carnsore leads those at Richfield, or whether it is the opposite. This potentially reflects changes in wind direction. Note also that the wind power level at Ballywater is significantly lower than at Carnsore and Richfield.

Before using off-site observations for prediction applications, it is essential to analyze correlations between wind data from distant sites. Following [21], we assume that these correlations can appropriately be described and quantified by the traditional linear correlation coefficient. In order to evaluate these correlations, we use the pre-whitening technique presented in [30]. Let $A$ and $B$ be two wind farms, with their respective time series of wind power generation $\{y_t^{(A)}\}$ and $\{x_t^{(B)}\}$. $\{x_t^{(B)}\}$ is called the input series and $\{y_t^{(A)}\}$ the output series. The idea is to use the power generation from wind farm $B$ as input for improving the wind power predictability of wind farm $A$. The procedure is divided into three steps as follows:

1. An appropriate Autoregressive Moving Average (ARMA) model is fitted to the input series $\{x_t^{(B)}\}$ and a series of residuals $\{e_t^{(B)}\}$ extracted,

2. The output series $\{y_t^{(A)}\}$ is filtered with the same model as in step 1 and a series of residuals $\{e_t^{(A)}\}$
3. The cross-correlation function is calculated based on the two series of residuals as follows:

$$\rho_{e(A)\epsilon(B)}(\tau) = \frac{\text{cov}(e^{(A)}(t), e^{(B)}(t + \tau))}{\sigma_{e(A)} \sigma_{e(B)}}$$  \hspace{1cm} (5)

We repeat the pre-whitening procedure presented hereabove with and without the GLN transformation as given by equation (1) in order to evaluate how this transformation changes the correlation structure between the power generation from two wind farms. The results are reported in Figure 6. Negative lags indicate that wind power fluctuations at Richfield or Ballywater lead those at Carnsore. First, these results reveal larger cross-correlations between Richfield and Carnsore than between Ballywater and Carnsore,
thereby confirming the visual observations made from Figure 5. This result is most likely the consequence of the shorter distance separating Carnsore from Richfield than from Ballywater which would be consistent with the empirical analysis in [21] where spatio-temporal correlations are shown to quickly decrease within a radius of 50 km. Figure 6 also shows that wind power fluctuations at Richfield tend to lead those at Carnsore up to 30 minutes ahead, on average. In contrast, cross-correlations between Ballywater and Richfield are much lower and it appears more difficult to determine a clear tendency on whether wind power fluctuations propagate preferentially from Richfield to Ballywater, or the opposite. A direct extrapolation from these cross-correlations suggests that off-site observations from Richfield have a higher potential for improving wind power predictability at Carnsore than corresponding observations from Ballywater. Finally, one can see that cross-correlations between Carnsore and Richfield are larger without applying the GLN transformation a priori. Cross-correlations tend to decrease with large values of the shape parameter $\nu$. We can think of two potential causes that explain this feature. First, using the GLN distribution may degrade the linear relationship between the two time series, particularly near the bounds where the respective variances may increase. Secondly, using the GLN distribution may enhance the homoscedasticity of the input time series $\{x_{t}^{(B)}\}$ so that the residuals series $\{e_{t}^{(B)}\}$ is closer to being a white noise process, and thereby is less informative.

3 Time series modeling

The stochastic nature of wind power generation is described hereafter with time series models. We start by considering linear models (i.e., ARX and ARX-GARCH) before moving on to nonlinear regime-switching models (i.e., TARX and MSARX). For each model, we give the most general formulation, meaning that off-site predictors are included by default, hence the X in model acronyms. Our objective is to estimate models in view of generating, not only accurate point forecasts, but also probabilistic forecasts. All models are thus estimated by Maximum Likelihood Estimation (MLE) rather than Least Squares (LS). Let $\{y_{t}^{(A)}\}$ (respectively $\{\tilde{y}_{t}^{(A)}\}$) be the observed (respectively transformed) time series of wind power generation to be predicted at a given wind farm $A$. Let $\{x_{t}^{(WF)}\}$ be a time series of off-site wind power generation observed at a distant wind farm $WF$, with $WF = B, C, \ldots$. For the sake of simplicity, $y_{t}^{(A)}$ (respectively $x_{t}^{(WF)}$) denotes both the random variable and its observed value at time $t$. Let $\Omega_{t} = (y_{1}^{(A)}, \ldots, y_{t}^{(A)}, x_{1}^{(B)}, \ldots, x_{t}^{(B)}, x_{1}^{(C)}, \ldots, x_{t}^{(C)}, \ldots)$ be the set of observations available at time $t$.

3.1 ARX models

While it is generally acknowledged that wind power generation is a nonlinear process, operational wind power forecasting systems usually rely on linearity assumptions [31]. ARX models are some of the most widely used in practice. There are several reasons for this. First, their formulation is very intuitive and simply consists of a linear combination of lagged variables which leads to fast estimation procedures. Secondly, they stand as very competitive models for generating point forecasts owing to their parsimony (i.e., low number of parameters to be estimated). Thirdly, there exists closed-form formula for generating multi-step ahead forecasts [30].
The linear AR\((p)\)-X\((q)\) model with \(p\) autoregressive and \(q\) exogenous predictors is given by:

\[
y_t^{(A)} = [\theta \ \psi]Y_t + \sigma \varepsilon_t
\]

where

\[
\theta = [\theta_0, \theta_1, \ldots, \theta_p]
\]

\[
\psi = [\psi_{r_B}^{(B)}, ..., \psi_{s_B}^{(B)}, \psi_{r_C}^{(C)}, ..., \psi_{s_C}^{(C)}, ...]
\]

\[
Y_t = [1, y_{t-1}^{(A)}, \ldots, y_{t-p}^{(A)}, x_{r_B}^{(B)}, \ldots, x_{s_B}^{(B)}, \ldots, x_{r_C}^{(C)}, \ldots, x_{s_C}^{(C)}, ...]^T
\]

and \(\{\varepsilon_t\}\) is an independent and identically distributed (i.i.d) sequence of random variables with 0 mean and unit variance, and \(q = \sum_{WF=(B,C,\ldots)} (s_{WF} - r_{WF} + 1)\).

Let \(\Theta = (\theta, \psi, \sigma)\) be the set of parameters to be estimated. For Normally distributed errors, the Maximum Likelihood Estimator (MLE), \(\hat{\Theta}_{MLE}\), is obtained by minimizing the negative log-likelihood function as follows:

\[
\hat{\Theta}_{MLE} = \arg \min_{\Theta} - \log L(\Theta|\Omega_T)
\]

where

\[
- \log L(\Theta|\Omega_T) = \frac{n}{2} \log(2\pi \sigma^2) + \frac{1}{2\sigma^2} \sum_{i=1}^{n} \varepsilon_i^2
\]

and \(\varepsilon_t = y_t^{(A)} - [\theta \ \psi]Y_t\)

and \(L\) is the likelihood function.

Two types of predictive density are considered, the censored Normal and the GLN. At time \(t\), given the vector of estimated parameters \(\hat{\Theta}_{MLE}\) and the set of observations \(\Omega_t\), the one-step ahead censored Normal density \(\hat{f}_{t+1|t}\) is described by the estimated conditional expectation \(\hat{\mu}_{t+1|t}\) and standard deviation \(\hat{\sigma}\) of the Normal density so that \(\hat{f}_{t+1|t}(y^{(A)}|\hat{\Theta}_{MLE}, \Omega_t) = \mathcal{N}(\hat{\mu}_{t+1|t}, \hat{\sigma})\) where \(\hat{\mu}_{t+1|t} = [\hat{\theta} \ \hat{\psi}]Y_t\).

In order to obtain the one-step ahead GLN density, additional steps are needed. First, the transformation given in (1) must be applied for estimating the vector of parameters \(\hat{\Theta}_{MLE}\) in the transformed domain. Second, the one-step ahead predictive density in the transformed domain is obtained by following the formula (2-4). Last, the inverse GLN transformation presented in [24] is applied on a quantile per quantile basis for generating the GLN density in the original domain.

### 3.2 ARX-GARCH models

ARX-GARCH models are a popular extension of ARX models as they can relax the assumption of constant variance without data transformation. GARCH models were first introduced in Econometrics by [32]. A short review of meteorological applications of GARCH models is available in [11]. This class of model proposes to capture the dynamical structure of the conditional variance, jointly to that of the process conditional expectation \(\mathbb{E}(y_t^{(A)}|\Omega_t, \Theta)\). The conditional variance \(h_t^2\) is modeled as an ARMA process for the squared errors \(\varepsilon_t^2\). It was shown in a number of studies that a GARCH\((1,1)\) structure is
in most cases appropriate to capture the temporal dynamics of $h_t^2$. The linear AR($p$)-X($q$)-GARCH(1,1) model with $p$ autoregressive and $q$ exogenous predictors is given by:

$$y_t^{(A)} = [\theta \; \psi] Y_t + h_t \varepsilon_t$$  \hspace{1cm} (13)

$$h_t^2 = \omega + \alpha \varepsilon_{t-1}^2 + \beta h_{t-1}^2$$  \hspace{1cm} (14)

where $\{\varepsilon_t\}$ is an i.i.d sequence of random variables with 0 mean and unit variance. To ensure that the conditional variance is positive, we impose $\omega > 0$ and $\alpha, \beta \geq 0$.

Let $\Theta = (\theta, \psi, \omega, \alpha, \beta)$ be the set of parameters to be estimated. For Normally distributed errors, $\hat{\Theta}_{MLE}$ is obtained by minimizing the negative log-likelihood function as follows:

$$\hat{\Theta}_{MLE} = \arg \min_{\Theta} - \log L(\Theta|\Omega_T)$$  \hspace{1cm} (15)

where

$$- \log L(\Theta|\Omega_T) = \frac{n}{2} \log(2\pi\sigma^2) + \frac{1}{2h_t^2} \sum_{i=1}^{n} \varepsilon_i^2$$  \hspace{1cm} (16)

where $\varepsilon_i$ is given by (12) and $h_t^2$ is given by (14). For the implementation of the model, analytical formula for the first and second order derivatives of the negative log-likelihood function are given in [33].

One-step ahead predictive densities are generated in a similar way as with ARX models, but for a single change. The conditional standard deviation $\hat{\sigma}$ becomes time-varying as follows:

$$\hat{\sigma} = h_t$$  \hspace{1cm} (17)

with

$$h_t^2 = \hat{\omega} + \hat{\alpha} \varepsilon_{t-1}^2 + \hat{\beta} h_{t-1}^2$$  \hspace{1cm} (18)

### 3.3 TARX models

TARX models are the first regime-switching models considered in this study. They are piecewise linear, and the transitions between regimes are governed in a deterministic way by a lagged variable, and are hence observable. See [8] for a more detailed introduction to these models. The TAR($p_1, \ldots, p_R$)-X($q_1, \ldots, q_R$) model with $R$ regimes, $p_j$ autoregressive and $q_j$ exogenous predictors in regime $j$, with $j = 1, \ldots, R$, is given by:

$$y_t^{(A)} = [\theta^{(j)} \; \psi^{(j)}] Y_t + \sigma^{(j)} \varepsilon_t \; \text{if} \; r_j < z_{t-d} \leq r_{j+1}$$  \hspace{1cm} (19)

where

$$\theta = [\theta_0^{(j)}, \theta_1^{(j)}, \ldots, \theta_p^{(j)}]$$  \hspace{1cm} (20)

$$\psi = [\psi_{r^{(j)}}^{(j,B)}, \ldots, \psi_{s^{(j)}}^{(j,B)}, \psi_{r^{(j,C)}}^{(j,C)}, \ldots, \psi_{s^{(j,C)}}^{(j,C)}, \ldots]$$  \hspace{1cm} (21)

and $\{\varepsilon_t\}$ is an i.i.d sequence of random variables with 0 mean and unit variance, $\sigma^{(j)}$ the standard deviation in the regime $j$, $z_{t-d}$ the lagged variable; $d \in N^+$ the delay parameter with usually $d \leq \max(p_1, \ldots, p_R)$, and $r_j$ the threshold values separating the regimes. The regime-switching effect translates into the autoregressive and exogenous coefficients as well as the standard deviation of the error term being state-dependent. Applications of TAR models for forecasting wind power fluctuations can
be found in [9, 10] which alternatively use lagged observations of wind speed, wind direction or wind power for controlling transitions between regimes. A special class of TAR model is the Self-Exciting TAR (SETAR) model which corresponds to the case where the dependent variable is chosen as the lagged variable.

The major issue with TAR models is the joint determination of the delay \( d \) and thresholds \( r_j, j = 1, \ldots, R \). In particular, the most spread technique for the determination of the \( r_j \) is based on the visual assessment of scatter plots of t-ratios (see [8]). In order to fill in the lack of consistency of such approach, an automated procedure for determining the number of regimes and threshold values of TAR models was recently proposed in [34]. It consists of detecting jumps in the values of the estimates of an arranged autoregression by using a recursive least squares (RLS) estimation method. This method can be extended to deal with exogenous predictors without complicating its procedure. Once the threshold values known, the parameters for a given regime can be estimated independently of the parameters of the other regimes by applying the formula given in (10-12) for each regime, and predictive densities can be generated as with ARX models.

### 3.4 MSARX models

MSARX models are the second type of regime-switching models in this study. Structurally, the major difference between MSARX and TARX models lays in the way the sequence of regimes is determined.

With TAR models, this sequence is determined explicitly by a lagged variable, and the transitions between regimes are therefore discontinuous. With MSARX models, the sequence is assumed hidden and inferred directly from the data. More specifically, MSARX models assume that an unobservable Markov process governs the distribution of the observations [12]. This enables smooth transition between regimes.

The MSAR\((p_1, \ldots, p_R)-X(q_1, \ldots, q_R)\) model with \( R \) regimes, \( p_j \) autoregressive and \( q_j \) exogenous predictors in regime \( j \), with \( j = 1, \ldots, R \), is given by:

\[
y^{(A)}_t = [\varphi(z_t) \psi(z_t)]Y_t + \sigma(z_t)\varepsilon_t
\]

(22)

where

\[
\varphi(z) = \left[\varphi_0(z), \varphi_1(z), \ldots, \varphi_p(z)\right], \quad z = 1, \ldots, R
\]

(23)

and \( \{\varepsilon_t\} \) is an i.i.d sequence of random variables with 0 mean and unit variance, \( \{z_t\} \) follows a first order Markov chain with a finite and discrete number of states \( R \) and transition probability matrix \( P \) of elements \( (p_{ij})_{i,j=1,\ldots,R} \):

\[
p_{ij} = \Pr(z_t = j|z_{t-1} = i), \quad i, j = 1, \ldots, R
\]

(25)

\[
\sum_{j=1}^R p_{ij} = 1, \quad i = 1, \ldots, R
\]

(26)
Similarly to TARX models, the autoregressive coefficients and standard deviation of the error term are state-dependent. Let \( \Theta = (\theta^{(1)}, \ldots, \theta^{(R)}, \psi^{(1)}, \ldots, \psi^{(R)}, \sigma_1, \ldots, \sigma_R, P) \) be the set of parameters to estimate. For Normally distributed errors in each regime, \( \hat{\Theta}_{MLE} \) is obtained by minimizing the negative log-likelihood function as follows:

\[
\hat{\Theta}_{MLE} = \arg \min_{\Theta} -\log L(\Theta | \Omega_T)
\]

where \( L(\Theta | \Omega_T) = \delta(\prod_{t=1}^{n} PD_t)1^T \)

\[
\delta = 1(I_R - P + U_R)^{-1}
\]

\[
D_t = \text{diag}(\eta(t, 1), \ldots, \eta(t, R))
\]

\[
\eta(t, i) = \frac{1}{\sigma(i)} \phi \left( \frac{y_t^{(A)} - [\theta^{(i)} \psi^{(i)}] Y_t}{\sigma(i)} \right), \quad i = 1, \ldots, R
\]

where \( \delta \) is the stationary distribution of the Markov chain, \( 1 \) is a unit vector of size \( R \), \( I_R \) and \( U_R \) Identity and Unity matrices of size \( R \times R \), \( D_t \) a diagonal matrix and \( \phi \) the probability density function of the Normal distribution. Practical solutions for the implementation of MSARX models are given in [35].

With MSARX models, predictive densities take the form of mixture of densities [12, 35]. For the case where the errors are Normally distributed in each regime, the resulting predictive density is a mixture of \( R \) Normal densities that is censored in 0 and 1 later on. At time \( t \), given the vector of estimated parameters \( \hat{\Theta}_{MLE} \) and the set of observations \( \Omega_t \), the one-step ahead density can be obtained as follows:

\[
\hat{f}_{[0,1]}(y^{(A)}|\hat{\Theta}_{MLE}, \Omega_t) = \sum_{k=1}^{R} \xi^{(k)}_t \phi(\hat{\theta}^{(k)} \hat{\psi}^{(k)} Y_t, \hat{\sigma}^{(k)})
\]

where \( \xi_t = \frac{\delta(\prod_{i=1}^{t} \hat{P} D_i \hat{P})}{\delta(\prod_{i=1}^{t} \hat{P} D_i)1^T} \)

and \( \xi^{(k)}_t \) is the \( k^{th} \) element of the vector of filtered probabilities \( \xi_t \) at time \( t \).

In order to obtain predictive densities in a GLN fashion, we can apply the same 3-step procedure as for ARX models that is: (1) data transformation in order to work in the transformed domain, (2) generation of mixture of Normal densities in the transformed domain, and (3) inverse transformation of a set of quantiles of this mixture of Normal densities.

### 3.5 Estimation procedure

As mentioned in section 2, the data we selected cover the period from July 10, 2008 to 27 March, 2009. This corresponds to about 25000 observations, for each of the three time series (i.e., Carnsore, Ballywater, Richfield). Focus is placed on predicting the wind power generation at the Carnsore wind farm. The first 15000 observations are used for fitting the models. The following 5000 observations
are used for performing a one-fold cross-validation and determining the optimal parametrisation of each model. The last 5000 observations, corresponding to about 63 days, are kept for forecast evaluation.

Cross-validation is jointly performed on the structure of the model (i.e., selection of the optimal AR lags from 1 up to 8, and X lags from 1 to 5, number of regimes $R$) and a set of values for the shape parameter $\nu$ of the GLN distribution (from 0.1 to 3.1 with steps of 0.1). Because of that, and because the likelihood function is unbounded, neither the respective goodness-of-fit nor the predictive power of the models can be compared with respect to likelihood based scores. Instead, the cross-validation procedure is performed by minimizing the Continuous Ranked Probability Score (CRPS) for one-step ahead density forecasts. The CRPS quantifies the accuracy of conditional density forecasts based on two principles: calibration (i.e., the relative position of a forecast with respect to the observed value) and sharpness (i.e., the concentration of the predictive distribution around the observed value) [36].

For each class of models presented in this section, we estimated four different models with: (N) a censored Normal distribution, (X-N) a censored Normal distribution and exogenous regressors, (GLN) a GLN distribution, (GLN-X) a GLN distribution and exogenous regressors. Four different lagged variables $z_{t-d}$ were tried for controlling the regime sequence of TAR models, namely $y_{t-d}^{(Carn)}$, $x_{t-d}^{(Rich)}$, and their respective first order differentiated series. For all four TAR models, $y_{t-1}^{(Carn)}$ was selected as the best lagged variable. The final parametrisation of each model is summarized in Table 1 along with the total number of parameters in order to appreciate their respective cost-complexity. Several observations can be drawn from these results. First, none of the final models includes off-site information from Ballywater. This means that wind power fluctuations from Ballywater are not informative for improving the predictability of wind power fluctuations at Carnsore for the proposed models. On the opposite, all models include two lagged measurements from Richfield, concurring with the early observations in section 2 which indicated that wind power fluctuations at Richfield led those at Carnsore up to 30 minutes ahead. Second, the use of the GLN distribution leads to a reduction of the autoregressive order for AR and MSAR models, while it decreases the optimal regimes number, from four to three, for TAR models. More generally, the use of the GLN distribution yields a reduction in the cost complexity (i.e., the number of parameters to be estimated) of all models but AR-GARCH.

4 Experimental results and forecast evaluation

In this section, we evaluate the predictive performances of the four classes of models presented in the previous section, namely ARX, ARX-GARCH, TARX and MSARX models. The evaluation consists of measuring the accuracy of one-step ahead point and density forecasts, as well as the overall reliability of these forecasts.

4.1 Point forecasts

Electric utilities have a long tradition of using point or deterministic forecasts of wind power [2,7]. In this study, point forecast accuracy is evaluated with respect to the Normalized Mean Absolute Error (NMAE). There is an inverse relationship between point forecast accuracy and the NMAE score: the lower the NMAE, the better. Following [37], we use the median of the predictive densities as the optimal point
Table 1: Summary of model parametrisation after cross-validation. This includes the lagged variables $y_{t-i}^{(\text{Carn})}$, the lagged exogenous variables $x_{t-i}^{(\text{Rich})}$, the number of regimes and total number of parameters.

<table>
<thead>
<tr>
<th>Model</th>
<th>$y_{t-i}^{(\text{Carn})}$</th>
<th>$x_{t-i}^{(\text{Rich})}$</th>
<th>Number of regimes</th>
<th>Total number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR-N</td>
<td>1:7</td>
<td></td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>AR-X-N</td>
<td>1:7</td>
<td>1:2</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>AR-GLN</td>
<td>1:5</td>
<td></td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>AR-X-GLN</td>
<td>1:5</td>
<td>1:2</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>AR-GARCH-N</td>
<td>1:5</td>
<td></td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>AR-X-GARCH-N</td>
<td>1:5</td>
<td>1:2</td>
<td>1</td>
<td>11</td>
</tr>
<tr>
<td>AR-GARCH-GLN</td>
<td>1:5</td>
<td></td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>AR-X-GARCH-GLN</td>
<td>1:5</td>
<td>1:2</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>TAR-N</td>
<td>(1:6, 1:6, 1:5, 1:6)</td>
<td></td>
<td>4</td>
<td>31</td>
</tr>
<tr>
<td>TAR-X-N</td>
<td>(1:5, 1:5, 1:5, 1:5)</td>
<td>(1:2, 1:2, 1:2, 1:2)</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>TAR-GLN</td>
<td>(1:6, 1:3, 1:6)</td>
<td></td>
<td>3</td>
<td>22</td>
</tr>
<tr>
<td>TAR-X-GLN</td>
<td>(1:6, 1:3, 1:6)</td>
<td>(1:2, 1:2, 1:2)</td>
<td>3</td>
<td>28</td>
</tr>
<tr>
<td>MSAR-N</td>
<td>(1:5, 1:5)</td>
<td></td>
<td>2</td>
<td>16</td>
</tr>
<tr>
<td>MSAR-X-N</td>
<td>(1:5, 1:5)</td>
<td>(1:2, 1:2)</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>MSAR-GLN</td>
<td>(1:3, 1:3)</td>
<td></td>
<td>2</td>
<td>13</td>
</tr>
<tr>
<td>MSAR-X-GLN</td>
<td>(1:3, 1:3)</td>
<td>(1:2, 1:2)</td>
<td>2</td>
<td>17</td>
</tr>
</tbody>
</table>

All models are benchmarked against Persistence since it is one of the most competitive benchmarks for such short lead times. Persistence usually outperforms other common benchmarks such as Climatology, Moving average or Constant forecast (see for instance [19, 24]) which are not included here. It is an Autoregressive model of order 1 with no intercept term and its coefficient value equal to 1. Point forecast results are given in Table 2. It is interesting to note that not all models outperform Persistence and that even the largest improvement does not exceed 3%. Overall, MSARX and ARX-GARCH with a GLN distribution give the best results. When considering each class of models independently of the others, we observe two trends. The first one concerns AR and TAR models for which the use of either off-site information or the GLN distribution yields substantial gains in wind power predictability. These gains are further improved by using both. The second trend regards AR-GARCH and MSAR models for which the use of the GLN distribution alone, without off-site information, leads to negligible gains whereas the opposite (i.e., no GLN distribution and off-site information) leads to appreciable gains.

4.2 Density Forecasts

Forecasts of any quantity contain an inherent part of uncertainty. Supplying information on this uncertainty is paramount for developing efficient decision-making strategies, as shown in the context of wind power trading by [38]. Here, information on this uncertainty is provided in the form of full predictive densities of wind power, for all four classes of models. The accuracy of these densities is assessed with respect to the Normalized CRPS (NCRPS). This score is a generalization of the NMAE score for proba-
**Table 2:** One-step ahead forecast performances. Results are given in terms of Normalized Mean Absolute Error (NMAE) and Normalized Continuous Ranked Probability Score (NCRPS). Point (respectively probabilistic) forecast improvements are given with respect to Persistence (respectively a AR-N model).

<table>
<thead>
<tr>
<th>Model</th>
<th>NMAE</th>
<th>NCRPS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Persistence</td>
<td>3.77</td>
<td>-</td>
</tr>
<tr>
<td>AR-N</td>
<td>3.87</td>
<td>3.38</td>
</tr>
<tr>
<td>AR-X-N</td>
<td>3.80</td>
<td>3.28</td>
</tr>
<tr>
<td>AR-GLN</td>
<td>3.77</td>
<td>2.99</td>
</tr>
<tr>
<td>AR-X-GLN</td>
<td>3.70</td>
<td>2.90</td>
</tr>
<tr>
<td>AR-GARCH-N</td>
<td>3.76</td>
<td>3.04</td>
</tr>
<tr>
<td>AR-X-GARCH-N</td>
<td>3.73</td>
<td>2.97</td>
</tr>
<tr>
<td>AR-GARCH-GLN</td>
<td>3.76</td>
<td>2.82</td>
</tr>
<tr>
<td>AR-X-GARCH-GLN</td>
<td><strong>3.67 (2.8%)</strong></td>
<td><strong>2.75 (18.7%)</strong></td>
</tr>
<tr>
<td>TAR-N</td>
<td>3.84</td>
<td>3.05</td>
</tr>
<tr>
<td>TAR-X-N</td>
<td>3.73</td>
<td>2.96</td>
</tr>
<tr>
<td>TAR-GLN</td>
<td>3.77</td>
<td>2.88</td>
</tr>
<tr>
<td>TAR-X-GLN</td>
<td>3.70</td>
<td>2.81</td>
</tr>
<tr>
<td>MSAR-N</td>
<td>3.77</td>
<td>3.01</td>
</tr>
<tr>
<td>MSAR-X-N</td>
<td>3.67</td>
<td>2.93</td>
</tr>
<tr>
<td>MSAR-GLN</td>
<td>3.76</td>
<td>2.79</td>
</tr>
<tr>
<td>MSAR-X-GLN</td>
<td><strong>3.67 (2.8%)</strong></td>
<td><strong>2.71 (19.8%)</strong></td>
</tr>
</tbody>
</table>

bilistic forecasts and measures the difference between the observed cumulative distribution functions and those predicted [36]. It can be interpreted in a similar way as the NMAE, meaning the lower the NCRPS the better. All models are benchmarked against an AR model with a censored Normal distribution (AR-N). Results for one-step ahead densities are reported in Table 2. The best result is given by the MSAR model with off-site information and the use of the GLN distribution (MSAR-X-GLN), with a relative improvement of almost 20% when compared to an AR-N model. In addition, we observe a common trend across all four classes of models when considered independently of the others. Their ranking is dominated by models including both off-site observations and the GLN distribution (X-GLN), then come models specified with the GLN distribution and no off-site predictors (GLN), then models with off-site predictors but without GLN distribution (X), and finally models with neither the GLN distribution nor off-site predictor (N).

Figures 7 and 8 give an illustration of these predictive densities over two arbitrary examples of 100 observations each. Densities are depicted as prediction intervals with nominal coverage rates ranging from 10 to 90%. Point forecasts corresponding to the median of these densities are also presented. Prediction intervals generated with the best two models (i.e., ARX-GARCH-GLN and MSAR-X-GLN) are compared. In particular, in Figure 7, large forecast errors result in wider prediction intervals for the ARX-GARCH-GLN model than for the MSAR-X-GLN model.
The CRPS is a global score that averages the predictive accuracy of conditional densities based on their calibration and associated sharpness. However, it is not informative on the behavior of these densities in terms of probabilistic reliability. Reliability measures how well the predicted probabilities of an event correspond to their observed frequencies. For instance, one may want to measure the proportion of observations actually lower than the $5^{th}$ percent quantile or larger than the $95^{th}$ percent quantile for
evaluating the ability of the predictive density tails in predicting extreme or rare events. In this study, the reliability of the predictive densities of wind power is evaluated with four reliability diagrams as shown in Figure 9. These diagrams are generated for each of the four classes of models by comparing the nominal (i.e., theoretical) proportions of a set of quantiles with the observed proportions of the same set. Here, we used 19 quantiles, from the $5^{th}$ percent quantile to the $95^{th}$ percent quantile with a step of $5^{th}$ percent. The best reliability is given by the model whose diagram is closer to the ideal case in Figure 9, that is the MSAR-X-GLN model.

\textbf{FIGURE 8:} Example 2. Time series of normalized wind power generation at Carnsore and one-step ahead point forecasts and prediction intervals with nominal coverage from 10 to 90\%. ARX-GARCH-GLN (Top panel) model, MSARX-GLN model (Bottom panel).
4.4 Discussion

The results presented in this section highlight a number of interesting points but also raise a few questions. Let us summarize some of our comments herebelow:

1. In the Irish case study chosen for this work, the variability of wind power fluctuations can be considered as extreme. For instance, the NMAE value of the Persistence is about 50% larger than that at the Horns Rev 1 wind farm where wind power fluctuations are known to be characterized by a high variability \[9, 11\]. In that sense, this case study offered a difficult test to all models, enhancing the impact of the results obtained.

2. Irrespectively of the availability of off-site measurements, the use of the GLN distribution is recommended for very short-term forecasts. In particular, it enables an improved modeling of the heteroscedastic behavior of wind power time series, which translates to substantial gains in predictability even for models already explicitly accounting for heteroscedasticity in their formulation (i.e., MSARX and ARX-GARCH). However, it calls for further research on its potential for multi-step ahead forecasts. This issue was not addressed here but will be investigated in the future. In addition, focus should be placed on developing a more consistent framework than cross-validation for estimating the optimal value of the shape parameter $\nu$ of the GLN distribution. For instance, the estimation of $\nu$ could be performed jointly with the estimation of the model via the Expectation-Maximization (EM) algorithm (see [39]).

3. The results obtained with TARX models are relatively disappointing, particularly, when analyzed from a perspective including the cost complexity of these models and the level of expertise re-
quired to tune them. It is also worth noting that TAR models are outperformed by linear in mean ARX-GARCH models. It could be expected that TARX models perform much better for point forecasting especially in combination with the GLN distribution since the introduction of regimes via the thresholds could reduce the strong influence of the probability masses in \( \gamma(\epsilon, \nu) \) and \( \gamma(1 - \epsilon, \nu) \) on the autoregressive coefficient estimates.

4. Density forecasts of wind power generated with Markov-Switching models have superior calibration and sharpness when compared to those generated with other models in this study. Beyond this result, it is important to stress the underlying assumption in MSAR models which leads to such result, that is the existence of an unobservable regime sequence which governs the wind power generation. As of today, our knowledge is limited and we can only assume that the estimated regime sequence is linked to some weather regime. Therefore, it would be useful to investigate the use of data (e.g., quick scan satellite images, weather radar images) that can describe weather conditions over large spatial areas and high temporal resolutions for improving the characterization of this regime sequence.

5 Conclusion

This work considered the probabilistic forecasting of wind power generation from a single wind farm, over very short lead times (i.e., 15 minutes). Realistic assumptions were made regarding the online availability of wind data in the current wind power context, meaning that neither wind measurements nor wind forecasts are available for the temporal resolution of interest. The sole data that are used consist of on-site observations of wind power generation, along with corresponding observations from the two nearest wind farms located in a radius of 50 km. Focus is placed on the most recent approaches from the wind power forecasting literature, including regime-switching models, the use of off-site predictors and a new predictive distribution. The predictive performances of these approaches and their associated models are compared against one another to assess their respective merits. Eventually, combinations of these approaches are proposed and proved to generate improved wind power forecasts.

Through an application with three wind farms in Ireland, we show that regime-switching models for which the sequence of regime is unobservable (i.e., Markov-Switching) generate more accurate point forecasts, better calibrated and sharper conditional densities, than single regime or other regime-switching models for which the regimes are observable. Furthermore, gains in wind power predictability can be increased by taking advantage of off-site information when available or using a more appropriate predictive distribution such as the GLN distribution, as introduced in [24]. The highest gains were obtained by using simultaneously off-site observation and the GLN distribution.

The superior predictive power of Markov-Switching models is interesting in two aspects. First, because this type of models is rather generic and thus non site-dependent, requiring very little expert knowledge to be tuned. It confirms the potential shown for offshore applications [9, 11]. Second, because Markov-Switching models assume the existence of an unobservable regime sequence that can be interpreted as a hidden weather regime. This indicates that substantial gains in wind power predictability could be obtained by integrating more meteorological data at high spatio-temporal resolution such as satellite images, weather radar images, or meteorological forecasts. In particular, this a prerequisite for extending
regime-switching approaches to multi-step ahead wind power forecasts.

Acknowledgments

This work was partly supported by the European Commission under the SafeWind project (ENK7-CT2008-213740) and by the Danish Public Service Obligation (PSO) program through the project “Radar@Sea” (PSO-2009-1-0226). Eirgrid is acknowledged for providing the wind power data from the Carnsore, Richfield and Ballywater wind farms. The authors also express their gratitude to Sven Creutz Thomsen for preparing the data.

References


