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Analysis of Circularly Polarized Hemispheroidal Dielectric Resonator Antenna Phased Arrays Using the Method of Auxiliary Sources

Niels Vesterdal Larsen and Olav Breinbjerg, Member, IEEE

Abstract—The method of auxiliary sources is employed to model and analyze probe-fed hemispheroidal dielectric resonator antennas and arrays. Circularly polarized antenna elements of different designs are analyzed, and impedance bandwidths of up to 14.7% are achieved. Selected element designs are subsequently employed in a seven-element phased array. The array performance is analyzed with respect to scan loss and main beam directivity as a function of scan angle and frequency, and the influence of element separation is investigated.

Index Terms—Dielectric resonator antennas (DRAs), method of auxiliary sources, phased arrays.

I. INTRODUCTION

The dielectric resonator antenna (DRA) has attracted much attention in recent years due to its many favorable features such as low loss, compact size, structural simplicity, and simple feeding schemes. Various different shapes have been investigated, the most common being hemispherical, cylindrical, and rectangular shapes, e.g., [1–4].

In order to obtain a large bandwidth, a wide range of complex shapes have been used, common to which is the inclusion of an air gap inside the DRA [5–7]. Also multiple-band operation has been achieved by using inhomogeneous dielectrics in the form of stacked DRAs or by enclosing one DRA in another [8, 9].

Circularly polarized DRAs have been designed using either single-feed or multiple-feed excitations. With a single feed, orthogonal modes can be excited in the DRA by applying parasitic patches [10] or by exciting the DRA asymmetrically [11]. These methods, however, are generally very narrow-band with respect to the axial ratio, and therefore practical designs often make use of multiple feeds excited in phase quadrature, e.g., [12].

The compact size is an important factor when considering the DRA as a candidate for phased arrays. This allows smaller element separation compared with many other antenna types, and this is important for reducing scan loss [13]. Planar linearly polarized DRA phased arrays have previously been examined in [14] and [15]; and in [16] a circularly polarized phased array was developed. In [14], the influence of the mutual coupling between the elements on the radiation pattern was investigated. However, a detailed investigation of the array scan loss and its variation with element distance and frequency has not been reported for these designs.

Much theoretical work has been done in analyzing hemispheroidal DRA elements where spherical wave expansion (SWE) techniques can be used to derive analytical solutions or be combined with numerical techniques such as the method of moments (MoM) to solve for currents on probes or fields in apertures that excite the DRA, e.g., [1] and [2]. For more general shapes of DRAs or for DRA arrays, accurate modelling usually relies on numerical techniques, e.g., the finite-element method (FEM) or MoM. For arrays in particular, the computational cost of numerical analysis may be prohibitive with these methods.

The method of auxiliary sources (MAS) is well known for its low computational cost and may thus be an alternative to MoM and FEM. Indeed, MAS has previously been employed in the analysis of dielectric antennas [17], where an infinite periodic waveguide array with protruding dielectric elements was investigated. In particular, the simple and computationally cheap standard MAS [18] can be employed when the field varies smoothly along the boundaries, and in this case simple Hertzian dipoles can be used as auxiliary sources. For configurations where the fields vary rapidly near the boundary, e.g., near edges or closely positioned illuminating sources, the MAS model can be augmented with localized MoM patches [19], [20]. MAS has also been proven effective for thin-wire antennas where, by using sinusoidal dipoles as auxiliary sources, the impedance properties of dipole antennas have been evaluated accurately [21].

The purpose of this paper is twofold. First, it is demonstrated that the simple standard MAS model can be employed for detailed and accurate analysis of small finite arrays of smooth hemispheroidal probe-fed DRAs positioned on an infinite, perfectly electrically conducting (PEC), ground plane. Secondly, the model is used to investigate and design a seven-element hexagonal phased array consisting of such DRA elements. The emphasis is put on circularly polarized elements fed in phase quadrature with four probes. A number of different element designs are first investigated, and subsequently the seven-element phased array is analyzed. Examples of array performance in terms of directivity and scan loss are presented, and the dependence on element separation and scan angle is discussed. In order to validate the MAS model, the results are compared with
the relative permittivity and permeability of the DRA with \( \epsilon_r \) and \( \mu_r \) the probe in the Region 0 outside the DRA and Region 1 inside with the boundary denoted \( B \). The outward unit normal vector to \( B \) is denoted \( \mathbf{n} \). The permittivities and permeabilities of the two regions are \( (\epsilon_0, \mu_0) \) and \( (\epsilon_1 = \epsilon_r \epsilon_0, \mu_1 = \mu_r \mu_0) \), respectively, where \( \epsilon_r \) and \( \mu_r \) are the relative permittivity and permeability of the DRA material. Thus the wave numbers and intrinsic impedances of the two regions are, respectively, \( k_0 = \sqrt{\epsilon_0 / \mu_0} \), \( Z_0 = \sqrt{\mu_0 / \epsilon_0} \) and \( k_1 = k_0 \sqrt{\epsilon_r / \mu_r} \), \( Z_1 = Z_0 \sqrt{\mu_r / \epsilon_r} \), with \( \omega \) being the angular frequency. The total field in the two regions is denoted by \( (\mathbf{E}_0, \mathbf{H}_0) \) and \( (\mathbf{E}_1, \mathbf{H}_1) \). The probes are modelled as currents with sinusoidal shape with unknown amplitude and phase. This probe model is of course an approximation; however, as has been demonstrated in [21], MAS can be used to accurately recover impedance properties of wire antennas, e.g., such probes. Even with this approximate probe model, the present MAS model yields useful results, as will be apparent.

The probes produce an incident field \( (\mathbf{E}_r^{\text{inc}}, \mathbf{H}_r^{\text{inc}}) \) in Region 1 inside the DRA, whose interaction with the DRA boundary \( B \) forms a scattering problem. In Region 1, the total field is thus the sum of the incident and the scattered field \( (\mathbf{E}_r^{\text{scat}}, \mathbf{H}_r^{\text{scat}}) \). The tangential components of the total field are continuous across \( B \), and thus

\[
\mathbf{n} \times \mathbf{E}_0 = \mathbf{n} \times (\mathbf{E}_r^{\text{inc}} + \mathbf{E}_r^{\text{scat}}),
\]

\[
\mathbf{n} \times \mathbf{H}_0 = \mathbf{n} \times (\mathbf{H}_r^{\text{inc}} + \mathbf{H}_r^{\text{scat}}).
\]

In the MAS probe model, the sinusoidal probe current is taken as

\[
I^{(p)}(z) = 2I_0^{(p)} \frac{\sin k_1(l - z)}{\sin k_1l}, \quad 0 \leq z \leq l
\]

where \( I \) is the probe length and \( I_0^{(p)} \) is the complex excitation. The excitations will be calculated based on the scattering matrix of the DRA elements or arrays as detailed in Section II-C.

In order to calculate the incident field, the probe currents are discretized using \( Q \) so-called incidence sources (ISs) for each probe. The ISs are electric Hertzian dipoles, and the position and dipole moment of the \( q \)th IS of the \( p \)th probe are denoted by \( r_{pq} = (\rho_p, \phi_p, z_q) \) and \( \mathbf{p}_q^{(p)} = (l/Q) \mathbf{I}_q^{(p)}(z_q) \), where \( z_q =

Fig. 1. Cross-sectional views of the probe-fed hemispheroidal DRA with \( P = 4 \) probes. (a) \((x, z)\)-plane. (b) \((x, y)\)-plane.
The incident field radiated by the \( p \)th probe is then

\[
E_{\text{inc}}^{(p)} = \sum_{q=1}^{Q} E_{q}^{(p)},
\]

To recover the fields in both regions, two sets of auxiliary sources (ASs) are positioned on so-called auxiliary surfaces denoted \( A \) and \( D \) and chosen conformal to \( B \). The auxiliary surfaces are receded into and advanced outside \( B \) by the distances \( d_{A} \) and \( d_{D} \), respectively, as indicated in Fig. 2(a). The ASs on \( A \) and \( D \) radiate in homogenous half-spaces with the material parameters of Regions 0 and 1, respectively, and the radiated fields are confined to the respective regions. The ASs are chosen as pairs of crossed Hertzian dipoles of either electric (EHD) or magnetic (MHD) type with independent excitations. The numbers of ASs on \( A \) and \( D \) are equal and denoted by \( N \). The positions of the ASs are denoted by \( a_{n} \) and \( d_{n} \), respectively. On the scatterer surface \( B \) the boundary conditions (1a-b) are tested in a planar array consisting of \( R \) DRAs and hold two tangential components of the electric or magnetic fields of the two Hertzian dipoles of the \( N \) ASs on the auxiliary surfaces \( A \) or \( D \) at the \( M \) TPs. Thus for each element \( a_{n} \) and \( d_{n} \), respectively. The solutions of these systems can be written as a matrix equation of the form

\[
\begin{bmatrix}
\mathbf{Z}_{E}^{A}
\mathbf{Z}_{D}^{A}
\mathbf{Z}_{E}^{D}
\mathbf{Z}_{D}^{D}
\end{bmatrix}
\begin{bmatrix}
\mathbf{C}^{A}
\mathbf{C}^{D}
\end{bmatrix}
= \begin{bmatrix}
\nabla_{E}
\nabla_{H}
\end{bmatrix}.
\]

In the case where there is more than one probe, i.e., \( P > 1 \), it is convenient to form \( P \) independent equation systems with individual sets of incident fields and corresponding solutions of the MAS excitation coefficients. The solutions of these systems thus established can be written as a matrix equation of the form

\[
\begin{bmatrix}
\mathbf{Z}_{E}^{A}
\mathbf{Z}_{D}^{A}
\mathbf{Z}_{E}^{D}
\mathbf{Z}_{D}^{D}
\end{bmatrix}
\begin{bmatrix}
\mathbf{C}^{A}
\mathbf{C}^{D}
\end{bmatrix}
= \begin{bmatrix}
\nabla_{E}
\nabla_{H}
\end{bmatrix}. \tag{7}
\]

The single-element formulation is now extended to the case of a planar array consisting of \( R \) DRAs. Thus the DRA boundaries, regions, auxiliary surfaces, ASs, and TPs are now referred to by an index from one to \( R \).

In Fig. 2(b), an example of an MAS configuration with \( R = 2 \) is shown. It is noted that the interaction between the ASs, ISs, and TPs within each DRA element of the array is the same as in the single-element case. The interaction between the ASs and ISs of different DRA elements and the TPs of a neighboring DRA elements must, however, be included. Thus the field radiated by the ASs on the external auxiliary surfaces, denoted by \( D_{r} \), as well as the incident field radiated by the ISs inside the \( r \)th DRA are confined to Region \( r \). Hence it is only the ASs on the internal auxiliary surfaces, denoted by \( A_{r} \), that contributes to the field in Region 0 and hence to the field at the boundaries of the other DRA elements. In total a \( 4RN \) dimensional linear system of equations results. In the case where the \( j \)th probe is excited, the total fields on the two sides of the boundary \( B_{r} \) at the \( j \)th TP of the \( r \)th DRA \( b_{m} \) is given by

\[
\begin{bmatrix}
\mathbf{E}(b_{m})
\mathbf{H}(b_{m})
\end{bmatrix}
= \sum_{s=1}^{R} \sum_{n=1}^{N} \sum_{t=1}^{2} C_{nt}^{A}(s, p) \begin{bmatrix}
\mathbf{E}_{nt}^{A}(b_{m})
\mathbf{H}_{nt}^{A}(b_{m})
\end{bmatrix} \tag{8a}
\]

in Region 0 and

\[
\begin{bmatrix}
\mathbf{E}(b_{m})
\mathbf{H}(b_{m})
\end{bmatrix}
= \begin{cases}
\sum_{p=1}^{RP} \gamma_{pr} \begin{bmatrix}
\mathbf{E}_{nt}^{\text{inc}}(b_{m})
\mathbf{H}_{nt}^{\text{inc}}(b_{m})
\end{bmatrix}
\end{cases}
+ \sum_{n=1}^{N} \sum_{t=1}^{2} C_{nt}^{D}(s, p) \begin{bmatrix}
\mathbf{E}_{nt}^{D}(b_{m})
\mathbf{H}_{nt}^{D}(b_{m})
\end{bmatrix} \tag{8b}
\]

in Region \( r \). The factor \( \gamma_{pr} \) takes the value 1 if the \( j \)th probe is located in the \( r \)th region and 0 otherwise. Thus for each element
the summation over the RP probes only yields \( P \) contributions. Note that the sum in (8a) includes the interior ASs of all the \( R \) DRAs, whereas those of (8b) only include the ISs and exterior ASs associated with the \( r \)th DRA. The corresponding matrix systems now becomes

\[
\begin{bmatrix}
\overline{Z}_1^T & \overline{Z}_2^T & \ldots & \overline{Z}_R^T \\
\overline{Z}_2 & \overline{Z}_3 & \ldots & \overline{Z}_R \\
\vdots & \vdots & \ddots & \vdots \\
\overline{Z}_R & \overline{Z}_R & \ldots & \overline{Z}_R
\end{bmatrix}
\begin{bmatrix}
\overline{C}_1^T \\
\overline{C}_2^T \\
\vdots \\
\overline{C}_R^T
\end{bmatrix}

= 
\begin{bmatrix}
\overline{V}_1 \\
\overline{V}_2 \\
\vdots \\
\overline{V}_R
\end{bmatrix}.
\tag{9}
\]

The submatrices \( \overline{V}_i \), \( \overline{C}_i \), and \( \overline{Z}_i \) in (9) are of the same size as the full matrices for the single-element case in (7). In particular, it is noted that \( \overline{Z}_i \) equals the left-hand side matrix in (7) for \( i = j \). The \( P \) columns of \( \overline{V}_i \) and \( \overline{C}_i \) hold the incident fields, and MAS coefficients associated with the \( j \)th DRA corresponding to the case where the \( P \) probes of the \( j \)th DRA are excited. Since the incident field is confined inside the respective DRA, the \( \overline{V}_j \) are only nonzero for \( j = j \). However, since the neighboring DRA becomes excited due to the mutual coupling between the DRAs, the \( \overline{C}_j \) are generally nonzero. The full \( \overline{C} \) and \( \overline{V} \) matrices have \( RP \) columns corresponding to each of the \( RP \) probes in the array.

C. Calculation of Impedances and Far Fields

The probe input ports are located at the probes’ intersections with the ground plane. The self and mutual impedances of these ports are calculated using the reaction theorem [23]. In the present model, where the probe currents are discretized using \( Q \) ISs, a discrete version of the reaction theorem is employed

\[
Z_{ij} = -\frac{1}{n_{ij}^{(j)}} \sum_{q=1}^{Q} E^{(i)}(r_{jq} + \hat{\rho}_{0}) \cdot p_{q}^{(j)}
\tag{10}
\]

where \( E^{(i)}(r_{jq} + \hat{\rho}_{0}) \) is the field sampled at the surface of the \( j \)th probe when the \( i \)th probe is excited. The electric field is calculated as

\[
E^{(i)}(r_{jq} + \hat{\rho}_{0}) = \sum_{r=1}^{R} \sum_{n=1}^{N} C^{(i)}_{nt} E^{(i)}_{nt}(r_{jq} + \hat{\rho}_{0})
\tag{11}
\]

The factor \( \gamma_{jr} \gamma_{ir} \) multiplied on the incident field, indicates that this only contributes directly to the coupling between probes located in the same region.

In this model the probes are assumed to be excited with forward propagating voltage waves \( V^+ \). The input reflection coefficient \( \Gamma_{in,p} \) and input impedance \( Z_{in,p} = R_{in,p} + jX_{in,p} \) of the \( p \)th port are calculated from

\[
\Gamma_{in,p} = \frac{V_p^-}{V_p^+}
\tag{12a}
\]

\[
Z_{in,p} = Z_0 \frac{1 + \Gamma_{in,p}}{1 - \Gamma_{in,p}}
\tag{12b}
\]

where \( Z_0 = 50 \Omega \) is the assumed characteristic impedance of the feed lines connected to the probe ports. The reflected voltage waves \( V_p^- \) are given by

\[
V^- = \overline{S} V^+ \tag{13a}
\]

\[
\overline{S} = (\overline{Z} + \overline{Z}_0 \overline{U})^{-1} (\overline{Z} + \overline{Z}_0 \overline{U}).
\tag{13b}
\]

In (13b), \( \overline{Z} \) is the impedance matrix with the elements given by (10) and \( \overline{U} \) is the identity matrix. While the amplitudes of the probes currents were set to unity when calculating the probe impedances, the actual probe excitations, corresponding to a certain set of forward voltage wave excitations \( V^+ \), can now be calculated using the obtained knowledge of the coupling between the probes.

The field outside the DRAs, i.e., in Region 0, is the sum of the contributions from the ASs on the interior auxiliary surfaces \( A_f \). Thus the field in Region 0 due to a current on the \( p \)th probe is

\[
\mathbf{E}_0^{(p)}(\mathbf{r}) = \sum_{r=1}^{R} \sum_{n=1}^{N} \sum_{f=1}^{2} C_{nt}^{A_f} E_{nt}^{A_f}(\mathbf{r}).
\tag{14}
\]

From this expression and the knowledge of the element-to-element coupling, the active element patterns (AEPs) [13] of the array can be found as follows. When any of the probe ports are excited by a forward voltage wave, nonzero currents will result on all the probes of the array due to the coupling between the probes and hence all DRA elements are excited. In the case where the \( p \)th port is excited by a unit forward voltage wave, the corresponding current of the \( p \)th probe is

\[
I_{0}^{(p,p')} = \frac{V_p^+ - V_p^-}{Z_0}, \quad V_p^+ = \begin{cases}
1 \text{ V}, & \text{for } p = p' \\
0, & \text{otherwise}
\end{cases}
\tag{15}
\]

where \( V_p^- \) follow from (13a). Having calculated the currents on all probes, the corresponding AEPs can be established. For a unit forward voltage wave excitation of 1 V of the \( p \)th port, the resulting AEPs is

\[
\mathbf{E}_{AEP}^{(p)}(\mathbf{r}) = \sum_{p=1}^{RP} W_{p,p'} \mathbf{E}_0^{(p),far}(\mathbf{r})
\tag{16}
\]

where \( \mathbf{E}_0^{(p),far} \) is the far field corresponding to \( \mathbf{E}_0^{(p)} \) of (14) and \( W_{p,p'} = \frac{I_{0}^{(p,p')}}{I_{0}^{(p,p')}} \) are dimensionless weight factors.
The array patterns for specific beam scanning follow straightforwardly by applying suitable weights $W_p^+ (\theta_0, \phi_0)$ for the forward voltage waves exciting the ports, corresponding to the desired scan angles $(\theta_0, \phi_0)$. Thus the array far field is

$$E_{array}^{far}(\theta_0, \phi_0, r) = \sum_{p=1}^{RP} W_p^+ (\theta_0, \phi_0) E_{AES, p}(r).$$

**III. ANALYSIS OF DRA ELEMENTS**

The MAS model is now applied to the case of a single DRA element. The investigations presented here will concentrate on oblate hemispherical DRA elements, i.e., $w > 2h$. The elements are circularly polarized with $P = 4$ probes. The probe displacement $\rho_p$ from the center is chosen such that the probes are positioned as close as possible to the DRA edge and excite the fundamental broadside mode [1]. The probe displacement $\rho_p$ is the same for all probes but varies for different DRA designs. The probes are spaced equiangularly such that $\phi_p = \frac{\theta_p}{P-1}$ and ideal phase quadrature is imposed for the forward voltage waves of the ports, i.e., $V_{p, +} = -j V_{p, -}$. The frequency interval of interest is L-band around 1.6 GHz. Six different designs, denoted Design 0–5, are considered and are further described in Table I, where also the number of ASs on each auxiliary surface $N$ is given. For all the designs, the probe height $l$ has been selected such that $h_l = \frac{\pi}{2}$ at 1.6 GHz, and a probe radius of $\rho_0 = 0.5$ mm and element height of $h_c = 2$ cm are used throughout. Furthermore $\mu_r = 1$, and by varying $w$ and $\varepsilon_r$, the resonance frequency $f_{res}$, defined as $X_{res} = 0$, can be tuned. Investigations, which are not shown here, indicate that the input impedance of the DRA elements, and in particular the center element, is shifted to slightly higher frequencies when used in an array. For this reason, the single-element designs presented have values of $\varepsilon_r$ selected to obtain a resonance frequency somewhat lower than 1.6 GHz, as can also be seen from Table I.

In order to check the convergence of the solution, the relative changes $\Delta_Z^{S}(Q_n)$, $\Delta_Z^{S}(N_n)$ of the input impedance, resulting from an increase in the number of ISs and ASs, are calculated. $\Delta_Z^{S}(Q_n)$ is defined as

$$\Delta_Z^{S}(Q_n) = \frac{Z_{in}(Q_n) - Z_{in}(Q_n-1)}{Z_{in}(Q_n-1)},$$

where $N = 223$ is kept constant. For $\Delta Z^{S}(N_n)$, which is defined in a similar way, $Q = 51$ is kept constant. The results are shown in Fig. 3 for Design 1. As can be seen, the change quickly becomes very small indicating convergence. In the remaining investigations, $Q = 71$ is used throughout. As a further validation, the MAS model is compared with results obtained using SWE and CST-MS.

Design 0, with $w = 2h$, is the special case of a hemispherical DRA. The probe-fed hemispherical DRA has been widely described in the literature, and selected analytical solutions are reported in [1] and [2]. An analytical solution, based on a spherical wave expansion, has been derived here (see Appendix I), and this serves as an additional means for testing the proposed MAS model. In Fig. 4, the input impedance and directivity obtained for Design 0 are shown together with the corresponding SWE and CST-MS results. It is noted that the MAS probe model is employed for both the MAS and the SWE solutions but not for the CST-MS solution. In the CST-MS model, the probes are modelled more accurately with coaxial cable feed ports, which might not lead to the sinusoidal current distribution assumed in the MAS model. As can be seen the MAS and SWE results agree very well for both impedance and radiation results. This shows that the field both inside and outside the DRA is accurately recovered. When comparing the impedance results with the CST-MS solution, it is seen that the approximate probe model used in the SWE and MAS models introduces some inaccuracy. Thus the resonance frequency is about 2% higher and the resistance at resonance is about 20% lower than for CST-MS. In the case of Design 0, MAS yields a resistance of about 80 $\Omega$ while the CST-MS result is about 100 $\Omega$. For the radiation results, however, all three solutions agree well and the probe models have little impact on the result.

To calculate the impedance bandwidth, the DRA input ports are matched with identical lossless open-circuit single-stub (OCCS) matching networks as shown in Fig. 5. This matching network is designed to match the mean input reflection coefficient of the $P$ probe ports

$$\Gamma_{in,p}(f_0) = \frac{1}{P} \sum_{p=1}^{P} \Gamma_{in,p}(f_0)$$

where $\Gamma_{in,p}(f_0)$ is the input reflection coefficient, seen at the $p$th probe input port of the unmatched DRA element, and is calculated from (12a) for a chosen design frequency $f_0$. The

<table>
<thead>
<tr>
<th>Design</th>
<th>$h$ [mm]</th>
<th>$w$ [mm]</th>
<th>$\varepsilon_r$</th>
<th>$\rho_p$ [mm]</th>
<th>$l$ [mm]</th>
<th>$f_{res}$ [GHz]</th>
<th>BW [%]</th>
<th>$N$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>20</td>
<td>40</td>
<td>22</td>
<td>13</td>
<td>10.0</td>
<td>1.54</td>
<td>2.7</td>
<td>165</td>
</tr>
<tr>
<td>1</td>
<td>20</td>
<td>50</td>
<td>18</td>
<td>15</td>
<td>11.0</td>
<td>1.49</td>
<td>4.0</td>
<td>223</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>60</td>
<td>15</td>
<td>18</td>
<td>12.1</td>
<td>1.49</td>
<td>6.5</td>
<td>223</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>70</td>
<td>13</td>
<td>21</td>
<td>13.0</td>
<td>1.49</td>
<td>8.1</td>
<td>223</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>80</td>
<td>12</td>
<td>23</td>
<td>13.5</td>
<td>1.48</td>
<td>12.9</td>
<td>297</td>
</tr>
<tr>
<td>5</td>
<td>20</td>
<td>90</td>
<td>11</td>
<td>24</td>
<td>14.1</td>
<td>1.49</td>
<td>14.7</td>
<td>297</td>
</tr>
</tbody>
</table>

**Fig. 3.** Convergence of the input impedance for increasing $Q$ and $N$ for Design 1.
IV. ANALYSIS OF DRA ARRAYS

In this section, the MAS model is applied to a seven-element phased array where the identical elements are positioned in a hexagonal lattice and are separated by the distance \( d \), as shown in Fig. 8. The hexagonal lattice is advantageous compared to the rectangular lattice for phased array applications since wider element separations can be used before the scan angle dependent effects of grating lobes and impedance mismatch become too severe [13]. Also the hexagonal lattice improves the rotational symmetry of the radiation pattern compared to the rectangular one.

However, before applying the MAS model to the entire seven-element array, the MAS and CST MS results are compared for a simple two-element configuration. In this way, the MAS model can be validated for the case where more than one element is
Fig. 6. Impedance results for probe 1 of Designs 1, 3, and 5 for the MAS (thick lines) and CST-MS (thin lines) solutions. (a) Input resistance $R_{in1}$. (b) Input reactance $X_{in1}$. (c) Reflection coefficient $\Gamma_{in1}(f)$ after matching with the OCSS matching network designed with $f_0 = 1.5$ GHz.

present. With reference to Fig. 8, the investigated two-element configuration corresponds to the case where only elements 1 and 2 are present. The elements are displaced by $d = 9$ cm. In Fig. 9(a) and (b), the mutual impedances of port 1 (i.e., $p = 1$) in element 1 and ports 1, 2, and 3 in element 2 are shown as a function of frequency. In Fig. 9(c), the directivity resulting from an excitation of port 1 of element 2 is shown. Again it is seen that the radiation results are accurately recovered by the MAS model. However, due to the approximate probe model, the mutual impedances are somewhat lower than predicted by CST-MS.

To further validate the method, reference results from [22] of the mutual coupling between two single-probe hemispherical DRA elements is reproduced. The DRA elements have the parameters $w = 2h = 50.8$ mm, $e_r = 9.5$, $l = 6.5$ mm, $\rho_0 = 6.4$ mm, and $\rho_0 = 0.5$ mm. The measurements were performed at a frequency of 3.84 GHz. In Fig. 10, the MAS results are compared with the measured reference results. It is seen that the agreement is very good with only minor deviations in the E-plane for a separation of about one wavelength.

Having validated the MAS model, the analysis of the phased array is now resumed. The elements of the array are matched with OCSS matching networks, designed for $f_0 = 1.6$ GHz. The choice of which reflection coefficient to match is, however, less obvious for several reasons. First, the presence of neighboring elements has direct impact on the self- and mutual impedances of the probe ports. Secondly, the coupling between the elements causes scan-dependent variation in the input impedances. Lastly, the frequency dependence of the impedances should be considered.

In order to ensure that the employed matching network does not favor a specific scan direction, it has been chosen not to
Fig. 9. Results for two-element configuration calculated by MAS (thick lines) and CST-MS (thin lines). The double indexes refer to element number and probe number as indicated in Figs. 1 and 8. (a) Mutual resistance. (b) Mutual reactance. (c) Radiation pattern when port 1 of element 1 is excited.

Fig. 10. Mutual coupling in the $E$- and $H$-plane between two single-probe hemispherical DRA elements as a function of element separation $d$ in free-space wavelengths $\lambda_0$. The calculated MAS results are compared with measurements from [22].

Fig. 11. Resulting scan loss of the hemispheroidal DRA array when matched with the OCSS matching network. (a) Design 1. (b) Design 3.

include the element-to-element coupling when designing the matching network. Therefore $R$ mean reflection coefficients $\Gamma_{in,i}^E$ are calculated, one for each of the unmatched DRA elements, in the same way as in (19). These reflection coefficients vary somewhat from element to element, and therefore an average between the elements is used. Furthermore, the frequency variation is taken into account by averaging the $\Gamma_{in,i}^E$ over frequency. The OCSS matching networks for the array are thus designed to match the reflection coefficient

$$
\Gamma_{in}^A = \frac{1}{f_2 - f_1} \frac{1}{R} \int_{f_1}^{f_2} \sum_{i=1}^{R} \Gamma_{in,i}^E(f) df
$$

(22)

where $f_1 = 1.52$ GHz and $f_2 = 1.66$ GHz. In a manner similar to the single element case, the reflection coefficients $\Gamma_{in,i}(\theta_0, \phi_0, f)$ seen at the input port of the OCSS matching networks are calculated.

The definition of the scan loss used in this paper only includes the effects of impedance mismatch. Although the main beam directivity also varies with scan angle, this is not included in the scan loss but treated separately. The scan loss is thus defined as

$$
SL(\theta_0, \phi_0, f) = \frac{1}{1 - |\Gamma_{in}^A(\theta_0, \phi_0, f)|^2}
$$

(23)

where $|\Gamma_{in,i}^A(\theta_0, \phi_0, f)|^2$ is defined similar to (21), with $P$ being replaced with $RP$. Examples of the calculated scan loss are shown in Fig. 11 for a DRA array with Design 1 and 3 elements. The element separation is $d = 9$ cm in both cases, which equals $0.48\lambda_0$ at $f = 1.6$ GHz. The shown results are the worst case for all azimuthal scan angles $\phi_0$ as a function of $\theta_0$ and frequency.
The impact of the element bandwidth is evident since the broadband Design 3 has low scan loss for a larger frequency interval than the narrow-band Design 1. Also the impact of scanning the beam towards large \( \theta_0 \) angles is clear and the scan loss generally increases with \( \theta_0 \). For \( f = 1.6 \) GHz, the increase is from about 0.25 dB for \( \theta_0 \leq 25^\circ \) to about 1 dB for \( \theta_0 \approx 75^\circ \) for the two cases.

In Fig. 12, the variation of the scan loss and main beam directivity with scan angle is shown for Designs 1 and 3, the former with two different values of the element separation \( d = 7 \) cm (0.37\( \lambda_0 \) at \( f = 1.6 \) GHz) and \( d = 9 \) cm. The general tendency of increasing scan loss for increasing \( \theta_0 \) is seen in all cases, but the impact of the element separation is particularly noteworthy. For Design 1, with closely spaced elements, a relatively low scan loss is obtained for the two extreme frequencies 1.5 and 1.7 GHz, whereas significantly higher scan loss results for the larger separation. With respect to the main beam directivity, it is seen that it is more uniform with respect to scan angle for the smaller separation than for large. This illustrates the positive impact on both scan loss and directivity due to closely positioned elements. In the case of Design 3, the element width \( w = 7 \) cm precludes such close element separation and \( d = 9 \) cm is used. With respect to the main beam directivity, however, the large variation with \( \theta_0 \) persists and even deteriorates.

V. CONCLUSION

The method of auxiliary sources has been applied for the modelling and analysis of circularly polarized probe-fed hemispherical dielectric resonator antenna elements and phased arrays. The MAS solutions were compared with the simulation tool CST Microwave Studio, measured reference results, and in the case of a hemispherical DRA also with a spherical wave expansion solution. The agreement is excellent as far as the radiation results are concerned; however, the MAS probe model implies a slight deviation of about 2% in the obtained resonance frequencies and the resistances at resonance are about 20% smaller for MAS than the CST-MS results. For the SWE solution, where the same probe model is used, the impedance results agree excellently. This demonstrates that MAS can be used to effectively analyze even complicated antennas with high accuracy.

Investigations were carried out for different element designs where the DRA height was kept at 2 cm and the element width and permittivity were varied to maintain a resonance frequency somewhat below 1.6 GHz. The resulting impedance bandwidths ranged between 2.7% for the hemispherical case to 14.7% for a 9-cm-wide DRA.

Two designs were subsequently selected for use in a seven-element hexagonal phased array. The impact of the element impedance bandwidths and separation on the resulting scan loss and main beam directivity were investigated as a function of frequency and scan angles. As expected, the wide DRA elements yielded the lowest scan loss due to their inherently large bandwidth. It was, however, demonstrated that lowering the element separation, which is possible for the small elements, has a positive impact on the array bandwidth and serves to lower the scan loss. Furthermore, the main beam directivity was more uniform with respect to scan angle for the smaller element separation.

This analysis has been carried out assuming an infinite ground plane beneath the DRA. This limitation may, however, be overcome by including a finite ground plane in the MAS model as proposed in [26].

APPENDIX I

ANALYTICAL RESULTS FOR HEMISPHERICAL DRA

The hemispherical DRA on an infinite ground plane can be modelled as a dielectric sphere in free space with all current sources being augmented by appropriate image sources below the ground plane. For this dielectric sphere, the dyadic Green’s function \( G_E^r(r,r') \) for the electric field has been derived and can be expressed as an SWE. The electric field everywhere then follows from

\[
E(r) = \int_V G_E^r(r, r') \cdot J(r') \, dV' \tag{24}
\]

where \( J(r') \) is the current source inside the DRA including the image source. The dyadic Green’s function can be expressed as

\[
G_E^r(r,r') = k_0^2 Z_1 \sum_{s=1}^{2} \sum_{n=1}^{\infty} \sum_{m=-n}^{n} g_{strm}^E(r,r') \tag{25}
\]

where

\[
g_{strm}^E = (-1)^m \left[ F_{s-m,n}^{(4)}(k_1, r') + A_{str} F_{s-m,n}^{(1)}(k_1, r') \right] \times F_{strm}^{(1)}(k_0, r), \quad r < r' \tag{26a}
\]
\[ E_{\text{direct}}^{A}(r) = E_{0} e^{-jk_{0}r_{nm}} \left[ 2 \frac{1 - j}{k_{0}r_{nm}} \right] \nabla_{r} \left[ f_{1} \sin \theta_{nm} + f_{3} \cos \theta_{nm} \right] - \left[ j + \frac{1}{k_{0}r_{nm}} - \frac{j}{k_{0}r_{nm}^{2}} \right] \left[ \nabla_{r}^{\theta} (\cos \theta_{nm} f_{1} - f_{3} \sin \theta_{nm}) - f_{2} \nabla_{r}^{\phi} \right] \] (30a)

\[ H_{\text{direct}}^{A}(r) = j \frac{E_{0}}{Z_{0} k_{0}r_{nm}} \left[ 1 - \frac{j}{k_{0}r_{nm}} \right] \left[ \nabla_{r}^{\theta} \left( f_{3} \sin \theta_{nm} - f_{1} \cos \theta_{nm} \right) - \nabla_{r}^{\phi} f_{2} \right] \] (30b)

\[ g_{\text{sm}}^{E}(r) = (-1)^{m} \overline{A_{A_{s},m}(k_{1}, r')} \times \left[ A_{s}^{(1)} \overline{R_{\text{sm}}^{(1)}(k_{1}, r)} + \overline{R_{\text{sm}}^{(1)}(k_{1}, r)} \right], \quad a > r > r' \] (26b)

\[ g_{\text{sm}}^{E}(r) = (-1)^{m} B_{s}^{(1)} \overline{A_{s,n}(k_{1}, r')} F_{\text{sm}}^{(4)}(k_{0}, r), \quad r > a. \] (26c)

\( \overline{g}_{\text{sm}}^{(1,4)} \) are spherical vector wave functions, \( a \) is the radius of the dielectric sphere, and

\[ A_{s} = - \frac{1}{\Delta_{s}} \left[ R_{\text{sm}}^{(4)}(k_{1}a) R_{\text{sm}}^{(4)}(k_{0}a) - \frac{k_{1} \mu_{0}}{k_{0} \eta_{0}} R_{\text{sm}}^{(1)}(k_{1}a) R_{\text{sm}}^{(4)}(k_{0}a) \right] \] (27a)

\[ B_{s} = \frac{j(-1)^{s+1}}{\Delta_{s}} \] (27b)

\[ \Delta_{s} = R_{\text{sm}}^{(1)}(k_{1}a) R_{\text{sm}}^{(4)}(k_{0}a) - \frac{k_{1} \mu_{0}}{k_{0} \eta_{0}} R_{\text{sm}}^{(1)}(k_{1}a) R_{\text{sm}}^{(4)}(k_{0}a), \] (27c)

The functions \( \overline{g}_{\text{sm}}^{(1,4)} \) and \( R_{\text{sm}}^{(1,4)} \) used in (26a)–(26c) and (27a)–(27c) are all defined in [27]. In the case where EHD is used to model the probe currents, the integral in (24) simplifies to a summation.

**APPENDIX II**

**AUXILIARY SOURCE FIELDS AT TEST POINTS**

Presently, only the ASs on \( A \) are considered. The same principle applies for the ASs on \( D \). The unit vectors of the local coordinate systems of the \( n \)-th AS on \( A \) and the \( m \)-th TP are denoted by \( \hat{a}^{v}_{n}, \hat{a}^{\theta}_{n}, \hat{a}^{\phi}_{n} \) and \( \hat{b}^{v}_{m}, \hat{b}^{\theta}_{m}, \hat{b}^{\phi}_{m} \), respectively. Thus the two orthogonal Hertzian dipoles of the \( n \)-th AS coincide with \( \hat{a}^{v}_{n} \) for \( t = 1 \) in (5) and \( \hat{a}^{v}_{n} \) for \( t = 2 \). \( \hat{b}^{v}_{m} \) coincides with \( \hat{n}(b_{m}) \). In order to express the field from the \( n \)-th AS in terms of the coordinate system of the \( m \)-th TP, a rotated version of the \( n \)-th AS coordinate system is introduced. It is rotated through the Euler angles \( (\chi_{0}, \theta_{0}, \phi_{0}) \) [27] such that its rectangular unit vectors, denoted by \( (\mathbf{x}_{nm}, \mathbf{y}_{nm}, \mathbf{z}_{nm}) \), are parallel to \( (\hat{b}^{v}_{m}, \hat{b}^{\theta}_{m}, \hat{b}^{\phi}_{m}) \).

The corresponding spherical unit vectors are denoted by \( (\mathbf{v}_{nm}^{v}, \mathbf{v}_{nm}^{\theta}, \mathbf{v}_{nm}^{\phi}) \) and the position of the \( m \)-th TP, described in this coordinate system, is denoted by \( \mathbf{v}_{nm} \). Expressing the field in this coordinate system, the electric field from, e.g., the \( t \)-th Hertzian dipole of the \( n \)-th AS on the interior auxiliary surface \( A \), evaluated at the \( m \)-th TP \( b_{m} \), on \( B \) is

\[ \begin{bmatrix} \hat{b}^{v}_{m} \cdot \mathbf{E}^{A}_{nm}(b_{m}) \\ \hat{b}^{\theta}_{m} \cdot \mathbf{E}^{A}_{nm}(b_{m}) \\ \hat{b}^{\phi}_{m} \cdot \mathbf{E}^{A}_{nm}(b_{m}) \end{bmatrix} = \overline{T}(\theta_{nm}, \phi_{nm}) \begin{bmatrix} \mathbf{v}_{nm}^{v} \cdot \mathbf{E}^{A}_{nm}(b_{m}) \\ \mathbf{v}_{nm}^{\theta} \cdot \mathbf{E}^{A}_{nm}(b_{m}) \\ \mathbf{v}_{nm}^{\phi} \cdot \mathbf{E}^{A}_{nm}(b_{m}) \end{bmatrix} \] (28)

and similarly for the magnetic field. Here

\[ \overline{T}(\theta, \phi) = \begin{bmatrix} \sin \theta \cos \phi & \sin \theta \sin \phi & -\sin \phi \\ \cos \theta \cos \phi & \cos \theta \sin \phi & \cos \phi \\ \cos \phi & -\sin \phi & 0 \end{bmatrix} \] (29)

converts from spherical to rectangular coordinates. In the case where the ASs are chosen as EHD, the direct electric and magnetic fields are given by (30a) and (30b), shown at the top of the page, where \( E_{0} = 1 \, \text{V/m} \). For \( t = 1 \)

\[ f_{1} = \cos \theta_{0} \cos \phi_{0} \cos (\chi_{0} + \phi_{nm}) - \sin \phi_{0} \sin (\chi_{0} + \phi_{nm}) \] (30c)

\[ f_{2} = \sin \phi_{0} \cos (\chi_{0} + \phi_{nm}) + \cos \theta_{0} \cos \phi_{0} \sin (\chi_{0} + \phi_{nm}) \] (30d)

\[ f_{3} = \sin \theta_{0} \cos \phi_{0} \] (30e)

and for \( t = 2 \), \( \phi_{0} \) should be replaced with \( \phi_{0} - (\pi/2) \) in (30c)–(30e). The coordinates of \( \mathbf{v}_{nm} \) are given by

\[ x_{nm}^{v} = \hat{b}^{v}_{m} \cdot (b_{m} - a_{n}) \] (31a)

\[ y_{nm}^{v} = \hat{b}^{\theta}_{m} \cdot (b_{m} - a_{n}) \] (31b)

\[ z_{nm}^{v} = \hat{b}^{\phi}_{m} \cdot (b_{m} - a_{n}) \] (31c)

In the case where MHDs are used as ASs, the corresponding fields can be found by application of the duality principle. The direct field from (30a)–(30b) should be augmented by the field from the image source beneath the infinite ground plane. This image source field can be calculated in the same way as the direct field by using the image procedure:

\[ a_{n}^{i} = a_{n} - 2 \hat{z} \cdot a_{n} \] (32a)

where \( \hat{z} \) is perpendicular to the infinite ground plane, and local unit vectors

\[ (\hat{a}^{x}_{n}, \hat{a}^{y}_{n}, \hat{a}^{z}_{n}) = \alpha (\hat{a}^{x}_{n}, \hat{a}^{y}_{n}, \hat{a}^{z}_{n}) \] (32b)
where $\alpha = 1$ and $\alpha = -1$ should be chosen for the EHD and MHD ASs, respectively, in order to be in accordance with the $\mp$ of (6). For the ASs on the exterior auxiliary surface $D$, the $k_0$ and $Z_0$ in (30a) and (30b) should be replaced by $k_3$ and $Z_3$.
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