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A. Laloue1 , P. Schaeffer1, M.‐I. Pujol1 , P. Veillard1, O. Andersen2 , D. Sandwell3 ,
A. Delepoulle1, G. Dibarboure4 , and Y. Faugère4

1Collecte Localisation Satellites, Ramonville‐Saint‐Agne, France, 2National Space Institute, Technical University of
Denmark Space, Lyngby, Denmark, 3Scripps Institution of Oceanography, University of California San Diego, La Jolla,
CA, USA, 4Centre National Etudes Spatiales, Toulouse, France

Abstract In this paper, we compute a new hybrid mean sea surface (MSS) model by merging three recent
models, CNES_CLS22, SCRIPPS_CLS22, and DTU21, and taking advantage of their respective features. The
errors associated with these models were assessed using sea level anomalies for wavelengths ranging from 15 to
100 km from Sentinel‐3A (S3A), SWOT KaRIn during its calibration phase and ICESat‐2 in the Arctic ice‐
covered regions. The variance of the error associated with this new Hybrid23 MSS is estimated at
0.15 ± 0.04 cm2 with S3A. The greatest improvements observed on S3A sea level anomalies are mainly located
in coastal regions and along geodetic structures: on average, the error is reduced by 23% within 200 km along the
coast and by 35% in the Indonesian region compared with SCRIPPS_CLS22. Despite these improvements, the
MSS error still impacts significantly sea level anomalies computed from altimetry: it explains 15% and 18% of
the S3A and SWOT KaRIn respective global variance. It becomes predominant (>30%) if we consider the
shorter wavelengths ([15, 30 km]). CNES_CLS15 (Pujol et al., 2018, https://doi.org/10.1029/2017jc013503),
older, explains up to 88% of the variance of SWOT KaRIn at these wavelengths. MSS errors have become a
major limiting factor to the accuracy of sea level anomalies, and hybridization even adds sub‐mesoscale errors.
SCRIPPS_CLS22 and DTU21 also remain better in certain regions of the North Atlantic above 60°N and in
Arctic coastal areas. Finally, many efforts are still required to develop the MSS to a new level of precision,
which we could soon achieve with SWOT KaRIn during the scientific phase.

Plain Language Summary A new hybrid model of mean sea surface level has been generated by
combining three other recent models: CNES_CLS22, SCRIPPS_CLS22, and DTU21. This model is presented
in this paper and its mesoscale errors are evaluated using sea level anomalies measured by the Sentinel‐3A,
SWOT KaRIn during its calibration phase and ICESat‐2 satellites. Above all, the model reduces the error in
coastal areas and along geodetic structures: the error is reduced by 23% within 200 km along the coast and by
35% in the Indonesian region compared with the SCRIPPS_CLS22 model, which has so far been evaluated as
the best‐performing model on a global scale. The mean sea surface is improved by 5.7% for latitudes above
80°N, excluding the coast, compared with the DTU21 model. Despite these improvements, the MSS error is still
predominant in the oceanic signal, and even more so in the signal measured by SWOT KaRIn. It explains 15%
and 18% of the Sentinel‐3A and SWOT KaRIn respective variance of sea level anomalies, and largely exceeds
30% at the shortest wavelengths ([15, 30 km]). A great deal of work is therefore still required to develop a model
as precise as the data of sea level anomalies collected by SWOT KaRIn.

1. Introduction and Context
Since the early 1990s, satellite radar altimeters like ERS‐1 (1991) & Topex/Poseidon (1992) have provided one‐
dimensional accurate measurements of the ocean sea surface height (SSH). However, as mentioned by Dibar-
boure and Escudier (2017) or Le Traon et al. (2015), most oceanographers work with sea level anomaly (SLA) or
sea surface height anomaly (SSHA) products (see Pujol et al., 2016), which require the calculation of a reference
topography such as the mean sea surface (MSS) with a model. Therefore, these MSS models contribute signif-
icantly to the uncertainties in the SLA or SSHA.

Furthermore, as recent altimeter instruments have become ever more accurate and have been able to resolve ever
smaller mesoscale features (e.g., Dufau et al., 2016), Pujol et al. (2018) have shown that the residual error
contained in MSS can be potentially a limiting factor. Indeed, Pujol et al. (2018) have assessed the MSS errors and
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proved that they still have a substantial impact for wavelengths ranging from 30 to 100 km (approximately 30% of
the global variance of SLA measured by S3A with CNES_CLS15 and DTU15 MSS models).

Surface Water and Ocean Topography (SWOT) is a joint mission between the Centre National d’Etudes Spatiales
(CNES) and the National Aeronautics and Space Administration (NASA), with contributions from the Canadian
Space Agency and the UK Space Agency. The new altimetric SWOT satellite was launched in December 2022,
and successfully commissioned in March 2023 in a 1‐day exact repeat orbit for a 4‐month calibration phase (Fu
et al., 2012). In July 2023, the satellite was finally placed into a 21‐day orbit for the science phase. Since then,
NASA and CNES have operated the mission and ocean product generation. SWOT embarks a Ka‐band Radar
Interferometer or KaRIn, to observe ocean dynamics at mesoscale and sub‐mesoscale down to 15–30 km. This
technology provides 2 swaths 50 km wide with a sparce resolution of 2 × 2 km, and a higher resolution of
250 × 250 m (Fu & Ubelmann, 2014) and yields major improvements with respect to classic nadir altimetric
satellites, which only provide one‐dimensional data and can measure oceanic structures down to ∼65 km at mid‐
latitudes (Dufau et al., 2016; Vergara et al., 2019).

During the calibration phase, SWOT exceeded expectations and demonstrated an even lower noise level than
predicted (Fu et al., 2024). The relative MSS error could then contribute even more to the error made on the SSHA
computed from SWOT data. This makes it all the more important to quantify this error and have an increasingly
accurate MSS. This issue was already raised before the launch of SWOT and was considered as important for
SWOT as it was for Sentinel‐3A (S3A), if not more so (Dibarboure & Pujol, 2019; Rodriguez et al., 2017).

In this context, we developed the new Hybrid23 MSS model by merging recent MSS models which are considered
as the most precise according to Schaeffer et al. (2022): the SCRIPPS_CLS22 (Sandwell, 2024), the
CNES_CLS22 (Schaeffer et al., 2022, 2023) and the DTU21 (Andersen, 2022; Andersen et al., 2023) MSS
models. This model was created to take advantage of the best properties of each MSS model based on several
validations established by Schaeffer et al. (2022).

The goal of this paper is twofold. First, it gives an overview of the new 2023 hybrid MSS and of the recent MSS
models used in its construction. Second, this paper gives an overview of the MSS errors assessed for Sentinel‐3A
data and for SWOT KaRIn data during its 1‐day orbit phase using the error assessment methodology defined by
Pujol et al. (2018) and by Dibarboure and Pujol (2019).

This paper is organized as follows: Section 2 describes the data and recalls the methods used to assess MSS errors,
Section 3 introduces the recent MSS models on which the new model is based, Section 4 explains the method-
ology used to merge these MSS models into a hybrid model, Section 5 reports the performances and the main
improvements in regions with strong MSS gradients, Section 6 discusses the defects of the new MSS and future
MSS models derived from SWOT measurements.

2. Altimeter Data and MSS Error Assessment Methodology
As defined by Dibarboure and Pujol (2019), the errors of the mean sea surface model are a combination of errors
of omission—insufficient along‐track resolution resulting in a lack of oceanic content in the MSS model—and
errors of commission—observations errors which are reflected in the MSS model. Throughout the paper, MSS
errors are assessed and analyzed over the entire globe using Sentinel‐3A data first, then along SWOT swaths using
KaRIn data. Sentinel‐3A (S3A) is a satellite featuring a delay‐Doppler mode altimeter with a full resolution of
20 Hz. It was launched in February 2016 using the long‐term operational Earth observation program Copernicus
(Donlon et al., 2012). In this paper, we use the same S3A data as presented by Pujol et al. (2018) to estimate the
errors of the CNES_CLS15 and the DTU15 MSS models and by Dibarboure and Pujol (2019) to validate the
hybrid mean profile based on 18 months of S3A data. They were derived from the CNES S3 processing prototype
(S3PP v1.2) used to support the mission’s commissioning phase. The Sentinel‐3 altimeter is processed with low‐
resolution with range migration correction (LR‐RMC) techniques (Moreau et al., 2021). The contribution of SAR
measurements, such as available on S3A, to the observation of coastal signals was discussed by Vignudelli
et al. (2019). Despite the new processing, the sea level measurement has a noise level of about 4.5 cm rms for the
20 Hz sampling rate (Moreau et al., 2021), that is, much higher than the signal of interest at short wavelengths
(0.22 cm rms at wavelengths below 20 km), making the measurement noise the dominant signal at these
wavelengths. On the contrary, SWOT KaRIn data exhibit an extremely low noise level, with about 0.4 cm rms for
the 2 × 2 km posting rate (Fu et al., 2024), making the MSS error a limiting factor for these measurements. We
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also use in this paper the SWOT KaRIn data from level 3 calibrated and edited SSHAs from the v0.3 reprocessing
of the calibration phase. The SWOT_L3_SSH_Expert_0.3 product, derived from the level 2 SWOT KaRIn Low‐
Rate ocean data products (NASA/JPL and CNES), is produced and made freely available by AVISO and DUACS
teams as part of the DESMOS Science team project (more information on https://doi.org/10.24400/527896/A01‐
2023.018 and in Dibarboure et al. (2024)).

MSS errors were assessed along S3A tracks using the method originally described by Pujol et al. (2018) and
recalled by Dibarboure and Pujol (2019). In this method, the MSS error is assumed to be the constant error above
15 km. In essence, this method uses the difference between SSHAs of the same ground‐track position observed
with a time‐lag of many months to infer the Power Spectral Density (PSD) of the true SSHA (plus the instrumental
noise, without MSS error), which is possible because both SSHAs are decorrelated and the MSS errors cancel one
another out. By subtracting the PSD of the true SSHA (+instrumental noise) from the PSD of the sum of SSHAs,
the PSD of the MSS error can then be estimated. In this paper, we focus on the variance of the MSS error and on
the relative error, defined as a percentage of the variance of the noise‐free true SSHA relative to the mission (S3A
or SWOT) used as reference. All results focus on the wavelength band ranging from 15 to 100 km.

Each PSD was estimated over a 500 km data segment along the satellite track. To avoid outliers, only PSD
contained between the 1st and 99th percentile for all wavelengths were retained. On top of these error spectra,
MSS error variance maps, computed from band‐pass filtered SSHAs, provide a geographical distribution of the
error. All results focus on the wavelength band ranging from 15 to 100 km, as scales smaller than 15 km are
usually dominated by instrument noise and scales larger than 100 km by large mesoscale variability (Dufau
et al., 2016; Pujol et al., 2018).

In Section 5, we use S3A cycles 4 (May 2016) and 11 (November 2016) which are separated by 6 months to de‐
correlate the SSHAs as much as possible, as required in the MSS error assessment method above. This 6‐month
lag was chosen because it is long enough to neglect the mesoscale covariance, it ensures that our results are not
biased toward specific dynamics, and it minimizes the correlation of internal tides (this time interval coincides
with an aliased phase rotation of ∼π/2 for the M2 tidal constituent and the S3A orbit, as explained in Dibarboure
and Pujol (2019)).

In contrast to nadir altimeters such as S3A, SWOT's KaRIn swath is two‐dimensional, and the initial methodology
could not be applied as it stood. MSS errors were then estimated along the SWOT track by considering each
along‐track of the KaRIn swath separately. In addition, during the calibration phase, the 1‐day orbit is repeated
exactly, so several pairs of collocated cycles are available, thus enabling us to average and consolidate all our
results. The pairs of cycle numbers selected, separated by approximately 66 days between May and July 2023, are
as follows: (SWOT cycle number 1 = 499, SWOT cycle number 2 = 565), (500,566), (501,567), (502,568),
(503,569), (504,570), (505,571), (506,572), (507,573), (508,574), (509,575), (510,576). As for S3A, this time
interval was chosen to best de‐correlate the cycles despite the short duration of the calibration phase.

In the Arctic ice‐covered region, the ICESat‐2 laser altimetry observations within leads (fractures in the ice) are
used as independent data for validation like in Schaeffer et al. (2023). A first validation of the sea surface height
anomalies observed by ICESat‐2 within leads was led by Bagnardi et al. (2021). The sea surface height data
comes from the middle strong beam 2R from the ATL07 v5 product (Kwok et al., 2021). The product corrections
were changed, when possible, to match the radar‐altimeter corrections (more details on the correction in Schaeffer
et al. (2023)) and the ICESat‐2 SSHA is referenced to the CNES_CLS22 MSS and DTU21 MSS. The variance of
SSHA using the two MSS are compared in boxes of 50 km.

3. Recent MSS Models: Presentation and Performances
In this section, we introduce the recent MSS models which were merged into the new hybrid model and, we
explain their respective methodology, characteristics and performances which led the choices behind the
computation of the hybrid model.

3.1. MSS Presentation

The three MSS models used here result from one optimal interpolation, but the strategies applied differ. They
were all calculated globally on a Cartesian grid with a resolution step of 1 min and with the same reference period
[1993–2012].
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3.1.1. CNES_CLS22 MSS

The CNES_CLS22 mean sea surface has been computed using a 29‐year [1993–2021] period of altimetric data
(Schaeffer et al., 2023). This determination aimed to take better account of interannual and seasonal ocean
variability and improve the mapping of the shortest wavelengths in the static part of the MSS. Usually, the mean
profiles from exact repeat missions that provide the most accurate estimate of the oceanic mean content are used.
Compared to the previous CNES_CLS15 MSS, determined only from data sampled at 1 Hz, this version includes
a new high‐resolution data set from CryoSat‐2 and SARAL, sampled at 20 and 40 Hz, respectively. All sea surface
heights were processed using altimeter standards and corrections corresponding to the DT‐2021 version described
in Lievin et al. (2020). A slope effect described in detail by Sandwell and Smith (2014) was also applied. The
correction for ocean variability, detailed in Schaeffer et al. (2022), was based on the DUACS Delayed Time‐2018
(Taburet et al., 2019) version of the gridded SSHA over the defined reference period. Particular attention was paid
to improving this MSS in the Arctic region by using an optimal combination of conventional sea surface height
and sea‐ice leads (linear fractures) on open ice areas.

The mapping method implemented is based on optimal interpolation (Bretherton et al., 1976), which allows us to
consider different types of noise, such as altimetric instrumental noise or residual bias along‐track. Most
importantly, it allows us to introduce residual noise from the omission error of seasonal and interannual ocean
variability, particularly for wavelengths below 150 km, which are not fully estimated in the currently available
DUACS gridded product.

3.1.2. SCRIPPS_CLS22 MSS

The SCRIPPS_CLS22 mean sea surface is an update to the CNES_CLS22 mean sea surface to enhance the
resolution at short wavelengths using along‐track sea surface slopes derived from 30 years of retracked altimeter
data (Sandwell et al., 2021). The approach uses a biharmonic spline in tension (Wessel & Bercovici, 1998) to
combine the SIO (Scripps Institution of Oceanography) slope data with the CNES_CLS22 height data extracted
from the grid. The updated grid has small differences from the original grid with a mean difference of − 0.1 mm
and standard deviation of 5.4 mm. Most of the improvements are at wavelengths shorter than 60 km. A more
complete description of the construction is provided in a Scripps Technical Report (Sandwell, 2024).

3.1.3. DTU21 MSS

The DTU21 mean sea surface is detailed in Andersen et al. (2023). The mean sea surface has been derived using
re‐tracked satellite altimetry for the [1993–2021] period. The DTU21 MSS was developed with two focuses. The
first is to enhance the short wavelength MSS signal using 2‐Hz satellite altimetry, and the second is to enhance
Polar Regions.

The short wavelength was retained in DTU21 MSS using double‐retracked 20‐Hz sea surface height data using
the Parks‐McClellan filter to derive a 2‐Hz sea surface height anomaly (Andersen et al., 2023). This filter has a
clear advantage over the 1 Hz boxcar filter used for older DTU models in enhancing the MSS in the 10–40 km
wavelength band. The Polar Regions were largely based on CryoSat‐2 SAR and SARin mode retracked using the
SAMOSA+ physical retracking (Dinardo et al., 2018). SAMOSA+ adapts the SAMOSA retracking model (Ray
et al., 2015) to operate over sea‐ice leads. Using a physical retracker can consistently determine the sea state bias,
which can reach 10 cm in the Southern Ocean. By correcting for its effect, we also ensure that the SAR and SARin
data are compatible with the physical retracker used for conventional Low‐Resolution Mode data used elsewhere
for CryoSat‐2 and other satellites.

The DTU21 MSS is the only MSS in the hybridization that has not been corrected for the slope effect described by
Sandwell and Smith (2014). Omitting the slope correction makes this MSS less accurate over large bathymetry
features compared to SWOT and S3A data.

3.2. MSS Performance

The variance of MSS errors was first estimated globally to measure the improvements between the recent MSS
models. Figure 1 illustrates these global‐scale MSS errors estimated along S3A tracks, and along SWOT KaRIn
swaths between 10 and 100 km wavelength. The thick colored lines show the PSD of the measured SSHA (i.e.,
including the MSS error) using five MSS models: CNES_CLS15, DTU21, CNES_CLS22, SCRIPPS_CLS22,
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and Hybrid23. The thick black line is the PSD of the true SSHA signal plus the instrumental noise (no more MSS
error). The MSS error is static, and it was canceled out in the difference before the black PSD was computed.
Lastly, the thin‐colored lines correspond to the PSD of the MSS error inferred from the difference between thick‐
colored lines and black lines. PSD are averaged at each wavelength.

As one can see from the PSD of the SSHA in Figure 1, the noise level on SWOT KaRIn is much lower than on
S3A, this is why it is not clearly visible on the figure, unlike S3A. While scales smaller than 15 km are dominated
by the 20 Hz noise floor for S3A, the SWOT KaRIn should make it possible to estimate MSS errors at shorter
wavelengths than before (<15 km). Nevertheless, the variance of errors, presented in Table 1, was estimated for
each model by integrating the PSD of the MSS error between 15 and 100 km wavelength for consistency. The
variance of the “noise‐free” true SSHA was calculated by integrating, over the same range of wavelengths, the
PSD of the true SSHA from which we removed a noise plateau, characteristic of white noise, fitted for wave-
lengths below 15 km for S3A and 5 km for SWOT KaRIn.

Figure 1. Mean PSD of the true SSHA signal + instrumental noise (thick black line), SSHA signal including the MSS error (thick color lines), MSS errors (thin color
lines). SSHA computed using the Hybrid23 MSS (purple lines), the SCRIPPS_CLS22 MSS (green lines), the CNES_CLS22 MSS (orange lines), the CNES_CLS15
MSS (red lines), the DTU21 MSS (blue lines) along (a) Sentinel‐3A tracks and (b) SWOT KaRIn tracks.

Table 1
MSS Errors (cm2) and Relative MSS Errors (Expressed as a Percentage of the Variance of “Noise‐Free” True SSHA)
Estimated Between 15 and 100 km Wavelength Along Sentinel‐3A Tracks and SWOT KaRIn Tracks

MSS

Sentinel‐3A SWOT KaRIn

MSS error (cm2) % of SSHA variancea MSS error (cm2) % of SSHA variancea

CNES_CLS15 0.31 ± 0.05 31 0.48 ± 0.02 38

DTU21 0.25 ± 0.04 25 0.36–0.05/ + 0.08 28

CNES_CLS22 0.18 ± 0.04 19 0.32 ± 0.02 25

SCRIPPS_CLS22 0.15 ± 0.04 16 0.24 ± 0.02 19

Hybrid23 0.15 ± 0.04 15 0.23 ± 0.02 18

Note. Uncertainty is given at 99% confidence level. aVariance of “noise‐free” true SSHA evaluated at 0.99 ± 0.09 cm2 for
S3A and 1.33 ± 0.33 cm2 for SWOT KaRIn.
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As can be seen in Table 1, the MSS errors calculated with SWOT are different from those calculated with S3A:
they are all larger. The variance of the noise‐free true SSHA assessed on the S3A data is also lower than that
assessed on the SWOT data, respectively 0.99 ± 0.09 cm2 and 1.33 ± 0.33 cm2. These differences between S3A
and SWOT can be explained first by their different spatial coverage. SWOT has poor spatial coverage during its
calibration, but covers regions never observed by S3A, where MSS errors may be greater than those observed by
S3A. SWOT pixels also average smaller areas than S3A, so the error may be less smoothed. Similarly, the noise
level in S3A, which is much higher than in SWOT, limits the contribution of MSS to SSHA at short wavelengths.
Finally, the short duration of the SWOT calibration phase does not provide the optimum conditions required for
applying the MSS error assessment method. It is estimated that around 5%–6% of the variance in the noise‐free
true SSHA of SWOT can be explained by the spatial coverage and season of the calibration phase. The major
difference, therefore, seems to lie in the noise floor and the requirements of the MSS error assessment method.
More details on the limitations of this comparison are given in Section 5.5.

3.2.1. CNES_CLS22 MSS

The CNES_CLS22 MSS contains the least residual ocean variability and is the most precise in coastal areas. The
CNES_CLS22 MSS is associated with an MSS error variance of 0.18 cm2 for the S3A data and 0.32 cm2 for the
SWOT data (see Table 1). The MSS error already accounted for 19% of the SSHA variance in the S3A data and
now reaches 25% of the SSHA variance in the SWOT KaRIn data, thus representing a considerable part of the
measured signal. As Dibarboure et al. already suspected in 2019, the MSS error has become a limiting factor in
using SSHA data from SWOT to achieve sub‐centimeter accuracies. It also appears clearly in Figure 1 that the
variance of the MSS error reaches the variance of the SSHA signal at short wavelengths (about 15 km for the MSS
CNES_CLS22).

The overall geographical distribution for S3A of MSS errors associated with the CNES_CLS22 model is
compared with that of the SCRIPPS_CLS22 model. Figure 2 shows that, on average, the CNES_CLS22 model

Figure 2. Differences between the variance of errors estimated for the CNES_CLS22 MSS and the SCRIPPS_CLS22 MSS for wavelengths ranging from 15 to 100 km
along S3A tracks and in 2° × 2° boxes. A positive value (red) means that the variance observed for the SCRIPPS_CLS22 MSS is lower than the one observed for the
CNES_CLS22 MSS. And vice versa, a negative value (blue) means that the variance observed for the CNES_CLS22 MSS is lower than the one observed for the
SCRIPPS_CLS22 MSS.
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has a lower variance of MSS error than the SCRIPPS_CLS22 model along the coast, over oceanic ridges, and in
regions with complex bathymetric and topographic structures such as in the Indonesian region. In those regions,
the CNES_CLS22 MSS has the lowest error PSD for long mesoscale wavelengths (>50 km) (see Figure 13 in
Section 5.3). Between 0 and 200 km from the coast, CNES_CLS22 has an average error of 0.12 cm2 for S3A, that
is, 0.04 cm2 less than SCRIPPS_CLS22, and an average error of 0.40 cm2 in the Indonesian region 15°S–15°N/
90°E–170°E, that is, 0.23 cm2 less than SCRIPPS_CLS22.

This analysis is confirmed by Figure 3, which shows the standard deviation of the sea level anomaly as a function
of distance from the coast for all the MSS models. The CNES_CLS22 is the best MSS to the coast, in fact it
minimizes the standard deviation of SSHA among the three recent MSS models (CNES_CLS22,
SCRIPPS_CLS22, DTU21). The results associated with the Hybrid 2023 MSS will be discussed in Section 5.

However, this MSS also has a higher variance of error than SCRIPPS_CLS22 in the open ocean (0.17 cm2, i.e.,
0.01 cm2 more on average) and in some mesoscale‐active regions which are also affected by complex bathymetry
such as in the Gulf Stream and in the Agulhas Current (0.54 cm2, i.e. 0.21 cm2 more on average) (see Figure 2). In
these specific regions, the spatial variance of the short wavelengths of the MSS (<50 km) is predominant
compared with that of the residual oceanic variability. However, the CNES_CLS22 MSS has a greater error PSD
at these wavelengths than the SCRIPPS_CLS22 MSS, which explains the increased variance of MSS error (see
also Figure 13, Section 5.3).

3.2.2. SCRIPPS_CLS22 MSS

The SCRIPPS_CLS22 MSS is the one that performs best on the global scale and in the open ocean. The
SCRIPPS_CLS22 model is associated with the lowest error PSD on a global scale and displays an MSS error

Figure 3. Standard deviation of the differences between S3A and various MSS models depending on the distance to the coast.
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variance of 0.15 and 0.24 cm2 for S3A and SWOT KaRIn, respectively (see Table 1 and Figure 1). The
SCRIPPS_CLS22 MSS error accounts for 16% and 19% of the SSHA variance in the S3A and SWOT KaRIn data,
respectively. However, these statistics do not include the Arctic Ocean. Indeed, the SCRIPPS_CLS22 MSS does
not cover the ice‐covered Arctic region.

As mentioned previously, in complex gravimetric structures and active oceanographic regions (Gulf Stream,
Agulhas, Kuroshio) SCRIPPS_CLS22 performs better at short mesoscale wavelengths (<50 km) than the
CNES_CLS22 model (see also Figure 13, Section 5.3).

3.2.3. DTU21 MSS

The DTU21 MSS has an MSS error variance of 0.25 and 0.36 cm2 globally for S3A and SWOT, respectively,
corresponding to 25% and 28% of their respective SSHA variance. The uncertainty in the mean MSS error of the
DTU21 model is greater than that of the other models. Unlike the other MSS, the distribution of the average error
of the DTU21 MSS is not Gaussian because it is affected by very large local errors.

As shown in Figure 4, these large errors are mainly located in mesoscale active oceanographic regions such as in
the Kuroshio, the Gulf Stream, and the Agulhas Current, as well as in certain complex coastal areas, suggesting
that the DTU21 MSS may be dominated by the residual oceanic variability and by omission errors.

In Schaeffer et al., 2023, independent ICESat‐2 laser altimetry data was used to compare the CNES_CLS22 MSS
and the DTU15 MSS in the Arctic ice‐covered region. It was noted that the DTU15 MSS is associated with a
variance of sea level anomaly smaller than the CNES_CLS22 MSS at short wavelengths along the coast in the
Arctic Ocean, especially in the Canadian Arctic Archipelago. Equivalent results were obtained with DTU21 MSS
instead of DTU15 MSS; the DTU21 MSS reduces the variance of sea level anomaly in most of the Arctic Ocean
compared to the CNES_CLS22 MSS (Figure 5).

Figure 4. Differences between the variance of errors estimated for the DTU21 MSS and the CNES_CLS22 MSS for wavelengths ranging from 15 to 100 km along S3A
tracks and in 2° × 2° boxes. A positive value (red) means that the variance observed for the DTU21 MSS is higher than that observed for the CNES_CLS22 MSS.
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The study was repeated in the Southern Ocean, see Figure 5. Overall, the DTU21 MSS has similar S3A SSHA
variance than the CNES_CLS22 MSS, but it is locally much more accurate in the Weddell Sea near the coast
around 60°W.

Finally, the DTU21 MSS is the one that best represents the coastal areas of the Arctic Ocean and, combined with
the CNES_CLS22 MSS, best represents the whole of the Arctic and Southern Oceans.

4. Computation of the 2023 Hybrid MSS Model
The Hybrid23 MSS has been determined using a combination of recent models considered as the most precise: the
SCRIPPS_CLS22, CNES_CLS22, and DTU21 MSS models. The aim was to generate a combined MSS, taking
advantage of the best properties of each model while respecting three constraints.

The first requirement was implementing a hybridization method that fulfilled the SWOT accuracy specification of
1 cm/2 km (JPL‐D61923, 2018). The other two aspects were obtaining the best possible mapping of the shortest
wavelengths down to about 10 km to validate the SWOT swath and trending to the optimum static part of the MSS
suitable for use in computing maps of ocean variability (Map of SLA, MSLA).

The hybrid MSS was determined in two phases. The first one combines the SCRIPPS_CLS22 and the
CNES_CLS22 MSS for latitudes between 80°S and 80°N, and the second phase combines DTU21MSS with the
result of this first phase in polar regions.

4.1. The Principle of the Hybridization

The strategy involved was based on the results of spectral analyses obtained from S3A and on comparisons of
direct differences between the grids of these three MSS models. Considering the results of the spectral analyses
based on S3A and discussed in the previous section we can see that the error of SCRIPSS_CLS22 is globally
lowest for wavelengths shorter than 100 km (Figure 1a and Table 1). This means that, statistically, this solution
provides the best resolution of the finest topographic structures. On the other hand, the map of the difference of the
variance between CNES_CLS22 and SCRIPPS_CLS22 (Figure 2) and the standard deviation of SSHA near the
coast (Figure 3) show that CNES_CLS22 is generally more accurate near the coast.

Figure 5. Differences in variance of sea surface height anomalies calculated from the CNES_CLS22 MSS and the DTU21 MSS in 50‐km boxes. (a) In the Arctic ice‐
covered region using ICESat‐2 data and (b) in the Southern Ocean ice‐covered region using S3A data. A negative value (blue) means that the precision of CNES_CLS22
MSS is better, and a positive value (red) shows where the DTU21 MSS is more precise.
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Furthermore, if we consider the differences between these MSS, they highlight a difference in interannual oceanic
content between DTU21 and the other two MSS that can exceed 5 cm in amplitude for areas of strong oceanic
variability such as the Gulf Stream, the Kuroshio, and the Agulhas Currents (Figure 6). The difference is also
significant for the Arctic region, and this aspect will be discussed further in the section dedicated to it. The
statistics of differences between these three MSS models (Table 2) show that the averages of the differences,
which are less than 1 mm, are very low, implying that these three MSSs are consistent regarding sea level rise.
However, only the standard deviation of the differences between SCRIPPS_CLS22 and CNES_CLS22 is less
than 1 cm, which is one of the criteria mentioned to use the hybrid MSS for analyzing the short wavelengths
content of SWOT swaths.

These results have led to an initial choice, which statistically favors using the SCRIPPS_CLS22 in the open ocean
and the CNES_CLS22 near the coast. Nevertheless, when looking locally at the difference between these two
MSS, it appears that there are significant differences that can exceed more than 3 cm for areas of high oceanic
variability, as illustrated by the two examples in the region of the Gulf Stream (Figure 7, left top) and the Kuroshio
currents (Figure 7, right top). Assuming that the CNES_CLS22 MSS is the best corrected for ocean variability, it
may, therefore, be appropriate to replace the SCRIPPS_CLS22 with the CNES_CLS22 for these areas of strong
variability, particularly if the hybrid MSS will also be used to produce maps of sea surface height anomaly. One
can note that this residual effect mainly affects areas smaller than 50 km, which is why this effect is smoothed out
on the variance difference maps (Figures 2 and 4), which are calculated in 2° × 2° square boxes.

4.2. The Implementation of the Hybridization Method

In the previous section, we have seen that hybridization must satisfy several statistical conditions, which are met
when the difference between two MSSs exceeds specific thresholds. A simple way to determine these areas where
hybridization is required consists of using the Root Mean Square (RMS) of the difference between two MSS.
After several tests, we converged on different criteria that served as the basis for developing an algorithm to detect
grid points where one MSS should be replaced by another. In practice, this RMS of the difference between two
MSS is calculated at all points of the grid but using neighboring grid points selected in a zone with a radius of
10 km. This is only done if the difference between the two MSS is greater than 1 cm. Then, the grid point
corresponding to this RMS is recorded if its value exceeds 1.5 cm and at least 30% of the points in the 10‐km‐
radius zones have a difference greater than 1 cm (e.g., SWOT specification). Then to provide a smooth transi-
tion from one MSS to another, a border band with a thickness of 3 pixels is added which corresponds to an over‐
band for which the RMS is less than 1.5 cm. The final step of this process was to apply a low‐pass Gaussian filter

with a cut‐off at 50 km to avoid taking into account areas that are too small
and which, in the open ocean, do not correspond to regions of high oceanic
variability or to structures refined by SCRIPPS_CLS22.

The different phases of the hybridization process are mapped in Figure 7, for
the Gulf Stream (left) and Kuroshio (right) areas. The two maps at the top
show the difference between SCRIPPS_CLS22 and CNES_CLS22 MSS,
where the residual effect of ocean variability that can exceed amplitudes of
3 cm is visible. The middle maps illustrate the result obtained by the algo-
rithm, where small structures that may correspond to static parts of MSS that

Figure 6. Maps of differences between DTU21, CNES_CLS22, and SCRIPPS_CLS22 MSS.

Table 2
Statistics of the Difference Between MSS Grids

Difference (cm) Mean Std

SCRIPPS_CLS22‐CNES_CLS22 0.06 0.80

CNES_CLS22—DTU21 0.09 1.38

SCRIPPS_CLS22—DTU21 0.02 1.49
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are improved by Hybrid23 are highlighted. The lower maps show the difference between Hybrid23 and
SCRIPPS_CLS22 MSS, where the differences that appear the opposite of the upper maps mainly correspond to
coastal areas and regions with strong currents, indicating that most part of the residual variability has been
effectively removed.

4.3. The Specific Case of the Arctic and Antarctic Regions

The hybridization in the Arctic was carried out using the same principle as for the oceanic areas, but by adapting
the method to the particularities of this region. In this case, the determination of DTU21 MSS and CNES_CLS22

Figure 7. Phases of the hybridization process in a region of high oceanic variability: (left) Gulf Stream, (right) Kuroshio. The upper maps show the difference between
Scripps_CLS22 and CNES_CLS22 MSS, where the residual effect of oceanic variability is highlighted. The middle maps correspond to the result of the algorithm,
where one MSS should be replaced by another. The bottom maps show the differences between Hybrid23 and SCRIPPS_CLS22 MSS, which are the opposite of the top
maps and suggest that most part of the oceanic variability has been removed.
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MSS is the result of a combination of SSHs from conventional processing (i.e., retracking in open ocean) and
leads (sea ice fracture zones), and the correction for seasonal and interannual oceanic variability that has been
applied is derived from SLA that are referenced to DTU15 MSS (Schaeffer et al., 2023). Compared with the
differences between CNES_CLS22 and SCRIPPS_CLS22 for standard oceanic regions, they are greater here and
can exceed 12 cm (Figure 8, left map).

As a first step, it was necessary to homogenize the medium‐ and long‐wave content between DTU21 MSS and the
result of the first phase that combines SCRIPPS_CLS22 and CNES_CLS22 MSSs. This step was performed using
a high‐pass Gaussian filter with a cut‐off of 40 km, which was applied over the whole Arctic zone for latitudes
north of 65°. The aim in this case was to remove long‐wavelength differences and retain only the high‐resolution
content provided by leads (Figure 8, right map). The algorithm described above was then applied to the RMS
analysis of the difference between these two MSS, but with criteria adapted for this region. The values used were
2 cm for the grid differences and 3 cm for the RMS threshold, given that the number of differences should exceed
20% of the total number of grid points in the 10 km bubbles. As a result, the algorithm was able to determine the
blue zone (Figure 8, middle map) where the first version of the hybrid MSS, based on Scripps_CLS22 and
CNES_CLS22, was enhanced by the fine structures of either DTU21 or CNES_CLS22. An additional criterion
was also introduced to identify areas containing the best short wavelengths from DTU21 and CNES_CLS22 MSS.
This criterion is based on the map of the variance differences between the DTU21 and CNES_CLS22 MSS
obtained from IceSat‐2 SLAs (Figure 5a). Areas of positive variance correspond to those where the DTU21 error
is smaller, and inversely, those of negative variance correspond to those where CNES_CLS22 is more accurate.

4.4. The Global View of Hybridization

The hybrid MSS was determined in various phases. The first phase consisted of combining the SCRIPPS_CLS22
and CNES_CLS22 MSS for latitudes between ±80°. Figure 9 shows that overall, the SCRIPPS_CLS22 MSS (in
blue) has been retained over most of the open ocean, and has been complemented by the CNES_CLS22 (in green)
in regions of high oceanic variability, as well as in specific areas, including coastal zones, where the short
wavelengths of the CNES_CLS22 are more precise than SCRIPPS_CLS22. In the second phase, in the Arctic
region, it was first necessary to homogenize the interannual oceanic content between DTU21 and the result of the
first phase at latitudes above 65° north (in orange and red). The short wavelengths content was then provided by
the DTU21 or the CNES_CLS22 (in red) based on analyses performed from IceSat‐2 (Figure 5). The last step was
to implement DTU21 in Antarctica (in red), which was found to be more accurate in the Weddell Sea, according to
analyses of variance performed using S3A (Figure 5).

Figure 8. Hybridization between SCRIPPS_CLS22, CNES_CLS22, and DTU21 in the Arctic region. The map on the left shows the differences between DTU21 and
CNES_CLS22, which are greater than 8 cm over large areas corresponding to the interannual oceanic content. The middle map corresponds to the areas detected by the
algorithm for which the Hybrid MSS is improved by the short wavelengths of DTU21 or CNES_CLS22 MSS. The map on the right presents the difference between
Hybrid23 and DTU21 for which the differences of interannual content have been removed.
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5. Hybrid23 MSS Performances at Short Wavelengths
The MSS errors of the Hybrid23 model were assessed along the SWOT and S3A tracks and compared with the
errors of the CNES_CLS22 and SCRIPPS_CLS22 MSSs. This comparison was first carried out on a global scale
and in an open ocean, then in a region with complex gravimetric structures. Finally, a comparison with DTU21
was carried out in the Arctic Ocean.

5.1. MSS Error Over the Global Ocean

On the global scale (Figure 1) and on a regional scale in open ocean conditions (Figure 10), the error PSD is
almost the same for both Hybrid23 and SCRIPPS_CLS22 models, which was expected as the Hybrid23 model is
essentially based on the SCRIPPS_CLS22 model in the open ocean. According to Table 1, the Hybrid23 MSS is
associated with an MSS error variance of 0.15 cm2 for the S3A data and 0.23 cm2 for the SWOT data, accounting
for 15% and 18% of their respective SSHA variance. Hybridization does not significantly improve overall MSS
compared with the SCRIPPS_CLS22 MSS. Nonetheless, the hybrid MSS error is reduced by 0.03 and 0.09 cm2

compared with the CNES_CLS22 MSS along the S3A and SWOT track, respectively, that is, an improvement of
17% and 28%.

5.2. Geographical Distribution Over the Globe

The geographical distribution of the variance of the Hybrid23 MSS errors for S3A is given in Figure 11. Most of
this distribution seems random. However, part of this variance is correlated with geodetic features, as reported by
Pujol et al. (2018), such as mid‐ocean ridges or continental shelves. It is attributed to omission errors (small and
intense geodetic structures that are not yet well resolved due to a lack of measurements). Higher values of MSS
error variance can be observed locally in coastal areas, in regions with complex bathymetry and topography, such
as in the Indonesian region or in mesoscale‐active regions (e.g., the Gulf Stream, the Agulhas Current, and the
Kuroshio), which are attributed to commission errors (errors attributable to extraneous residues contained in the
model).

Meanwhile, although the geographical distribution for SWOT track (not shown) is difficult to analyze because of
its poor spatial coverage, it can be seen that the hybrid MSS error is dominated by residual oceanic variability
along the SWOT track too, and the error can locally exceed 2 cm2 in coastal areas (not shown).

Figure 9. Map of hybridization cases. The blue color corresponds to the use of the Scripps_CLS22 MSS, and the green color
to the CNES_CLS22 MSS. In the Arctic region, orange and red correspond to areas where the interannual content has been
homogenized, and red only where the short wavelengths of DTU21 and CNES_CLS22 has been used (i.e., leads). In
Antarctica, the red color corresponds to the Weddell Sea where DTU21 is used.
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More interestingly, Figure 12 shows that, on average, the hybrid model improves the variance of the MSS error
along the coast, in the Indonesian area, and along mid‐oceanic ridges (especially the mid‐Atlantic, Southwest, and
Central Indian ridges) compared with the SCRIPPS_CLS22 model. Between 0 and 200 km from the coast, the
variance of the MSS error is reduced by an average of 0.04 cm2 compared with the SCRIPPS_CLS22 model,
corresponding to an improvement of 23% and in the Indonesian region, the variance of MSS error is reduced by an
average of 0.22 cm2, that is, an improvement of 35%. This is confirmed in Figure 3, where the Hybrid23 MSS is
the one that minimizes the standard deviation of sea level anomalies at the coast.

However, the improvement along ocean ridges is not significant. Conversely, the hybrid model degrades the MSS
in some mesoscale‐active regions compared with the SCRIPPS_CLS22 model and in the North Atlantic beyond
60°N. In the mesoscale‐active regions (Gulf Stream: 36°N–40°N/72°W—57°E; Agulhas Current: 45°S–34°S/
15°E–25°5), hybridization degrades the MSS by an average of 0.1 cm2 compared with the SCRIPPS_CLS22
MSS, that is, a degradation of 32% (the MSS is still improved by an average of 0.11 cm2 compared with the
CNES_CLS22 MSS, i.e. an improvement of 19%). Beyond 60°N, the error is increased by 0.5 cm2 compared with
SCRIPPS_CLS22 and 0.13 cm2 compared with CNES_CLS22 if the coastline is excluded; and by 0.14 and
0.26 cm2 compared with SCRIPPS_CLS22 and CNES_CLS22 respectively if the coastline is taken into account.
These results highlight the difficulty of hybridization aimed at combining MSS by finding the best compromise
between their quality (reduced omission error) and their flaw (possible commission error).

Figure 10. Mean PSD of the true SSHA signal + instrumental noise (thick black line), SSHA signal including the MSS error
(thick color lines), MSS errors (thin color lines). SSHA was computed using the Hybrid23 MSS (purple lines), the
SCRIPPS_CLS22 MSS (green lines), and the CNES_CLS22 MSS (orange lines) along the SWOT KaRIn tracks. In an open
ocean area (Indian Ocean, SWOT CalVal pass #10, 60.0°S–40.0°S/93.7°E–105.8°E).
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Figure 11. Variance of the MSS errors estimated for the Hybrid23 MSS ranging from 15 to 100 km along S3A tracks and in 2° × 2° boxes.

Figure 12. Difference between the variance of errors estimated for the Hybrid23 MSS and the SCRIPPS_CLS22 MSS for wavelengths ranging from 15 to 100 km along
S3A tracks and in 2° × 2° boxes. A negative value (blue) means that the variance observed for the Hybrid23 MSS is lower than that observed for the
SCRIPPS_CLS22 MSS.
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5.3. Improvements With the Hybrid Model Observed in Regions With Complex Gravimetric Structure

A regional analysis of MSS errors was also carried out to assess the behavior of the hybrid model in specific
regions in comparison with the SCRIPPS_CLS22 model and the CNES_CLS22 model.

Figure 13 illustrates these regional‐scale error PSDs estimated between Madagascar and Somalia along the
SWOT track. The Hybrid23 MSS is a good compromise between the SCRIPPS_CLS22 MSS and the
CNES_CLS22 MSS, making the most of both. The error PSD of the Hybrid23 MSS follows the error profile of the
CNES_CLS22 MSS at the longest mesoscale wavelengths (greater than 40/50 km) and follows the error profile of
the SCRIPPS_CLS22 MSS at short mesoscale wavelengths (shorter than 40/50 km). The Hybrid23 model,
therefore, minimizes the variance of MSS errors in this region with a value of 0.29 cm2, reducing the error by
0.05 cm2 compared with SCRIPPS_CLS22 and by 0.12 cm2 compared with CNES_CLS22, that is, an error
reduction of 15% and 29% respectively in this region.

5.4. Improvements With the Hybrid Model in Arctic

To improve MSS in the coastal regions of the Arctic Ocean, the CNES_CLS22 MSS is replaced by the DTU21
MSS in some areas in the Hybrid23 MSS. In the ice‐covered Arctic Ocean, sea surface height observations are

Figure 13. Mean PSD of the true SSHA signal + instrumental noise (thick black line), SSHA signal including the MSS error
(thick color lines), MSS errors (thin color lines). SSHA was computed using the Hybrid23 MSS (purple lines), the
SCRIPPS_CLS22 MSS (green lines), and the CNES_CLS22 MSS (orange lines) along the SWOT KaRIn tracks. In a region
with a complex gravimetric structure (South Pacific Ocean, SWOT CalVal pass #27, 16.0°S–0.0°S/45.0°E–48.7°E).

Earth and Space Science 10.1029/2024EA003836

LALOUE ET AL. 16 of 21

 23335084, 2025, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024E

A
003836 by D

anish T
echnical K

now
ledge, W

iley O
nline L

ibrary on [18/02/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



limited to the sea‐ice leads and the sparsity of data does not allow to use the
same method as previously to compare MSS. MSS are therefore compared
through the variance of SSHA derived from ICESat‐2 data in the ice‐covered
region as in Schaeffer et al. (2023). Figure 14 shows the difference between
the variance of SSHA with the Hybrid23 MSS and the DTU21 MSS, and
Table 3 summarizes the average difference in variance for several regions. On
Figure 14, the variance of ICESat‐2 SSHA computed with the Hybrid23 MSS
is reduced compared with the SSHA computed with the DTU21 MSS over
most of the ice‐covered Arctic Ocean. Hybridization reduces the variance of
SSHA by 5.7% on average compared with DTU21 at latitudes above 80°N if
coastal regions are excluded (Table 3). However, the variance of SSHA re-
mains lower with the DTU21 MSS than the Hybrid23 MSS in coastal regions
and 2.4% lower on average over the entire ice‐covered Arctic Ocean.

Then, the choice of MSS (DTU21 or Hybrid23) in the Arctic region largely
depends on the wavelength range and the region of interest to the user. The
long wavelengths contained in the Hybrid23 MSS are provided by the un-
derlying DTU21 MSS and the short wavelengths of the MSS are enhanced
with nadir data from the leads. The Hybrid23 MSS is better than the DTU21
MSS in the deep ocean, but the DTU21 is generally better than the Hybrid23
in coastal areas.

5.5. Limitations of the Results

The validation of the Hybrid23 MSS with SWOT data from the calibration
phase is subject to severe constraints, first linked to the data itself, second to
the MSS error assessment method. The spatial coverage of SWOT during this

phase is extremely sparse compared with that of S3A and is not representative of the entire globe (one 120‐km
swath every 2,800 km near the equator). The ocean observed by SWOT during its calibration and the one
observed by S3A are therefore quite challenging to compare. Similarly, the SSHA from the reprocessed SWOT
data is largely edited along the coast compared with the S3A data. This may make the assessment of MSS errors
optimistic in the coastal regions.

In addition, the duration of the SWOT calibration phase is too short to fully meet the initial requirements of the
MSS error assessment method, as the SSHA cycles may not be completely decorrelated. Despite our efforts to
remove internal and tidal waves, as well as other effects, through upstream data processing and optimal cycle
selection (see Section 2), these are still observed in the SWOT KaRIn SSHA although they are not in conventional
nadir data (Dibarboure et al., 2024). As this residual correlation has not been considered in the MSS error variance
equation, the error assessment method and our results may be locally invalidated.

Finally, the data we used in this study are subject to many anomalies, noise, measurement errors and processing
errors. They are still subject to multiple reprocessing. For example, one of the major flaws in data processing is the
resampling of the SSH from 250 m resolution to 2 km resolution. The 250 m resolution SSH measured by KaRIn
is resampled to 2 km resolution. The SSHA is then calculated by subtracting the local MSS values from the
resampled SSH. However, unlike the SSH, the subtracted MSS does not correspond to the average value for each
4 km2 zone, which introduces an error into the KaRIn SSHA data. The correction of this defect should be the
subject of a forthcoming reprocessing.

Figure 14. Difference between the variance of ICESat‐2 SSHA computed
with the Hybrid23 MSS and that calculated with the DTU21 MSS in 50‐km
boxes from October 2018 to June 2020. A negative value (blue) means that
the variance observed for the SSHA calculated with the Hybrid23 MSS is
lower than that calculated with the DTU21 MSS.

Table 3
Differences in Variance of ICESat‐2 SSHA in the Ice‐Covered Arctic Region Computed With the Hybrid23 MSS and the
DTU21 MSS in 50‐km Boxes for the Period of October 2018–June 2020

Entire region
Excluding coastal
region (>100 km)

For latitudes >80°N, excluding
coastal region

var(SSHA[Hybrid23 MSS])—var(SSHA
[DTU21 MSS])

+2.4% − 0.1% − 5.7%
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Despite these limitations, the study has enabled us to estimate the MSS errors in S3A and SWOT data and draw
some positive conclusions about the Hybrid23 MSS. A reassessment of the MSS errors will still have to be carried
out using KaRIn data from the SWOT science phase, which will provide global coverage for several years. This
new measurement phase should enable us to optimally meet all the conditions required to calculate the MSS error.

6. Discussion and Perspectives for SWOT
The Hybrid23 MSS that we have built and presented in this article has proven to be the best MSS to date. This new
MSS benefits from the strengths of the models it relies on, such as the SCRIPPS_CLS22 in the open ocean, the
CNES_CLS22 in many coastal regions and the DTU21 in the Arctic Ocean. However, it is also undermined by the
respective shortcomings of these three MSS and by artifacts attributed to the hybridization method.

6.1. Defects Linked to the Hybridization of MSS

Hybridization has indeed reduced the MSS error, but it has also created artifacts at the boundaries of areas where
the SCRIPPS_CLS22 MSS has been replaced by the CNES_CLS22 MSS or the DTU21 MSS. Similarly, the
Hybrid23 MSS retains some of the errors of the underlying MSS. Unfortunately, the MSS error assessment
method cannot identify all these artifacts. Some of them have wavelengths too short to be evaluated (<15 km),
while others have no specific signature that can be recognized a priori because their amplitude is much smaller
than that of the MSS errors.

Figure 15 illustrates the defects of the Hybrid23 MSS at wavelengths shorter than 15 km in the Kuroshio region.
The SCRIPPS_CLS22 MSS, on which the Hybrid23 MSS is mainly based, shows north‐south striae effects,
which are particularly visible along the Izu‐Ogasawara trench, and east‐west striae effects, which are visible

Figure 15. Hybrid23 MSS at wavelengths shorter than 15 km in the Kuroshio region (where the SCRIPPS_CLS22 MSS has been locally hybridized with the
CNES_CLS22 MSS). Right‐hand thumbnails: Hybrid23 MSS artifacts, that is, orange‐peel effects, striae, and bubbles.
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around 35°N. Bubble effects also appear in areas where the SCRIPPS_CLS22 MSS has been replaced by the
CNES_CLS22 MSS, and can be directly attributed to hybridization. These bubble effects are assumed to appear
when the replacement may have been carried out too abruptly. Finally, in these areas, the CNES_CLS22 MSS
which the Hybrid23 MSS relies on shows an orange peel effect, corresponding to noise of very short wavelength
and very low amplitude. We can see that these artifacts have a negligible amplitude compared with the MSS error
on a global scale. The effects of hybridization are only apparent in regions of very low MSS amplitude and
disappear in geodetic structures of greater amplitude.

In addition, at high latitudes in the North Atlantic (above 60°N), where the SCRIPPS_CLS22 MSS has been
replaced by a combination of the CNES_CLS22 MSS and the DTU21 MSS, seems to have worsened the results
(see Figure 12). Further investigations are needed to understand the reasons for this apparent deterioration
compared with the SCRIPPS_CLS22 MSS.

6.2. Future MSS Deduced From SWOT Measurements

As we have seen in the previous paragraph and in the previous section, despite major improvements, the Hybrid23
MSS still contains several artifacts and inaccuracies, and the MSS currently remains the main source of error in
the SWOT SSHA at short wavelengths. However, future MSS deduced from SWOT measurements could enable
us to achieve the level of accuracy needed to study SSHA from SWOT data.

The 21‐day scientific phase of SWOT has two clear advantages over the calibration phase: it lasts longer, and it
has greater spatial coverage comparable to that of Sentinel‐3A. Dibarboure and Pujol (2019) emphasized the
tremendous asset that SWOT will represent once it has collected enough data during the 21‐day scientific phase to
compute a more robust MSS model below the swath and to improve small‐scales.

They predicted the new MSS error depending on the parameters that modulate the commission errors: the noise
level, the repetitivity of the measurement and the number of cycles available (Dibarboure & Pujol, 2019). Without
considering the local overlapping of the swaths, the new MSS errors at short wavelengths should already be
reduced significantly after 18 cycles and, finally, become negligible after 52 cycles. MSS at longer wavelengths
may also be improved.

7. Conclusions
In this paper we have computed a new mean sea surface model by merging three recent models: the
CNES_CLS22, the SCRIPPS_CLS22 and the DTU21, and by taking advantage of their respective characteristics
and strengths. Throughout the paper, we evaluated the mesoscale MSS errors associated with this model using
SSHA data from S3A and SWOT during its calibration phase compared to the three previous models. In the Arctic
ice‐covered regions, on the other hand, the new MSS is compared with the DTU21 MSS using ICESat‐2 data.

The variance of MSS errors associated with the Hybrid23 MSS is estimated at 0.15 ± 0.04 and 0.23 ± 0.02 cm2

with the S3A and SWOT data, respectively. The greatest improvements are observed along the coast and in
regions with complex bathymetric and topographic structures, such as Indonesia. On average, the error has been
reduced by 0.04 cm2, that is, an improvement of 23% between 0 and 200 km along the coast over the globe, and by
0.22 cm2, that is, an improvement of 35% along the coasts of the Indonesian region, compared with the
SCRIPPS_CLS22 MSS. In the Arctic Ocean, the MSS has been improved in most of the basin compared with the
DTU21 MSS. However, the Hybrid23 MSS still contains residual oceanic variability, especially in mesoscale‐
active regions, leading to major commission errors, and some regions of the MSS still appear poorly resolved,
leading to omission errors. Furthermore, some coastal regions remain better with the DTU21 MSS in the Arctic
Ocean, and most of the North Atlantic beyond 60°N remains better with the SCRIPPS_CLS22 MSS. Finally,
hybridization appears to add an extra error to the MSS at sub‐mesoscale wavelengths (<15 km), which was not
evaluated in this study.

Although we have managed to improve locally the MSS thanks to hybridization, since SWOT KaRIn displayed an
unexpectedly low noise floor (in the sub‐centimetric range), the MSS, which was already considered as a major
source of error in the mesoscale SSHA for S3A, has now become the largest source of error in SWOT KaRIn data.
The error associated with the Hybrid23 MSS accounts for 15% and 18% of the SSHA variance at wavelengths
ranging between 15 and 100 km for S3A and SWOT. For comparison, the CNES_CLS22 and DTU21 MSS
models even reach 25% and 28% of the SSHA variance for SWOT. Finally, this study allows us to conclude that a
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great deal of effort is still required to develop a MSS of a completely new level of accuracy on par with that of the
KaRIn SWOT data, a level that we could very quickly achieve thanks to the KaRIn SWOT data collected during
the 21‐day scientific phase. The 21‐day scientific phase should also provide us with more favorable conditions for
re‐evaluating MSS errors as accurately as possible.
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• The following data sets are distributed by the AVISO repository from CNES:
º The Level‐3 SWOT KaRIn sea surface height anomaly data (SWOT_L3_LR_SSH_Expert v0.3) (AVISO/

DUACS, 2024), used in this study for assessing mean sea surface errors (Sections 3 and 5), is derived from
the L2 SWOT KaRIn low rate ocean data products (NASA/JPL and CNES), produced by AVISO and
DUACS teams, and is available under standard AVISO+ license agreement.

º The Sentinel‐3A altimetry product at 20 Hz rate in LR‐RMC mode, used in this study for assessing mean sea
surface errors (Sections 3 and 5), is available via the following url: https://www.aviso.altimetry.fr/en/data/
products/sea‐surface‐height‐products/global/experimental‐sentinel‐3‐products‐peachi.html.

º The CNES_CLS22 mean sea surface (CLS, 2022), used for generating the Hybrid23, is available via ftp
under standard AVISO+ license agreement.

º The 2023 Hybrid mean sea surface product (CNES, 2023) was funded by CNES, produced by CLS in
collaboration with Scripps and DTU and is made freely available, under standard AVISO+ license
agreement.

• The Level‐3 ICESat‐2 sea ice height data (Kwok, 2021), used in this study for assessing mean sea surface
errors in the ice‐covered Arctic Ocean (Sections 3 and 5), is distributed by the NSIDC repository from NASA.

• The DTU21 mean sea surface (Andersen, 2022), used for generating the Hybrid23, is distributed by the DTU
Data repository from DTU Space.

• The SCRIPPS_CLS22 mean sea surface (Sandwell, 2024), used for generating the Hybrid23, was produced by
Scripps.
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