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Analysis of Wind Farm Islanding Experiment

Jørgen Kaas Pedersen, Magnus Akke, Member, IEEE, Niels Kjølstad Poulsen, and Knud Ole Helgesen Pedersen

Abstract—This paper deals with the problems related to an islanding experiment performed at Rejsby Hede in Denmark. During the experiment several interesting observations were made in connection to distortion of voltages and currents. Observations were also made in connection to variation of frequency and phase. In this paper the data are analyzed in three different manners and the results are related to the physics of the electric system.

Index Terms—Determination of distortion, frequency estimation, inductions machines, islanding, wind farm.

I. INTRODUCTION

As early as 1918, C. P. Steinmetz considered wind power as very interesting [1]. He foresaw the use of induction generators attached to the wind-wheel, feeding the power into a larger bulk system with hydro and steam cogeneration. Today, after 80 yr, wind power has been successfully introduced in Denmark. Further expansion plans will turn wind power into a major production source in Denmark. At remote windy locations, where the grid can be weak, wind mills are clustered together to wind farms. One special characteristic of wind power is the variability in power generation. The expansion plans call for tools to analyze voltage and frequency behavior, both at synchronized and islanding operation. Paper [2] describes the dynamics and stability of both synchronous and induction wind turbine generators. As reported in [3] there is also a risk for self-excitation at islanding operation of induction generators with capacitive compensation. Paper [4] is a survey of wind turbine integration into a weak grid.

In this paper we use measurement data from an experiment where a wind farm was forced into an islanding situation. The test is part of a larger EU-project to test an Advanced Static Var Compensator (ASVC, see [5] or [6]). The measurement noise, harmonics, phase jump in voltage at islanding make the data useful to benchmark frequency estimation algorithms.

The islanding experiment presented in this paper is interesting from two perspectives. In the narrow perspective it is important to ensure that nearby customers to this specific wind plant are not disturbed. In a broader perspective it is also important to understand the underlying dynamics behind the frequency and voltage behavior after disconnection.

A relevant question is how to interpret the term “frequency” at islanding. Do we implicitly mean that frequency always refers to rotor speed, or shall we strictly define frequency as the derivative of the phase angle? At islanding the two interpretations give very different answers.

One of the paper’s purposes is to show that independent methods give consistent results. This is important since the analysis is based on data measurements from the real world and the “true” frequency is unknown.

Typical use of frequency estimation in power systems is in protection schemes against loss of synchronism, under- or over-frequency relaying, input signal for power system stabilization and as a part of spectral estimation for periodic signals.

The material in the paper is organized as follows. Section II provides background information on the wind farm, the islanding experiment and the measuring system. Section III presents a preliminary analysis of the recorded data. Section IV shows how outliers rejection can be used to get a smooth frequency estimate that corresponds to the rotor speed. Section V uses a parametric approach where frequency and harmonic content are estimated simultaneously. Here frequency is strictly interpreted as the rate of change in phase angle.

II. BACKGROUND

A. Description of the Windfarm

The islanding experiment was carried out on a wind farm in Denmark at Rejsby Hede, located in the south of Jutland. The wind farm, with 40 wind turbines, its electrical surroundings, and an ASVC is shown in Fig. 1. To understand what happens after islanding, we have to consider the balance of reactive power of the generators, the internal cabling and the external overhead line. Each generator (600 kW/690 V/4 poles induction machine) has a no-load reactive power consumption of 200 kVar, which partly is balanced by a compensating capacitor producing 150 kVar. A 690 V/15 kVar transformer on each generator has a reactive power consumption of 1 kVar, which is negligible.
Internal to the wind farm, there are three different types of 15 kV cables used between the generators and the bus bars. In all 14.7 km of cables with a total capacitance of 4.32 uF/phase equal to 305 kVar. The 22.6 km overhead line from the wind farm site to the switch gear adds around 150 kVar. When the switch gear is tripped and the wind farm is islanding the total demand for reactive power at 50 Hz amounts 1.6 MV ar. In other words, the wind farm is 80% compensated which should prevent self excitation from taking place. These considerations have not taken the ASVC into account. During normal operation of the wind farm the ASVC produces the lacking reactive power. But the ASVC was switched off at the moment of islanding and had no influence on what happened afterwards.

B. The Measuring System

Voltage and current in 3-phases were measured during the islanding experiment. The measurements started a short time before the connection to the grid was switched off and continued a few seconds after this disconnection. The phase voltages—around 15/√3 or 8.7 kV—were measured by special designed capacitive voltage dividers to assure satisfactory frequency characteristic. The measuring system consists of a PC equipped with a 300 kHz, 12-bit, multichannel A/D-converter and as front-end a signal conditioning circuit including an antialiasing filter. The sampling rate was set to 12.8 kHz, or 256 measurements during a 50 Hz cycle.

III. PRELIMINARY ANALYSIS

Fig. 2 gives an overall view of the measurements in one phase of voltage and current. The islanding situation starts after approximately 0.4 s. Immediately after that the current drops to one tenth of the original level and decays slowly to zero. The voltage maintains its level—more or less—after islanding, but some variations in amplitude and frequency are introduced. The voltage disappears 1 s later due to a forced, mechanical braking of all the wind turbines.

Fig. 3 gives a closer view of the behavior around the moment of islanding. A phase shift is observed in the voltage when islanding starts and a clear harmonic appears in the voltage after islanding. This is the fifth harmonic which before islanding is 0.4%, but after islanding increases to 6.5%—the fifth harmonic in the current is 1.1% before islanding. The higher harmonics seen in both voltage and current before islanding are caused by the ASVC which immediately stops operation when islanding occurs.

Fig. 4 shows the variations in RMS-value and frequency in one phase of the voltage derived from a detection of zero-crossings over the measurement period. The apparently abrupt change in frequency from 50–52 Hz at the time of islanding is created mainly by the phase shift. The method can not distinguish between a sudden jump in phase and frequency.

An alternative way of looking at the behavior is displayed in Fig. 5. First, the voltage space vector (a complex sinusoid or Cisoid) corresponding to the 3-phase voltages is calculated. At each sampling point the three phase quantities are converted to
$\alpha\beta$-component by multiplying the inputs by a $2 \times 3$ matrix $A_{\alpha\beta}$, that is

$$
\begin{bmatrix}
v_{\alpha}(k) \\
v_{\beta}(k)
\end{bmatrix} = A_{\alpha\beta}
\begin{bmatrix}
v_r(k) \\
v_s(k) \\
v_l(k)
\end{bmatrix}
$$

where

$$
A_{\alpha\beta} = \sqrt{\frac{2}{3}} \begin{bmatrix}
1 & \frac{1}{2} & \frac{1}{2} \\
0 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2}
\end{bmatrix}.
$$

By interpreting $v_{\alpha}$ as real part and $v_{\beta}$ as imaginary part, we get the complex sinusoid

$$
v(k) = v_{\alpha}(k) + jv_{\beta}(k). \quad (1)
$$

Next, the difference between the angle of this vector and the angle of a pure 50 Hz space vector is determined, and this difference is plotted in Fig. 5. It is seen that the frequency of the voltage before islanding is exactly 50 Hz—the “noise” is generated by higher harmonics. At the time of islanding a phase shift of approx. 10° takes place—not in one go, but over most of a 50 Hz cycle, which may be caused by the 3 phases not being disrupted at the same time. After that the curve moves away from the 50 Hz case, which indicates a change in frequency. The oscillations are produced by the fifth harmonic.

IV. FREQUENCY ESTIMATION WITH OUTLIER REJECTION

In this section, it is assumed that power system frequency is governed by generator speed. All generators have inertia and therefore frequency is postulated to be continuous. Often voltage is preferred as input signal to frequency estimation algorithms. Voltage is advantageous since the magnitude is often close to the nominal value. In contrast, current can vary over a much broader range, and more seriously, would not work at no-load situations. Despite this the use of voltage has some drawbacks. For weak power systems, i.e., low short circuit power, sudden load changes show up as phase jumps in the voltages. Many algorithms are sensitive to these jumps and they often produce spikes in the frequency estimate.

The spikes can be characterized as statistical outliers. We propose a filter that estimates the mean and standard deviation of the frequency estimate and use this to reject the outliers. The new filter is combined with method [7] to give an algorithm more robust to phase jumps.

One way to reduce the large phase jumps is to calculate the internal voltage in the generator and use this for frequency estimation, see [8]. However, this requires current measurements and knowledge of the impedance towards the generator seen from the measurement point. Here we consider the case where only the voltage is measured and the voltage alone is used for frequency estimation. A three step procedure is described below.

First the data is prefiltered in a FIR low pass filter with crossover frequency 400 Hz and window length 128. To get a sampling rate suitable for fundamental frequency estimation, the rate is decimated by a factor 8, giving $N = 32$ samples per 50 Hz cycle.

The idea behind the frequency estimation method [7], and many others, is to use a complex quantity and estimate the frequency from phase angle changes. The complex space vector, or complex sinusoid, is the input to the demodulation part.

A. Demodulation

The complex signal $v(k)$ from (1), is demodulated with a known complex phasor $z$ rotating at the nominal system frequency $f_0$, in opposition to the input. The demodulated phasor $y$ is calculated as,

$$
y(k) = v(k)z(k)
$$

with

$$
z(k) = \cos \left( -2\pi k \frac{f_0}{f_s} \right) + j \sin \left( -2\pi k \frac{f_0}{f_s} \right)
$$

where $f_s$ is the sampling frequency and $f_0$ is the nominal system frequency.

B. Estimation of Phase Angle Change

The phase shift of the complex variable $y$ is used to estimate the unknown frequency deviation. For each sample, $y$ rotates an angle $\Delta \theta$ as illustrated in Fig. 6.

Fig. 6 shows a direct way to calculate the phase angle change $\Delta \theta$ per sample, that is

$$
\Delta \theta = \arg(y_k) - \arg(y_{k-1}).
$$

However this can cause problems with large phase jumps when the angles cross over 180 or 360° borders. One simple way to avoid these problems is to calculate $\Delta \theta$ from

$$
\Delta \theta = \arg(y_k \cdot \overline{y_{k-1}}^*)
$$

where $*$ is used for complex conjugate.

C. Postfiltering with Outlier Rejection

Fig. 7 shows the estimate after being postfiltered in a third order Butterworth low-pass filter with a cut-off frequency at 150 Hz.

Fig. 7 shows a large frequency spike at $t = 0.43$ s caused by the phase jump when the wind farm is disconnected from the external grid. This is not a frequency variation caused by changing generator speed. When frequency is interpreted as change in rotor speed this spike should be filtered away. One way is to use a linear filter with a large time constant. However,
the standard deviation

\[
\sigma_f(k) = \sqrt{\frac{1}{N-1} \sum_{i=k-N+1}^{k} \Delta f_i \Delta f_i^*}
\]

where \(\Delta f_i\) is the deviation from the window mean,

\[
\Delta f_i = f_i - \bar{f}
\]

and the window mean value \(\bar{f}\) is

\[
\bar{f} = \frac{1}{N} \sum_{i=k-N+1}^{k} f_i.
\]

One way to avoid extreme values at abnormal conditions, such
as zero input, is to limit \(\sigma_f\) to be within a reasonable range,
\(\sigma_f \text{min} < \sigma_f < \sigma_f \text{max}\). Outliers are rejected by putting a bound on each new frequency estimate. It has to be within the interval \(\bar{f} \pm 3\sigma_f\), that is

\[
f_k = \max\left\{\min[f_k, \bar{f} + 3\sigma_f], \bar{f} - 3\sigma_f\right\}.
\]

The output from the Butterworth filter shown in Fig. 7 has been
filtered in this way. The window length was \(N = 96\) and the
standard deviation \(\sigma_f\) was limited between 0.1 and 5 Hz. The
result is shown in Fig. 8 together with the bounds.

Fig. 8 shows that the outlier rejection filter eliminates the
large spikes at around 0.43 s.

As a final step, the estimate goes into a FIR low-pass filter
designed in Matlab with \(f_s = 20\) Hz and \(N = 38\). Fig. 9 shows
the result in a frequency estimate.

V. PARAMETRIC ESTIMATION

Three different types of methods have been applied in order
to consolidate the interpretations. The last one presented here is
based on a simple parametric statistical method. The basic as-
sumption in this context is that the signals involved are periodic
and it is possible to Fourier expand the signals. More precisely
it is assumed that a model

\[
y_k^m = \hat{y}_k^m + e_k^m \quad \text{where} \quad m = r, s, t
\]

where

\[
\hat{y}_k^m = \sum_{i=0}^{n} a_i^m \cos(n_i \omega k) + b_i^m \sin(n_i \omega k) \quad (2)
\]

is valid for each phase (\(y_k^m\) is the voltage or current in one phase). Here \(k\) is the time index and \(e_k^m\) is a zero mean noise. The coefficients \(a_i^m, b_i^m\) contain information on the amplitude \(A_i^m\) and
the phase (with respect to origin) \(\phi_i^m\) of each harmonic com-
ponent in each phase, i.e., \(y_k^m = \sum_{i=0}^{n} A_i^m \sin(n_i \omega k + \phi_i^m)\).

The basis assumption concerning the periodicity of the signals
are, according to Fig. 3, clearly not fulfilled in the islanding
point, which is not the same for all three phases. The model (2)
might also be written as

\[
[y_k^r \ y_k^s \ y_k^t] = x_k^T \theta + [e_k^r \ e_k^s \ e_k^t] \quad (3)
\]

where

\[
x_k = \begin{bmatrix}
    \cos(\omega k) \\
    \sin(\omega k) \\
    \cos(2\omega k) \\
    \vdots \\
    \sin(n_n \omega k)
\end{bmatrix}, \quad
\theta = \begin{bmatrix}
    a_0^0 & a_1^0 & a_2^0 \\
    b_1^0 & b_1^0 & b_1^0 \\
    a_0^1 & a_1^1 & a_2^1 \\
    b_1^1 & b_1^1 & b_1^1 \\
    \vdots & \vdots & \vdots \\
    a_0^n & a_1^n & a_2^n \\
    b_1^n & b_1^n & b_1^n
\end{bmatrix}.
\]

If the frequency \(\omega\) is known then it is a standard task to make
a estimate of the coefficients in (2) which minimize the sum of
squares,

\[
J = \frac{1}{2} \sum_{j=1}^{N} \sum_{m} (y_k^m - \hat{y}_k^m)^2 \quad (4)
\]
over a data window of length \( N \). Such an LS-estimate is simply given by
\[
\hat{\theta} = (X^T X)^{-1} X^T Y
\] (5)

where
\[
X = \begin{bmatrix} x_1^T & \vdots & x_N^T \end{bmatrix} \quad Y = \begin{bmatrix} y_1^T & y_1^T & \vdots & y_N^T & \vdots & y_N^T \end{bmatrix}.
\]

On the other hand, if the frequency \( \omega \) is unknown, it has to be estimated too. If we use the LS criterion (4) and define
\[
g_l = \frac{\partial J}{\partial \omega} = - \sum_{i=1}^{N} \sum_{m} \frac{\partial \bar{y}_k^m}{\partial \omega} (y_k^m - \bar{y}_k^m),
\]
\[
H_l = \frac{\partial^2 J}{\partial \omega^2} = \sum_{i=1}^{N} \sum_{m} \left( \frac{\partial \bar{y}_k^m}{\partial \omega} \right)^2 - \frac{\partial^2 \bar{y}_k^m}{\partial \omega^2} (y_k^m - \bar{y}_k^m).
\]

[The derivatives can easily be found using (2)] then the estimate of \( \omega \) and the parameters in \( \theta \) can found by utilizing a (variant of a) Newton–Raphson method, where each iteration obey
\[
\omega_{l+1} = \omega_l - \frac{g_l}{H_l}
\] (6)

and (5). The approximation involved when using (5) and (6) is to neglect the cross term in the second derivative. There exists a recursive version of this method, which turns out to be a kalman filter mechanization, and is well suited for real time processing. In a post mortem analysis (as used in this paper) the algorithm is directly applicable with some rectangular windowing techniques.

According to Fig. 3 the voltage have a high distortion component after islanding. In order to investigate this the parameters in (2) are estimated up to the order of 10. The results are shown in Fig. 10, where it is clear that the fifth harmonic is rather significant after islanding. This is also clear from Fig. 11 where the variations of the amplitude of the first (i.e., base frequency) and fifth harmonic in the voltage are shown. The estimate of the parameters in (2) are based on data from a time window with a length corresponding to 1.25 of a cycle (at 50 Hz).

Similarly, before islanding there exist significant components in the currents, as shown in Fig. 12.

At the point of islanding the frequency and phases change instantaneously due to the lack of electric momentum. Since the wind turbine system accelerates the frequency and phases vary. This is shown in Fig. 13, where some oscillation in the mechanical system is obvious.

In order to investigate the instantaneous changes in frequency and phase the analysis is performed just before and just after the islanding. The result of the analysis is an estimate of the basic frequency \( \omega_b \) and \( \omega_a \) (before and after) and phase \( \phi_b \) and \( \phi_a \) (with respect to origin) of the first harmonic in the symmetric system. The analysis shows a jump in frequency of 1.15 Hz. The phase jump can be estimated by:
\[
\phi = (\omega_b t_{ia} + \phi_b) - (\omega_a t_{ia} + \phi_a)
\]

where \( t_{ia} \) is the instant of islanding. The phase jump in the reported experiment is 7.5°.
VI. DISCUSSION

The above analyses focus on the behavior of the voltage during and after the moment of islanding. The reason for the behavior can be traced back to the electrical and mechanical properties of the system. A phase shift in the voltage must be expected when islanding occurs. The size of the shift can be calculated when knowing the characteristic data of the generators and the impedances in the grid and knowing that the generators were 75% loaded just before islanding. A phase shift of approximately 12° is found which is in good agreement with the measurements. Since the generators go from an almost full-load to a no-load condition at the moment of islanding, then a shift in frequency takes place. However, this is just a minor shift due to the low slip of the generators. After islanding, the wind turbines start accelerating the generators which explains the increase in frequency observed in the measurements. The increase in frequency is superimposed with a slow oscillation which might be caused by torsion in the shaft connecting two inertia loads—on one side the wings of the turbine, and on the other side the rotor of the generator. It is surprising that the voltage does not fall away after islanding, since the generators are under-compensated. Immediately after islanding the voltage decreases, but after a short while it starts increasing again—following the variations in the frequency. We have no sure explanation to this phenomena, but it might be caused by the capacitance of the internal cabling and of the 22 km long overhead line from the wind farm site to the line breaker. An over-compensation takes place if just 8 wind turbines—or less—are running due to this extra capacitance. Such a situation can arise if the brakes on all wind turbines are not activated at the same time. According to specifications breaking is initiated 0.2 s after a frequency higher than 51.5 Hz is detected. This seems not to be the case and this point has to be examined closer in future experiments. The fifth harmonic appearing clearly in the voltage after islanding is produced by the generators. Before islanding this fifth harmonic component is suppressed because the wind farm is connected to a “strong” low impedance power system.

VII. CONCLUSIONS

When planning a wind farm, precautions should be taken against islanding—to prevent disastrous consequences for components connected to the islanding network. The experiment has demonstrated that the behavior around islanding is quite different from what normally is seen in a power system. Islanding starts with a sudden phase jump followed by changes in voltage level and frequency and significant harmonics are appearing. New tools are necessary to analyze islanding. Different mathematical approaches have been tested in this paper and they all lead to consistent results. Thus, identifying islanding from measurements of the 3-phase voltage is possible and suitable algorithms can be derived. The results have attracted attention among Danish power utilities and wind turbines manufacturers and we have been encouraged to continue the study. A mobile measuring system have been designed. New experiments and further experiences will be gained in the future.
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