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Abstract—A new method for acquiring flow images using synthetic aperture techniques in medical ultrasound is presented. The new approach makes it possible to have a continuous acquisition of flow data throughout the whole image simultaneously, and this can significantly improve blood velocity estimation. Any type of filter can be used for discrimination between tissue and blood flow without initialization, and the number of lines used for velocity estimation is limited only by the nonstationarity of the flow. The new approach is investigated through both simulations and measurements. A flow rig is used for generating a parabolic laminar flow, and a research scanner is used for acquiring RF data from individual transducer elements. A reference profile is calculated from a mass flow meter. The parabolic velocity profile is estimated using the new approach with a relative standard deviation of 2.2% and a mean relative bias of 3.4% using 24 pulse emissions at a flow angle of 45 degrees. The 24 emissions can be used for making a full-color flow map image. An in-vivo image of flow in the carotid artery for a 29-year-old male is also presented. The full image is acquired using 24 emissions.

I. INTRODUCTION

CURRENT medical ultrasound systems acquire images by sequentially probing in the different directions of the image. Due to the relatively high speed of sound in the human tissue, this can result in a frame rate of up to 20 to 50 images a second, depending on the image size. This real-time imaging is the major advantage of ultrasound compared to X-ray, computed tomography (CT), or magnetic resonance (MR) imaging. However, the sequential acquisition does have several drawbacks. A fixed focus can be used only in transmit, and the frame rate is too low for generating high-quality, three-dimensional (3-D), real-time images.

Attention, therefore, has turned to synthetic aperture (SA) techniques used in radar, in which a constant resolution with depth can be attained if a sufficiently large aperture array is used. Several authors have investigated this area and pointed out the problems for SA in medical ultrasound [1]-[5]. In a true SA imager, only one small element is used in transmit, and this is not sufficient to maintain the current depth of investigation and signal-to-noise ratio. However, the introduction of coded excitation and the grouping of several elements emitting a combined spherical wave have solved this problem [4], [6]-[10]. Motion also can be a problem, because acquisition is done over several pulse emissions [1], [2], [11]-[13]. A movement of the tissue will displace the received signals and make their addition partly incoherent.

Medical ultrasound is also used for visualizing the blood flow in the human body. This is done by acquiring signals from the same image direction several times. The signals then are divided into smaller segments, and they are correlated to find either the phase or time shift from which the motion, and thereby velocity, can be estimated [14]-[19]. Using Na acquisitions for one direction reduces the frame rate by Na, and it often becomes unacceptably low for larger flow images. The variance of the estimates are inversely proportional to Na. To get acceptable results, a value of 8 to 16 often is needed, which is only sufficient to give qualitative flow data. Quantitative data can be acquired by imaging only in one direction, then finding the velocity distribution at a point in the vessel. But this further reduces the frame rate. A further problem is the separation between tissue and flowing blood. This has to be done over the Na samples from the same depth and direction. Thus, the algorithms for doing this have to work on very few samples. Due to all these problems combined, current ultrasound flow imaging is not fully quantitative, and thus gives a qualitative and angle-dependent image of the flow. Methods for solving these problems could be based on SA imaging.

The major drawback of SA imaging is, however, that the current flow imaging techniques cannot be used because the image is acquired over several pulse emissions for different transmitting sets of elements. Thus, the image is simultaneously acquired from the whole image region over several acquisitions. The data are not stationary over the acquisition time, and the individual samples cannot be directly related to one spatial position for a given time. Therefore, for flow or moving tissue, the image formed is distorted and can, in general, not be summed coherently. This has currently precluded the development of complete SA imaging systems that include velocity estimation. This paper will present a technique that solves the problem, and it is shown how the technique can be used to solve many of the problems inherent in today's sequentially acquired ultrasound velocity images.

Section II describes the basic SA image formation and how it is affected by motion. It is shown how measurements taken at different times have the same distortion if the same sequence of pulse emissions is used. Therefore, a correlation of such data can be used for finding the mo-
tion. After every full SA image acquisition, the image data could be correlated to find the velocity. The major draw-
back of this is that an image is produced after a number of emissions \(N\). If \(N_0\) scan lines in the same direction is to be
used for velocity estimation, the total number of emissions over which the data for the velocity estimation is collected
becomes \(N_{\text{tot}} = N_0 \times N\). If \(N = 8\), and \(N_0 = 16\), the total number of emissions exceeds 100, providing only 16 sam-
plies over which to estimate the velocity. A way to reduce
the acquisition time is to use recursive ultrasound imag-
ing [13]. A new image then is created after every emission,
and the velocity can be found continuously by correlating
recursive images acquired from the same combination of
emissions. This solves the long acquisition time problem.

The performance of the method is demonstrated in Sec-
tion III, in which a parabolic velocity profile is simulated. Results also are shown for a measured parabolic profile in
a flow rig obtained with an experimental ultrasound scan-
er capable of acquiring real-time, synthetic aperture data.
The scanner is also used for acquiring the in-vivo synthetic
aperture flow image in Section IV of the carotid artery of a
healthy volunteer. The paper is summarized in Section V.

II. IMAGING APPROACH

Synthetic aperture images are acquired by emitting
with individual elements of the aperture sequentially as
shown in Fig. 1. Data are then measured for all transducer
elements, and a low-resolution image can be generated by
focusing the data in all directions of the image.

The focusing is done for every point in the image by co-
herently summing the signals received by the transducer
elements. The distance from the transmitting element to
the current imaging point and back to the receiving ele-
ment is:

\[
d_{ij} (\vec{x}_p) = |\vec{x}_p - \vec{x}_i| + |\vec{x}_j - \vec{x}_p|, \tag{1}
\]

where \(\vec{x}_i = (x_i, y_i, z_i)\) is the position of the emitting ele-
ment \(i\), \(\vec{x}_p = (x_p, y_p, z_p)\) is the position of the point, and
\(\vec{x}_j = (x_j, y_j, z_j)\) is the position of the receiving element \(j\).
The propagation time from the start of the current emis-
sion is \(t_{ij} (\vec{x}_p) = \frac{d_{ij} (\vec{x}_p)}{c}\), where \(c\) is the speed of sound.

The focused signal is then given by:

\[
L_i (\vec{x}_p) = \sum_{j=1}^{N_{\text{rec}}} s_{ij} (t_{ij} (\vec{x}_p)), \tag{2}
\]

where \(s_{ij}(t)\) is the received signal for element \(j\) when emit-
ting with element \(i\), and \(N_{\text{rec}}\) is the number of receiving
elements. The number of transducer elements is \(N_{\text{adc}}\), and
\(1 \leq N_{\text{rec}} \leq N_{\text{adc}}\). The beamformed signal in a single point
of the low resolution image is given in (2). The points \(\vec{x}_p\)
can be chosen randomly. Usually they are placed along
a line, which is characterized by a direction and origin as
shown in Fig. 2. The distance between two adjacent points
along that line usually is constant. It must be noted that...
the origin of the line, its direction, and the distance between two points can be selected arbitrary. The only requirement is to have a backscattered signal coming from these imaging points. The motion can be estimated along any of these imaging lines.

For the sake of simplicity, only phased-array images are considered in the rest of the article. The points are placed along scan lines \( L_{u} \left( \frac{c t}{2} \xi_{l} \right) \), where \( l \) is the index of the scan line, \( \xi_{l} = (\cos \gamma_{l}, 0, \sin \gamma_{l}) \) is the scan direction, and \( \gamma_{l} \) is the angle between the scan line and the central line of the image as shown in Fig. 2. A low resolution image (LRI) with \( N_{l} \) scan lines can be expressed as a matrix:

\[
L_{i}(t) = \left[ \begin{array}{c} L_{11} \left( \frac{c t}{2} \xi_{1} \right), L_{12} \left( \frac{c t}{2} \xi_{2} \right), \ldots, L_{N_{l}1} \left( \frac{c t}{2} \xi_{N_{l}} \right) \end{array} \right].
\] (3)

Each column of the matrix \( L_{i}(t) \) corresponds to a separate imaging direction. The index \( i \) indicates that the image was acquired after a transmission with the element \( i \).

Such images are focused only in receive, and a fully focused image can be formed by emitting with different elements then adding the resulting low resolution images coherently to form a high resolution image. This is done by:

\[
H(t) = \sum_{i=1}^{N} L_{i}(t),
\] (4)

where \( 2 \leq N \leq N_{sdc} \) is the number of transmit events.

Fig. 3 shows the creation of several successive high-resolution images, when a single point scatterer moves toward the transducer. The top row illustrates the emission sequence. Only the outermost two elements are used in transmit \((N = 2)\), and the active one has a dark gray color. They emit sequentially: first element number one, then element number \( N_{sdc} \), then element number one again, and so on. \( N_{sdc} \) is the total number of transducer elements.

The emissions have a global index \( n \) and are counted from the start of the process. All of the transducer elements are used upon reception; and after every emission \( n_{l} \) a low-resolution image (LRI) \( L^{(n)}(t) \) is formed. In (2), the index of the low-resolution images denoted the element with which the transmission was performed. If the point in Fig. 3 was stationary (no motion), then the following equations would have been true: \( L^{(1)}(t) = L_{1}(t), L^{(2)}(t) = L_{N_{sdc}}(t) \). The point spread functions for the LRIs are tilted at different angles to the transducer surface [10]. The angles depend on the position of the transmitting element \( i \).

The middle row of Fig. 3 illustrates the low-resolution images of a single point. The point moves from one emission to the next toward the transducer a distance \( \Delta z \) given by:

\[
\Delta z = |\bar{v}| \cos(\theta) T_{rxf} = v_{z} T_{rxf},
\] (5)

where \( \bar{v} \) is the vectorial velocity of the moving object, \( \theta \) is the angle between the ultrasound beam direction and the velocity vector, and \( T_{rxf} \) is the time between pulse emissions.\(^{1}\) It can be shown that \( L^{(n)}(t) \) and \( L^{(n-N)}(t) \) are translated versions of each other, when \( \Delta z \) is small compared to the distance to the transducer [10].

At every emission, a high-resolution image can be formed by summing the last \( N \) low-resolution images [13], [20], [21]:

\[
H^{(n)}(t) = \sum_{i=n-N+1}^{n} L^{(i)}(t),
\] (6)

where \( t \) is the time from the start of the emission. If the tissue is motionless, then \( L^{(0)}(t) = L^{(n-N)}(t) \) and \( H^{(n)}(t) = H^{(0)}(t) \). In the presence of motion, however, \( L^{(0)}(t) = L^{(n-N)}(t - 2(N\Delta z)/c) \), where \( c \) is the speed of sound. For a constant velocity, the high-resolution images, therefore, are related by:

\[
H^{(n)}(t) = H^{(n-N)} \left( t - 2v_{z} N T_{rxf} \right),
\] (7)

where \( v_{z} \) is the component of the velocity along the beam direction. This situation is depicted in the bottom row of Fig. 3. It can be seen that two successive, high-resolution images differ due to the different transmit sequences with which they were obtained; but, the high-resolution images, that are \( N \) transmissions apart, are shifted versions of one another.

The acquired high-resolution data for every \( N \)th emission have the same correlation properties as conventional ultrasound flow data, and all the different methods for velocity estimation can be applied [19]. The only difference

\(^{1}\)For the case depicted in Fig. 3, \( \theta = 0 \), and \( v_{z} = |\bar{v}| \).
Average Fig. 4. Estimation of the cross-correlation function of several consecutive high-resolution lines formed in the same direction. Only lines generated from the same sequence of emissions are correlated, then all the cross-correlation functions can be averaged.

is that the pulse repetition period for the individual data sets is $N T_{\text{prf}}$ rather than $T_{\text{prf}}$. The data will be highly correlated only between $H^{(n)}(t)$ and $H^{(n-N)}(t)$ for any $n$. Therefore, the complete set of measurements can be viewed as $N$ sets of measurements with the same correlation properties within the sets.

This shift can be estimated using cross correlation of the high-resolution lines $H^{(n)}(t)$ and $H^{(n-N)}(t)$, which are formed in the same direction of the image (see Fig. 4). The cross-correlation for one pair of high-resolution lines within a segment from $t_1$ to $t_2$ is:

$$R_{n-N,n}(\tau) = \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} H^{(n-N)}(t)H^{(n)}(t + \tau) \, dt$$

$$= \frac{1}{t_2 - t_1} \int_{t_1}^{t_2} H^{(n-N)}(t)H^{(n-N)}(t - t_\tau + \tau) \, dt$$

$$= R_{n-N,n-N}(\tau - t_\tau),$$

(8)

where $t_\tau = N \frac{T_{\text{prf}}}{2}$ is the time shift due to motion. The peak of the cross-correlation function is located at $\tau = t_\tau$, and the velocity can be found from the time shift:

$$v_\tau = \frac{c}{N T_{\text{prf}}},$$

(9)

The lines at emissions $n-i$ and $n-N-i$ are subject to the same time shift and the peak of their cross-correlation function is also located at lag $\tau = t_\tau$, as shown in Fig. 4. The different cross-correlation functions, thus, can be averaged to obtain a more precise correlation function.

In the case of a flow profile, such as the parabolic flow profile, the velocity of the blood flow changes as a function of space and time. To estimate the velocity at the different spatial positions, each of the RF lines is divided into a number of segments as shown in Fig. 4. A cross-correlation function is estimated for each of the segments. Normally the signals are digital, and the discrete version of the cross-correlation is:

$$\hat{R}_{n-N,n}(\eta, i_{\text{seg}}) = \frac{1}{N} \sum_{k=(i_{\text{seg}}-1)N_s}^{i_{\text{seg}}N_s-1} H^{(n-N)}(k)H^{(n)}(k + \eta),$$

(10)

where $N_s$ is the number of samples in a segment and $i_{\text{seg}}$ is the number of the segment. The estimated velocity is:

$$\hat{v}_\tau = \frac{c}{N} \hat{R}_{n-N,n}(0),$$

(11)

when the maximum occurs at $\eta_\tau$.

The estimate can be improved by averaging the estimated cross-correlation functions:

$$\hat{R}_{\text{avg}}(\eta, i_{\text{seg}}) = \frac{1}{N_c} \sum_{l=-N_c}^{0} \hat{R}_{n-l-N,n-l}(\eta, i_{\text{seg}}),$$

(12)

if the velocity does not change significantly for several sequential acquisitions $N_c$. Fig. 4 shows the case for which $N_c = N$. If the images were created after every $N$ emissions, then the total number of emissions needed for the velocity estimate would be $N_c N$. For $N = 8$ and $N_c = 16$, the total number of emissions would be $N_c N = 128$. The correlation between the high-resolution lines would decrease due to acceleration, velocity gradients, and migration of scatterers [10], [18], [19]. In the new approach, $N + N_c = 24$ emissions are necessary, thus preserving the high correlation between the images and giving the possibility of estimating the velocity with a low bias and variance. The first $N$ emissions are used to create the first image in the sequence. Once the process is started, there is a new image after every emission. Hence, $N_c$ more emissions are required to create $N_c$ pairs of images that are cross correlated.

It should be noted here that continuous imaging is possible. Data is always available for velocity estimation for all depths and imaging directions because the whole image region is probed simultaneously. Thus, it is not necessary to change the acquisition for probing in a different part of the image. Thus, the amount of data available is limited only by the flow physics, i.e., over how long a time it can be considered stationary with the same velocity.

The continuous availability of data is of considerable importance for stationary echo canceling. Traditionally short filters have to be used because only 8 to 16 samples are available. Now any kind of filter can be used because there are no initialization effects for continuous data. The echo canceling must be done using $H^{(n)}(t)$ and $H^{(n-N)}(t)$ and so forth. But then any high-pass filter can be selected, and lower blood velocities can be estimated. Continuous data also opens up the possibility of using adaptive filters.
III. RESULTS

The performance of the new SA velocity estimation approach was investigated for a laminar, parabolic velocity profile in a tube with simulations and measurements on a flow phantom. The same setup was used for both simulations and measurements.

A. Choice of Parameters

1. Number of Transmissions: Gamnemmark and Jensen [22] have shown in-vivo that synthetic transmit aperture can produce images superior to the conventional B-mode, linear-array images in terms resolution and dynamic range. Hazard and Lockwood [23] have shown for synthetic transmit aperture (STA) imaging with three emission and speeds of up to 80 cm/s that the image resolution is preserved, the main effect of axial motion is only a slight translation of the peak of the main lobe, and a 4 dB increase in the level of side lobes. Therefore, the number of transmissions was limited to \( N = 4 \).

2. Transmitted Pulse: Foster et al. [18] have shown in their error analysis that the precision of the cross-correlation method is proportional to the bandwidth of the system and the signal-to-noise ratio. The use of a linear frequency modulated pulse increases the signal-to-noise ratio while maintaining the bandwidth and axial resolution of the system. To maintain low-range lobes, a weighting on the pulse and optimization of the compression filter is done as described by Misaridis and Jensen [24].

3. Segment Size: A longer segment improves the estimate of the cross-correlation function. However, a longer segment contains echoes from scatterers with different velocities due to spatial velocity gradients. Foster et al. [18] show that, for larger vessels, an appropriate correlation interval is between 2 and 6 \( \lambda \).

4. Number of Cross Correlations: The estimation procedure presented in Section II assumes stationary flow. To improve the estimate of the cross-correlation function, a number of estimates \( R \) are averaged as shown in (12). This averaging will work only if the cross-correlation functions have the same position of the maximum peak. This will be the case for stationary flow; whereas, for an accelerated flow, a gradual shift in the position of the peak will occur due to changing velocity. Such a gradual shift should be limited to no more than half a sample over the entire time duration of the averaging. The half sample shift \( (\Delta \eta_m = 1/2) \) corresponds to a velocity change of:

\[
\Delta v_{1/2} = \frac{c}{2 N \cdot f_s} \cdot f_{prf}.
\]

This must be less than the acceleration of the flow times the averaging time, and hereby:

\[
a \times T_{\text{max}} = a \cdot N_c \cdot f_{prf} < \frac{c}{4 N \cdot f_s} \cdot f_{prf}.
\]

B. Simulations

The simulations were done using the program Field II [26]. The setup is shown in Fig. 5; the angle between the scan line and the center image line is \( \gamma \), \( \beta \) is the angle between the flow direction and the center image line, and \( \theta \) is the angle between the flow and the image line along which the flow is being estimated. The radius of the vessel is \( R = 5 \text{ mm} \), and the length of the vessel is 50 mm.

The number of point scatterers simulated is \( N_{\text{cat}} = 78,549 \). The maximum velocity at the center of the vessel is set to \( \bar{v}_{\text{max}} = 0.178 \text{ m/s} \) because this is the velocity obtained with the measurement setup in Section III-C. The velocity profile is parabolic, and it is shown with arrows in Fig. 5 and is given by:

\[
\bar{v}(r) = \bar{v}_{\text{max}} \left( 1 - \left( \frac{r}{R} \right)^2 \right), \quad |r| \leq R.
\]
Table I
Measurement Parameters for the Simulations, the Flow Rig, and In-Vivo Measurements

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transducer center frequency</td>
<td>7.5</td>
<td>MHz</td>
</tr>
<tr>
<td>Relative transducer bandwidth</td>
<td>66</td>
<td>%</td>
</tr>
<tr>
<td>Number of elements</td>
<td>64</td>
<td></td>
</tr>
<tr>
<td>Transducer pitch</td>
<td>205</td>
<td>μm</td>
</tr>
<tr>
<td>Transducer kerf</td>
<td>30</td>
<td>μm</td>
</tr>
<tr>
<td>Transducer height</td>
<td>4</td>
<td>mm</td>
</tr>
<tr>
<td>Elevation focus</td>
<td>25</td>
<td>mm</td>
</tr>
<tr>
<td>Excitation type</td>
<td>chirp</td>
<td></td>
</tr>
<tr>
<td>Excitation start frequency</td>
<td>0</td>
<td>MHz</td>
</tr>
<tr>
<td>Excitation end frequency</td>
<td>17</td>
<td>MHz</td>
</tr>
<tr>
<td>Excitation duration</td>
<td>20</td>
<td>μs</td>
</tr>
<tr>
<td>Sampling frequency</td>
<td>40</td>
<td>MHz</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>7000</td>
<td>Hz</td>
</tr>
<tr>
<td>Speed of sound</td>
<td>1485</td>
<td>m/s</td>
</tr>
</tbody>
</table>

where \( r \) is the radial position in the vessel. The angle between the vessel and the normal vector to the transducer surface is \( \beta = 45° \), and the center of the vessel is placed 50 mm from the transducer surface. The velocity was estimated for different angles \( \theta \) between the ultrasound beam and the vessel.

The simulation parameters are given in Table I. A 64-elements transducer with a nominal frequency of 7.5 MHz was simulated. The excitation was a linear frequency modulated (FM) signal as described in [24] to simulate a real synthetic aperture imaging system, which uses codes to increase the signal-to-noise ratio [10]. The compression filter was applied before the velocity estimation. The number of elements used in transmit is \( N = 4 \) equally spaced across the aperture. The results for the central line in the image \((\gamma = 0°, \beta = 45°, \theta = 45°)\) are given in Fig. 6. The black dashed line is the true velocity profile. The black solid line is the mean estimated velocity, and the gray solid lines outline the \( \pm 3 \) standard deviations of the estimated velocity profile. Fig. 6(a) is obtained by averaging over \( N_c = 24 \) cross-correlation functions \( R_m - 4, n (\tau) \). The correlation interval was 2.5λ long, and the search range was limited to \( \pm 1.7 \lambda \). The velocity was estimated at every 0.5 mm along the scan line, and the estimates were compensated for the \( \cos \beta \) factor in (5). The mean velocity profile and the standard deviations were calculated from 189 velocity profiles. The maximum bias of the estimated profile is \(-3.05\%\), and the maximum standard deviation is \(2.7\%\). Averaging over only \( N_c = 4 \) cross correlations gives the profile shown in Fig. 6(b). In order to maintain the low standard deviation, the length of the correlation interval was increased to 5λ. The interval in which the maximum of the correlation function is sought was increased to \( \pm 2.5 \lambda \). The standard deviation relative to the peak velocity of 0.178 m/s varies from \(1.2\%\) at the center of the vessel (50 mm from the transducer surface) to \(2.5\%\) at the boundary of the vessel (42 mm from the transducer surface). The bias is maintained below \(3.5\%\).

Using the same set of measured data, a whole image of the blood flow can be created. Fig. 7(a) and (b) show the velocity profiles for \( \theta = 35° \) and \( 55° \), respectively. The number of cross correlations over which the estimate was averaged was \( 4 \). The standard deviation and bias are on the same order as for \( \theta = 45° \), about \(3\%\).

C. Phantom Measurements

The performance of the new SA velocity estimation approach was further investigated for a laminar, parabolic velocity profile in a tube. The measurement setup is shown in Fig. 8. The flow rig consists of a Smedegaard Type Eco-Watt 1 pump (T. Smedegaard A/S, Glostrup, Denmark), and the mean flow is measured by a MAG 1100 mass flow meter (Danfoss A/S, Nordborg, Denmark) by Danfoss. The length and diameter of the tube are 1 m and 17 mm, respectively, to ensure a fully developed parabolic and laminar flow. The true velocity profile is derived from the mass flow meter and the geometric tube dimensions. A blood
Fig. 7. Velocity profile obtained by averaging over $N_c = 4$ cross-correlation functions for (a) $\theta = 35^\circ$, and (b) $\theta = 55^\circ$.

Fig. 8. Drawing of the flow rig for the parabolic flow experiment.

Fig. 9. Velocity profile measured from a flow phantom with a laminar, parabolic velocity profile. The average of 156 profiles are shown together with the true profile and the mean $\pm$3 standard deviations.

Fig. 9. Velocity profile obtained by averaging over $N_c = 4$ cross-correlation functions for (a) $\theta = 35^\circ$, and (b) $\theta = 55^\circ$.

The acquisition was done for 180 emissions using four groups of 17 elements [4], [6], which create spherical waves. The centers of these four groups were uniformly positioned across the 64-element active aperture. $N_c = 24$ lines were used for each velocity estimate, and 156 velocity profiles were obtained. Each group of elements was set to combined emit a spherical wave to increase the signal-to-noise ratio. A linear frequency modulated pulse also was used in transmit to increase the transmitted energy, hence, the signal-to-noise ratio. Compression of the received RF data was done with a modified, matched filter [24] prior to beamformation.

The results are shown in Fig. 9. The black solid line is the mean estimated velocity, the gray solid lines outline the velocity within $\pm$3 standard deviations (3$\sigma$), and the black dashed line is the true velocity profile. The standard deviation varies between 1.7 and 6%, with an average over the profile of 2.2% relative to the peak velocity of 0.17 m/s. The bias at the peak (at depth of 47.5 mm) is $-11\%$, with an average of 3.4% over the whole profile.

$^2$This is the calculated velocity profile, based on the mass flow meter.
In-vivo measurement - carotid

![In-vivo color flow image of the carotid artery scanned with a 7 MHz linear array transducer on a 29-year-old healthy male.](image)

Fig. 10. In-vivo color flow image of the carotid artery scanned with a 7 MHz linear array transducer on a 29-year-old healthy male.

IV. IN-VIVO FLOW IN CAROTID ARTERY

An in-vivo measurement was performed with the same measurement system setup and transducer as mentioned earlier. The carotid artery of a normal 29-year-old male was scanned, and the data was processed off line. The resulting image is shown in Fig. 10.

Both a B-mode, gray-scale image and a color flow map image were reconstructed from the same data. The high resolution images were first beamformed for each set of four emissions, and stationary echo canceling was done on the same set of high resolution images. Twenty-four pulse-echo lines were used in the velocity estimation using cross correlation at a pulse repetition frequency of 7 kHz. Thus, more than 290 independent and full-size images can be acquired per second. The radial distance between two estimates is 0.5 mm. The starting and ending angles of the color flow map are $\gamma \in [-21^\circ, 6^\circ]$, corresponding roughly to $\theta \in [47^\circ, 74^\circ]$, and the number of lines is 30. The colorbar on the right indicates the velocity range from \(-20 \text{ cm/s} \) (blue) to \(+20 \text{ cm/s} \) (red). The discriminator for showing velocities was solely based on the velocity being over 0.01 cm/s, and no postprocessing was used on the estimates. It can be seen that the flow is confined to lie within the carotid artery. The displayed color varies as a function of angle, and this is due to the \(\cos(\theta)\) factor in (5). Thus, this image demonstrates that synthetic aperture flow imaging can be done in-vivo.

V. SUMMARY

The new synthetic aperture acquisition approach has the advantage that data is acquired simultaneously from all directions of the image. Therefore, it is possible to follow moving objects continuously, which is of considerable benefit in velocity imaging. The flow image can be calculated continuously for all positions at the same time, and the frame rate can be maintained at any rate up to the pulse repetition frequency, which is in the kilohertz range. Having continuous data also makes it possible to have any kind of filter for the separation between slow moving tissue and the blood because data is continuous and no initialization of the filter is necessary. Any filtering can then be done, and very slow moving flow can be separated from moving tissue. The estimators for the flow also can work on any number of samples limited only by the time over which the flow can be assumed stationary. Often 100 to 200 pulse echo lines can be used in the estimation of the flow with this method, and potentially that should reduce the variance by a factor of 10 to 20 compared to conventional flow imaging. The continuous data acquisition also makes it possible to have any number of velocity spectra calculated simultaneously, albeit with a lower effective pulse repetition frequency. Thus, the velocity distribution before and after a stenosis can be studied by simultaneously displaying two velocity spectra. Using SA data acquisition also opens up the possibility for arbitrary focusing methods. This can be beneficial in transverse flow imaging, in which either a transverse oscillating field is synthesized [28] or a signal following the flow is sought [29]. The last method also can reduce the decorrelation of the data over several pulse acquisitions and thereby can further improve the standard deviation of the flow estimates.

The application of SA acquisition also improves the image quality, as it makes it possible to have focusing in both transmit and receive. The signal-to-noise ratio can reach acceptable levels by using codes and a set of elements in transmit. Thus, the suggested method makes it possible to devise a complete ultrasound SA system with both anatomic and flow-imaging capabilities.
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