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Abstract — We analyse the known decoding algorithms for algebraic geometry codes in the case where the number of errors is greater than or equal to \((d_{FR}-1)/2\) + 1, where \(d_{FR}\) is the Feng-Rao distance.

I. INTRODUCTION

The fast decoding algorithm for one-point algebraic geometry codes of Sakata, Elbrond Jensen, and Høholdt [1] decodes any code of genus \(g\) defined over \(F_q\). We consider an algebraic geometry code \(C_m\) of type \(G(D, G)\), where \(D = P_1 + P_2 + \ldots + P_r\) and \(G = mQ\).

Let \(P_1, P_2, \ldots, P_r, Q\) be \(F_q\)-rational points on a nonsingular absolutely irreducible curve \(X\) of genus \(g\) defined over \(F_q\). We have \(S_1(f) = S_2(f)\) for all \(f \in F_q\) such that \(p(f) \leq m\).

In the decoding situation we receive a vector \(y\) which is the sum of a codeword \(c\) and an error vector \(e\). We have \(S_1(f) = S_2(f)\) if \(p(f) \leq m\), so the syndromes \(S_1(f)\) can be calculated directly from the received word if \(p(f) \leq m\).

II. THE CODES AND THE DECODING ALGORITHM

Let \(P_1, P_2, \ldots, P_r, Q\) be \(F_q\)-rational points on a nonsingular absolutely irreducible curve \(X\) of genus \(g\) defined over \(F_q\). We consider an algebraic geometry code \(C_m\) of type \(G(D, G)\), where \(D = P_1 + P_2 + \ldots + P_r\) and \(G = mQ\).

If \(f \in R\) and \(y \in F_q^r\) we define the syndrome \(S_2(f)\) to be

\[ S_2(f) = \sum_{i=1}^{n} y_i f(P_i) \]

so we have \(y \in C \iff S_2(f) = 0\) for all \(f\) such that \(p(f) \leq m\).

In the decoding situation we receive a vector \(y\) which is the sum of a codeword \(c\) and an error vector \(e\). We have \(S_1(f) = S_2(f)\) if \(p(f) \leq m\), so the syndromes \(S_1(f)\) can be calculated directly from the received word if \(p(f) \leq m\).

If \(r\) is the Hamming weight of \(y\) then it is well known that \(S_1(f) = S_2(f)\) if \(p(f) \leq m\), so the syndromes \(S_1(f)\) can be calculated directly from the received word if \(p(f) \leq m\).

The objective of the decoder is therefore to determine the syndromes \(S_1(f)\) where \(m < p(f) \leq 2(r + 2g) - 1\) then the error vector can be easily found.

The decoding algorithm is a version of Sakata's generalization of the Berlekamp-Massey algorithm.

This algorithm indeed solves the decoding problem when \(\tau \leq \lfloor (d_{FR}-1)/2 \rfloor\) (with \(\tau\) being the number of errors). See [2] or [1].

III. THE RESULTS

Let \(P_1, \ldots, P_r\) be the error points. We call these independent, if they give independent conditions on a function passing through these points, or equivalently that

\[ L(\rho Q - (P_1 + \ldots + P_r)) = 0 \]

Theorem 1. If \(m \geq 4g - 2\), \(\tau > \lfloor (d_{FR}-1)/2 \rfloor\), and the error points are independent then the algorithm fails.

Theorem 2. The function in \(F_q\) with lowest poleorder \(\rho\) at \(Q\) is an element of \(L(\rho Q - (P_1 + \ldots + P_r))\) for at least \((q-1)^{-1}\) possible choices of the error values.

Theorem 3. The algorithm corrects \(\tau = \lfloor (d_{FR}-1)/2 \rfloor + 1\) dependent errors correctly in almost all cases.

The question whether a random selected set of points on a curve are independent or not seems difficult. We have some numerical evidence for conjecturing that (at least on a Hermitian curve) that the probability of getting independent points is \(1 - \frac{1}{q^r}\).
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