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Abstract

In this paper we show that, given appropriate context information, it is possible to reduce
the number of false positive errors in an network intrusion detection system.

We discuss technical and organizational means to gather and structure additional information
about the hosts' operating system and application. Furthermore, we present an architecture that
works on top of an off-the-shelf IDS and demonstrates the feasibility of this approach.

1 Introduction

Nowadays, IT-Systems are threatened by a plethora of attacks. These attacks range from automated
worm spreading attempts to targeted attacks; unfortunately the majority of these happen over
communication networks. Thus, an important element of a secure network setup is an intrusion
detection system (IDS) [2]. The main purpose of an IDS is to inform administrators of a system
when their system is under attack. It stores traces of irregular behaviour which can be used in an
forensic analysis in the course of incident response actions. In order to achieve this, an IDS needs
to have some means of accessing the current network communication (or samples thereof), match
it to some known good or bad samples and react accordingly.

An IDS knows neither everything about the system it protects1 [6] nor about all known, or even
unknown, attacks. Thus, it necessarily must make assumptions about the missing information.
This, in turn, leads to a certain rate of wrong decisions, namely false positive and false negative
reactions. A false positive reaction, also called error of type I, of an IDS is an alert on an attack,
which is none. Errors of type II, i.e. false negative reactions happen, if an IDS does not recognise
an attack. Due to the nature of type I and type II errors, reducing the number of false positive
reactions will usually increase the number of false negative ones, and vice-versa.

Unfortunately, the accuracy of an IDS suffers a lot due to the high complexity of the protected
systems and the ever-increasing number of attacks. Due to security reasons, vendors and admin-
istrators typically choose to minimize the rate of false negative alarms, therewith resulting in a

1The IDS would need to be a perfect replication of the protected system, in order to do so.
high rate of false positive. As explained above, it is beyond the capabilities of the IDS to further distinguish its final output into correct alarms and false ones. Thus, an system operator has to go through the output of the system in a manual fashion and checks the output for security related incidents. In many cases, and mainly in busy networks, the standard approach leads to a huge amount of alerts generated by the IDS, where the majority is false positive.

On the one hand, false positives alarms by themselves do no direct harm to the security of a system. Getting a large amount of false positive alarms in order to have a only very few false negative alarms seems to be the better trade-off. On the other hand, every alarm has to be manually evaluated by the administrator in order to distinguish false positive alarms from real attacks. Due to this a huge proportion of false alarms results in indirect damage: if the administrator gets overloaded by alarms in a way that she can not cope with the number of alarms produced. In this case, the IDS is of no help for the network’s operators.

By taking into account easily accessible context information about the hosts in the network, we will show in the later sections of this work, that it is possible to reduce the amount of false positive alarms for more than 95%. The information includes the hosts’ operating system and the applications running, together with their version numbers.

In order to evaluate the effectiveness, we build a prototype implementation (called “XYN”) as a meta system, which re-samples the output of an IDS system. We have chosen Snort as a prominent example of an IDS due to its well defined interfaces. The prototype was developed and tested in cooperation with a German ISP for high quality customers and businesses, which gratuitously setup the IDS in the DMZ of the network.

Our contribution to this area is twofold:

- We discuss technical and organizational means to collect and structure the additional information on the context regarding the hosts in the network.
- We present an architecture that works on top of an off-the-shelf IDS and demonstrates the feasibility of this approach.

2 Related Works

In [10] an approach is discussed, with the purpose to reduce the number of positive alerts by clustering single events which belong to the same attack context. Even though the number of generated alerts is reduced, it does no significant effort of removing invalid alerts. To a certain extend, their work can also be used to reduce the number of false negative samples, which is not covered in our paper. Thus both systems could benefit from a mutual integration, but are independent otherwise.

Another approach to correlate data from multiple sources together with primary data from an IDS is developed in [1]. However the authors do not consider databases which include context information, like e.g. the configuration and applications running on the target systems. Unfortunately the actual correlation process it is also a bit unspecific, i.e. there is no description on how the reduction of false positive and even false negative errors is achieved.

The Basic Analysis and Security Engine (BASE)\(^2\) is a frontend for end-users and administrators. The application accesses directly the database of an IDS, which is extended with additional

\(^2\)http://base.secureideas.net/
tables. The objective of BASE is to aggregate and re-sample frequent alarms and store the report back into a new format. The newly created records set can then be analyzed under different aspects, e.g. specific time, signature of attacks, IP-addresses, etc. However BASE does not make an additional qualitative check on the data, therefore it is no help in distinguishing between true and false positive alarms.

Scott proposes a similar concept in [9]. His motivation was the raising burden for system operators who are working on growing output of network based intrusion detection systems. The lack of a unified format for all the data which is collected from different firewalls, routers, and IDS, poses as a significant hurdle to them because there are no standardized interfaces. Before the data can be used as input for algorithmic processing, it has to be stored in databases. At this point a system should have knowledge about the desired security level of the machines present in the network, applications and services in the respective subnetworks, as well as allowed interactions between the machines. With the help of this aggregated information an evaluation could be initiated to decided upon an alert to the administrator.

In fact, the architecture of Scott’s work is conceptual similar to our work, but there are two decisive distinctions: first, his work is more complex than ours, integrating routers and firewalls. Second, however, the proposed architecture of Scott is knowledge neither implemented nor tested with real data.

3 Technical Background

Intrusion detection systems can be divided into two different classes: host-based intrusion detection systems (HIDS) and network intrusion detection systems (NIDS). An host based IDS runs on a local machine. It knows the exact environment and can therefore recognises a system specific attack on that system. A network IDS monitors network traffic; either of the complete network, or there is one NIDS for each network segment. By analysing the traffic the NIDS can detect various attacks against one or more hosts in a network. Unfortunately a NIDS is less specific as a HIDS, since no information on the different hosts are available. This leads to serious problems: Today many vulnerabilities are tested automatically by exploited machines regardless whether a machine is exploitable or not. In most cases attacked machines are not vulnerable, since they do not fulfill the requirements for a tested exploit. The fact that a NIDS has no specific information on the different host leads to a huge amount of false positives. Therefore a NIDS becomes simply ineffective in an huge network.

A Common Intrusion Detection Framework was defined in [4]. With the help of this framework, even the interplay of IDS from different vendors was targeted. The framework is designed to be modular and consisted of several parts: one box for collecting data (“E-Box”), the actual unit for processing (“A-Box”), the storage unit (“D-Box”), and the part for sending alerts (“R-Box”). Data is transmitted between the boxes with the help of the Common Intrusion Detection Specification Language CISL. The E-Box’s task is to collect data relevant for the intrusion detection. It is crucial to avoid that data are added, removed or changed by this unit. Problems at this stage include network packet fragmentation, timeouts, and stream reassembling. This stage also has to detect and compensate known methods of so called IDS-evasion [6]. The collected data is analysed in the A-Box. Analysis is usually done with the help of either anomaly detection, or based on matching signatures (sometimes also called “misuse detection”) [3]. The first approach makes use of statistical methods, data mining or similar, to distinguish between different types of traffic and
detect unwanted behaviour. The other method uses an extensive list of signatures which describes irregular data packets. However, neither approach has been up to now been proven to be superior as both have their type of failures. Due to the fact that our approach needs detailed information of the attack, we work with a signature based IDS in this work.

Therefore, we have chosen Snort [7] as a NIDS which is based on the CIDF architecture. Snort only differs from the CDIF architecture in the fact that the D-Box is merged together with the R-Box. The main task of Snort in our setup is to collect and save recognised attacks as events in a MySQL database. An important feature of Snort is that it often saves an event together with a CVE (Common Vulnerabilities and Exposures) reference. Such a reference is named by the Code 'CVE', the year it appeared for the first time and a continuous number. A valid reference name would be CVE-2003-0034. Due to the global unique naming one can find detailed information about affected software on various sites within the international security network. Standardized information in XML-format can be found e.g. in the National Vulnerability Database (NVD)³.

### 3.1 Type I and II errors

As we shortly elaborated in the introduction, it is inevitable for every IDS to make false positive and false negative decisions. In our approach we apply context based decisions on all alarms, i.e. true positive and false positive alerts. This is depicted in the following table:

<table>
<thead>
<tr>
<th>Original decision</th>
<th>Intermediate result</th>
<th>Decision of XYN</th>
<th>Final result</th>
</tr>
</thead>
<tbody>
<tr>
<td>True positive</td>
<td>Correct</td>
<td>Accept</td>
<td>Correct</td>
</tr>
<tr>
<td>False positive</td>
<td>Type I error</td>
<td>Accept</td>
<td>Type I error</td>
</tr>
<tr>
<td>True negative</td>
<td>Correct</td>
<td>Reject</td>
<td>Correct</td>
</tr>
<tr>
<td>False negative</td>
<td>Type II error</td>
<td>no reaction</td>
<td>Type II error</td>
</tr>
</tbody>
</table>

As can be seen from the list above, our approach raises the number of type II errors (first italic phrase), while reducing the number of false positives (second italic phase). We will discuss the extend to which we were able to reduce errors of type I, and in turn raised the number of errors of type II, in Section 5.

4 Prototype

In this Section we will describe the conceptual architecture of our prototype XYN and give details of the implementation.

The architecture of XYN can be divided in four different functional units: the first unit collects the events found by Snort. The second unit imports and extracts detailed information about a vulnerability from a vulnerability database, i.e. the National Vulnerability Database. Due to the description of a vulnerability, XYN is able to extract information on the affected operating system as well as the affected software. The third and fourth part are described in the two upcoming Sections in more detail.

4.1 Collecting Context Data

The third part of XYN is responsible for collecting data about the different hosts in the network. We will now describe two different methods, to collect this data – it should be noted that they can be combined, if necessary.

If the IDS is set to protect the network of a company, there are good chances that the IT is managed in accordance to the Information Technology Infrastructure Library (ITIL)\(^4\). One part of the ITIL-definitions is the Configuration Management Database (CMDB). This database should contain the configuration parameters of all hosts, including the complete history, with details about hardware, software, processes, infrastructures, responsibilities, and other components. Depending on the critical level of the respective hosts, the level of detail is either very high, or rather low. For critical infrastructures like routers, switches and central servers, the CMDB should include in any case the operating system, its version, as well as all applications together with their versions and patch levels.

Using such a database, it is trivial to derive the necessary information which is needed for an IDS.

In the case of smaller networks, there is usually no CMDB available. Then, one out of several tools can be used to build up a basic database of the required information. As these approaches are to some extend prone to errors, the results should in any case be cross-checked by some human system operator.

One known tool for this is Nessus [8], a network vulnerability scanner. Nessus starts with a portscan in order to detect open TCP and UDP ports. For each of these ports, a number of plugins are used in order to determine the application and possible security issues. The results are then written into a XML-file which can be parsed and transfered into the XYN database.

Another tool for this purpose is nmap [5]. It has a similar feature range as Nessus, but misses vulnerability scanning. However, nmap has one of the best methods to detect arbitrary applications running on open ports, even if the ports are non-standard. To this end, nmap makes use of so called

\(^4\)http://www.itil.org/
“banner scanning”, where typical network protocols are send to each open port, until a reasonable reply is received for one of them.

Further refinement of the results provided by Nessus or nmap can be done with behavioral scanners. These are specialized tools which send a variety of specific requests to a server and compare the answers of the server to a database of known implementations. With the help of these scanners it is even possible to correctly identify implementations of network servers which try to hide their identity by spoofing their banners.

Finally, if one port features an HTTP-server, there might a multiplicity of scripts and applications running on a single TCP port. In this case we recommend the use of a crawler to determine active applications.

We conclude that there is a multiplicity of ways to collect the appropriate set of necessary information.

4.2 Deciding on Relevance

The final part of XYN decides if an event is a relevant attack against a host. This decision is based on the information given by the other units. If the unit recognises this event as an attack, then a notification will be send to the administrators. Otherwise this event will be categorised as irrelevant. This is true if there is at least one requirement of the attack which is not fulfilled by the target system. For instance, if the software on the target system is a version, which includes a patch against this attack.

Translation from event information to affected software/OS is made via CVE references. As described above those references guarantees global unique naming of known attacks.

One problem is that not every event recognises by Snort includes a reference to a vulnerability. On the one hand most of these events are only harmless port scans. On the other hand those events cannot be simply dropped since this could have the unwanted effect of increasing false negative rate.

5 Evaluation

For the evaluation of the success of our approach, we were able to place the prototype in a DMZ of a German ISP. The events observed by the NIDS Snort were stored in a MySQL-database running on a Debian machine.

In this DMZ there are more than 60 hosts to be monitored by a NIDS over periods of seven days. Every packet passing the DMZ was therefore send to the NIDS.

In order to verify the results we did several runs of one week each, the resulting numbers were reproducible and had significance.

5.1 Frequency of signature

In total 244 different signatures triggered 771,733 alarms. Figure 2 lists all signatures which where triggered 40 times or more often together with the fact if Snort provides a CVE-reference to them, or not. As discussed before, our approach bases on the presence of CVE-references in order to decide upon an attacks’ relevance.

However, only 65% of all attacks were triggered by an signature containing a CVE-reference. On the other hand, a huge number of alarms where of type portscan or http inspect. Both of these to not refer to an actual attack, but rather to an suspicious data packet which, by itself, is of
no danger for a modern system. If we removed these packets from our analysis, about 1% of alarms remained without CVE. Thus, \(\approx 99\%\) of all alarms are either no attack, or possess a reference where further information is available.

### 5.2 Attacked Software

Figure 3 illustrates the targeted software by the exploits and the software running in that network. According to privacy reasons, the hostnames have been replaced with pseudonyms. Whenever the targeted software version matches the running software, this is marked in the last column of the table. In this case however, we did not check for the software version, but only for general relevance.

### 5.3 Overall Analysis

In this Section, we will evaluate the effectiveness of the deployed prototype. The evaluation’s success obviously depends on the deployment scenario – thus it is very likely that in a different setup, i.e. at a bank, within a governmental agency, or at some completely other place, the prototype will perform differently. As we tested our setup in the DMZ of a medium-to-large German ISP we are confident that the attacks are representative to a large degree for all major networks.

Within one observation time frame of one week, our framework noticed 771,733 attacks, out of which 567,421 were related to a CVE-reference. If we subtract from the remaining number of alarms those which only were of informational nature and did not refer to a real attack, e.g. warning on portscans and http inspections, only 1% of all attacks were without CVE-reference. These alarms had to be sent directly to a human administrator for manual inspection. These were a total of 8567 alarms. Even if this number appears to be high at the first glance, this number can be further reduced by aggregating the alarms and sending them out in discrete intervals only. As in our setup the post-processing took place once per hour. There were only a total of 385 messages delivered to a human administrator this way.
From the alarms which had a related CVE-reference, we found that 95.4% of them could be discarded, if the software and the software version on the target system were known and accurate. Even if the version of the software at the target system would have been unknown, 94.3% of these alarms could still have been discarded. These numbers were found as averages in several runs, where the variance was generally found to be well within less than 5 per cent points.

Summarizing the results, our framework was able to reduce the number of alarms on 737,007 alarms, which is about 95%.

In all runs we did not notice that an alarm was removed by the system (see Section 3.1). We considered that this is due to the nearly perfect information about the hosts to be protected due to the use of a CMDB. In addition, the overall quality of information gathered from CVE-references can be considered very high. Thus we conclude that, while it is of course possible that our approach might eventually remove relevant alarms from the notice of administrators, the probability is rather negligible compared to the huge number of false positive alarms removed.\(^5\)

Even as we were unable to make an in-depth analysis of the remaining 4 – 5% of attacks, we can still conclude that the number of false positive alarms was reduced at least 95.5%\(^6\).

### 6 Discussion and Conclusion

In this paper we have introduced a prototype of an IDS which strongly reduces the amount of false positive alarms. Instead of creating a new IDS from scratch, our prototype works with the alarms

\(^5\)Please note that we do not claim that our approach will never result in an increase of false negatives. We want to express that the probability is very small.

\(^6\)The real number is within the interval of 95.5% to 100%.
generated by a NIDS. All of these alarms are checked for relevance before being actually send to a human administrator.

To this end, XYN was designed to be highly modular, where the information is pre-processed, processed and stored by different modules. The only task of the central core is to correlate and evaluate the basic information provided.

The amount of reduced alarms highly depends on the quality of the available information about the hosts in the network. Especially critical are all cases, where the impression exists that no attack actually took place:

- if the NIDS has not recognized the original attack, it is in our model impossible to correct this error.
- if the NIDS uses an error-prone database for its signatures it can happen that an attack has not proper information on the vulnerable targets. This can lead to a wrong de-selection of the respective attack. This typ of error can also appear, if there is no signature for a given attack.
- if the database of XYN misses a vulnerable application.

To avoid the cases listed above, only data with a known high quality should be used. As the first and second case describe errors which happen in the NIDS, our approach has no direct influence on them, other than choosing a well supported NIDS. Case three was to a certain extend discussed in Section 4.1. Obviously, the best case is to adhere to ITIL-conform IT-management, where the third case should only happen within a negligible frequency.

The results achieved with this solution show that it is feasible to vastly reduce the amount of false positive alarms. In addition to that there are even more possibilities for future work and enhancements:

- combination and automation of collecting context information for the database containing the list of vulnerable applications.
- finding possibilities to exclude certain applications from being relevant for some attack signature, even if no CVE entry is available.
- optimizing the frequency of the interval in which the central core module is run. A balance has to be found between early notification and the number of alarms.

6.1 Conclusion

In this paper we have showed that, using appropriate context information, we can reduce the number of false positive errors in an NIDS. While it is difficult to extrapolate the results from our setup into different scenarios, we are still confident that the reduction of more than 95% of false positive alarms can be reproduced within other networks. The cost for achieving this enhancement is rather small, if an CMDB is already available – in other cases we think that the initial effort will pay-off with the enhanced functionality of the NIDS.
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Abstract

Most intrusion detection systems (IDSs) available today are using a single audit source for detection, even though attacks have distinct manifestations in different parts of the system. Previously, we have explored the benefits of combining several sensors monitoring different audit sources to improve the detection of attacks. In this paper we go one step further and investigate possible synergistic effects by actively sharing information between distinct intrusion detection sensors taking events from isolated audit sources. We present four scenarios where we show how the function of one IDS, measured as false alarm rate, performance in terms of used resources, or attack response, can be improved by having access to information collected and analyzed by another IDS. Based on these four scenarios, we then generalize our findings and outline necessary properties of a sensor communication framework for multiple IDSs. Our focus is on cooperation between IDSs, but we also touch on response techniques.

Keywords: intrusion detection, IDS cooperation, IDS response

1 Introduction

Other studies have emphasized the advantages with using several complementary intrusion detection systems (IDSs) to improve the attack detection coverage as compared to a single system ([3],[20]). One can mix different analysis methods, such as the system proposed by Tombini et al. [20], where they serialize the analysis by first using an anomaly detection engine followed by a misuse detection engine. One can also collect different security-relevant events from a variety of sources and compare the resulting analysis by the corresponding IDSs, as done by Almgren et al. [3]. For many of the suggested complementary IDS deployment schemes, and the ones above in particular, the IDSs in question are relatively unaware of the other pieces of the system. In this paper, we explore the synergies that can be harbored from using different systems, given that these systems know of each other’s existence and can exchange different types of information. By actively cooperating, we hypothesize that one may gain better performance in terms of used resources, improve the attack detection coverage, and possibly limit the risk of questionable behavior through better response.

Our work is empirically built around four scenarios. In each scenario we present a problem, followed by a description on how information available to one intrusion detection sensor would be of use to another sensor, sometimes directly and other times indirectly through a better understanding of the resulting alerts. The advantages does not always come without a penalty, so we also include possible disadvantages with the approach. We have also built a proof-of-concept in our test bed for these scenarios. Contrary to the prevalent approach of describing the experiments in a separate section, we interweave a discussion of the implementation directly after the scenario description. This makes the presentation...
more cohesive, and further let us save space as the scenario description does not need to be repeated. Based on the experience implementing the scenarios, we propose an outline for a sensor communication framework. This framework is briefly presented before the scenarios, even though it is the result based on the analysis of the scenarios. Introducing the outline before the scenarios allows us to refer to the framework throughout the paper. By the end of the paper, we return to the framework and describe it in more detail.

The aim of the paper is to explore the benefits and disadvantages with cooperating intrusion detection sensors, and identify the building blocks necessary for using diverse sensors efficiently. Thus, we see our proposed outline for sensor communication as a guide for future research and development and not as a finished proposal.

The rest of the paper is organized as follows. In Section 2 we outline the sensor communication framework. In Section 3 we describe the four scenarios that form the basis for the paper, including their implementation. We then consider the result in Section 4 and return to the sensor communication framework in Section 5. We go through related work in Section 6. We describe future work in Section 7 and the paper is concluded in Section 8.

## 2 Outline of the Sensor Communication Framework

In Figure 1, we show an outline of a sensor communication framework. There are three modes of communication and these are marked with a number. The first mode, sensor-to-console communication (marked with 1 in the figure), is a necessary piece to any IDS as the site security officer (SSO) needs to be able to analyze all alerts. Most sensors have different output options, even though they in some cases are quite rudimentary. We are going to assume that all sensors are able to forward their alerts to a console. For more advanced sensors, there is also console-to-sensor communication (marked with 2). Finally, there may also be sensor-to-sensor communication (marked with 3).

We also show some of the components of an alert-decision framework (the rectangle) that we argue is crucial when collecting alerts from several sensors. It has not been implemented for this paper, but its parts have been identified. In the scenarios below, we refer to Figure 1, and then expand on its parts in Section 5.
3 Scenario Descriptions

In this section we describe the scenarios that are the basis for the paper. For each scenario, we start with describing a problem and then outline how the problem can be solved, or at least mitigated, by combining several IDSs. We concentrate on three audit streams and the corresponding sensors that analyze the information found in these streams. For simplicity, we use the term “sensor” and “intrusion detection system” interchangeably.1 We choose to look at a network-based IDS (with the network as the audit stream), an application-based IDS (with events collected from within the application or from its log file), and finally a host-based IDS (HIDS) analyzing system call sequences. We need to limit the scope of the paper, and we choose this combination as there exist mature systems for us to use (Snort, Apache), or we have previous experience with them (webIDS). We do not consider this as a restriction of our work, as other sensor / audit sources would most likely also work in a similar fashion (see for example Scenario 4). Further details of the experiments are found in Section 3.1.

Each audit stream contains a subset of all security-relevant events that can be collected. When comparing two audit streams, some events directly overlap and exist in both streams. In other cases, the information exists in both streams but it can only be compared after a reconstruction step by the IDS. For example, a network-based IDS that preprocesses the collected events from the network can rebuild the HTTP protocol and the requests to the web server as seen by an application-based IDS. This reconstruction may be time consuming and also be circumvented by a wily attacker [18]. However, there also exist events in an audit source that cannot in practice be reconstructed from the information found in another audit source. A typical example is that a NIDS cannot predict the system calls invoked by a cgi program resulting from a request to the web server.

In the rest of this section, we describe a number of scenarios where the exchange of information is useful. These range from sharing information that are more easily collected from one audit source, but helpful when analyzing the information found in another audit source, to changing the security policy in one sensor based on input from another sensor.

3.1 Details of the Experiments

Even though we have implemented a proof-of-concept for the examples, we focus on the concepts described in each scenario and not on the particulars of the implementation. We are also limited in space, and for these reasons the discussion of the implementation and the resulting tests are quite terse. However, there are lessons learned from the implementation and we try to highlight these for each scenario.

As mentioned before, we concentrate on three sensor / audit sources. We use Snort [19] as the network-based IDS. It is well-known, open source, and a de facto standard. As we have previous experience with a system similar to the webIDS ([2], [4]), we use the Apache HTTP Server [6] as a web server combined with an application-based IDS (e.g., the webIDS). As Apache has extensive facilities for adding functionality in the form of modules, as well as mature logging functions, the webIDS used for this paper is in reality a mixture between external code and directives within the web server configuration files. For simplicity, we consider both changes to the Apache configuration files and the external code to be part of the webIDS in the descriptions. Finally, we developed a very simple HIDS that monitor system call activity for cgi programs.

At this stage, the implementation of the scenarios is not mature enough to be run on a production server. As we wanted a proof-of-concept to validate our reasoning, we sometimes allowed a simpler solution even though it led to a performance degradation. One would most likely prioritize performance over simplicity for production servers.

---

1In complex deployments, an intrusion detection system may have several sensors but in a typical small-scale deployment, an IDS usually only use one sensor.
3.2 Scenario 1: Understanding the missing alert

Sensors: NIDS, webIDS
Exchange: “encryption status” of web requests

Description

As the first example, we consider a system with a network-based IDS (NIDS) and an application-based IDS (webIDS) monitoring a web server. Using an attack that both the NIDS and the webIDS can discover, we expect that we either have no alerts (meaning no attack is in progress) or alerts from both systems simultaneously. Unfortunately, as the sensors are imperfect there are also situations when there is an alert from only one sensor requiring a more careful analysis on the part of the site security officer (SSO). For example, if there is only an alert from the webIDS we have the following two possibilities.

- The webIDS failed its attack analysis and wrongly reported an attack (false positive), or
- the NIDS failed to discover the attack (false negative).

Distinguishing between these two situations is rather tricky, especially given the real-time nature of intrusion detection. If a real attack is ongoing, the SSO needs to block it but if it is a false alarm the alert can be ignored. Any indication to which scenario is the most likely helps the SSO in his analysis. Unfortunately, most intrusion detection systems today do not give an indication of the certainty of their predictions. However, this is exactly the aspect we explore in this scenario. By considering the failure modes of a sensor, we know when its analysis is unsound and thus when its alerts should be marked with a very low probability of being true.

For this example we concentrate on a particular weakness of a network-based sensor searching for web attacks; it is blind to attacks sent over an encrypted channel. The NIDS can then no longer reliably analyze the request and any attempt of deep-packet inspection is wasting computational resources. Thus, given that the request is encrypted the NIDS should mark its analysis as incomplete. Unfortunately, the NIDS cannot easily by itself report whether a request is encrypted, because, as the channel is encrypted, the NIDS does not even know of the request in the first place.

The webIDS, on the other hand, does not suffer from the same weakness to encrypted content. From the perspective of the webIDS, an encrypted request is not much different from any other request. The fact that the request is sent over an encrypted link is directly available within the event stream, but so is the request in clear text. The webIDS can thus analyze the request regardless of its encryption status.

In this case, the webIDS has direct access to the encryption status, i.e., a piece of information that is critical for explaining the ability of the NIDS to detect attacks, even though it is of little value to the webIDS itself. Sharing the information with the NIDS may avoid time-consuming deep-packet inspection, and including this fact in an alert explains why an expected alert from the NIDS is missing for the SSO. Knowing that the HTTP request was encrypted in the example above thus directly invalidates the NIDS contribution of “no attack,” and the SSO can start with assuming there is an ongoing attack until further evidence is collected.

To generalize, there exists information that is much more accurately collected with less performance overhead from one audit source compared with another. However, this information may still be of value to other IDSs that cannot directly tap the original audit source in question. The information does not even have to be analyzed and processed before being shared, as in this example.\(^2\)

Experiment

We deployed Snort and the webIDS together with the Apache web server in our test bed. We added an extra signature to the webIDS, so that it would alert for all requests that were sent over an encrypted

\(^2\)In Almgren et al. [5], we explore this scenario further.
channel. All alerts were forwarded to a central console, thus only using communication mode 1 from Figure 1.

We tested the system by using the phf attack [10]. We first ran the attack without encryption, and this resulted in a Snort alert and a webIDS alert. We repeated the experiment over an encrypted channel, resulting in a phf alert from the webIDS but no alert from Snort. However, this time we also had an alert from the webIDS indicating that the request was sent over an encrypted channel.

By considering the alerts from Snort and the webIDS in conjunction, the SSO has a better picture of what is happening in his network. The extra webIDS signature for when the request is sent over an encrypted channel was quite easy to add. One can instrument the Apache web server to log the encryption status of a request directly, and, if the webIDS is already using the log file as its audit source, only a few changes are necessary to also incorporate this new signature.

However, there are still a few problems and these reflect the parts we have added to the alert-decision framework in Figure 1 (the rectangle). First, the alerts at the console should be correlated and merged into clusters if they are related. In our rather simplified experiment there was no problem for the SSO to manually cluster the alerts that belonged together. On a production server with a higher traffic load, there would have been many more alerts resulting in the manual analysis being quite laborious. Furthermore, we found that it is rather difficult to see that a piece of evidence is missing, i.e., that the alert from the NIDS is not there when the request is encrypted. Having the system automatically highlight expected information, such as a missing alert due to encryption, would have made the analysis simpler for the SSO.

### 3.3 Scenario 2: Only use the blunt tools when necessary

**Sensors:** NIDS, webIDS  
**Exchange:** access of “sensitive resources”

**Description**

One of the major problems with intrusion detection systems are their propensity for false alarms. Some rules are not used for real-time monitoring within production environments because they cause too many false positives, even though these rules make it possible to detect attacks that would otherwise be missed. The cost of handling the false alarms outweighs the utility for these rules. Simply put, it is difficult to write good rules that alerts for most attack variants, do not alert for normal behavior, and is simple enough to be used for real-time analysis.\(^3\)

In this scenario, we consider how to profit from the detection capability of such rules, but without suffering from an excessive number of false alerts. We use the Snort rules that scan traffic from the server to the client for sensitive content as an example. These rules search for strange or invalid output from known programs, e.g., if the id program is run and returns root (SID 498). The Snort rule with SID 498 is described at [7], including a discussion of possible false positives. Such rules are thus similar to the bottleneck verification described by Cunningham et al. [8]. In short, if an attacker runs any of a set of programs on the host to verify his status, the attack attempt is detected regardless of the original attack vector. Even though the attacker changes the attack vector, the output from these programs is more difficult to change, thus giving a last recourse to detect a successful attack.

To limit the number of false alarms, we use these rules only when there is a significant risk of an attack taking place. For example, when a resource that is deemed as relatively safe is accessed, such as a static web page, these rules are turned off. When a sensitive resource that may be hacked is accessed, e.g., a cgi resource with a known weakness, these rules are turned on. Hence, we avoid all the false alarms caused by normal behavior when accessing the majority of the safe resources.

---

Even though a network-based IDS would be able to guess when a sensitive resource is being accessed (cgi-bin in the path name), its analysis is relatively inexact. The webIDS, on the other hand, can easily determine the exact mapping between URIs and file resources done by the web server. If a sensitive resource is accessed, the webIDS can adapt its own analysis and also share the information with other components so that also their analysis is more detailed. Knowing that a sensitive resource is being accessed should be of interest to most components. All sensors can then use more rules to analyze the traffic, or, in the case of an anomaly-based system, lower their threshold value for normal traffic.

Experiment

We let the webIDS collect information about what type of resource is being accessed in response to the web request. If this resource is sensitive (here taken to be any cgi program), this fact is communicated to Snort. Snort can then also analyze the traffic going back to the client for strange patterns.

We added an extra HTTP header to the response from the web server, reflecting the type of resource that created the response. In this simple example, we could directly add this information within Apache but more complex schemes would have required a more elaborate instrumenting of the webIDS. We then created a new rule that directs Snort to search for the extra header as well as the original attack pattern found in the Snort rule with SID 498 [7]. Thus, we used an indirect variant of communication mode 3 shown in Figure 1. The webIDS added information that Snort would intercept and interpret, even though it did not directly setup an explicit communication channel to Snort.

To test the result, we created one static page containing the output from the \texttt{id} program, as well as a dynamic resource (e.g., cgi program) that returned a page containing the very same output. When we requested the dynamic program, both the original rule and the new modified rule raised an alert in Snort. However, when we asked for the static page, only the original rule raised an alert. Thus, the new Snort rule only raises an alert when a sensitive resource created the response.

An alternative approach is the following. Instead of the the direct sensor communication (mode 3), we only let the sensors communicate with the console (mode 1 in Figure 1). We let the webIDS raise an alert when a sensitive resource is being used and leave the Snort rule unchanged. Alerts from both Snort and the webIDS is sent to the console, where the alerts are correlated. By adding a rule to the alert analysis module (found in the rectangle in Figure 1), an alert cluster is only forwarded to the SSO if it contains both an alert from the webIDS and from Snort. We did not implement this approach, but it shows that we can achieve the same end result from the point of view of the SSO without having a channel between the webIDS and Snort (mode 3). In both approaches, the SSO only has an alert if a sensitive resource has been accessed and the returned response is the output from the \texttt{id} program.

3.4 Scenario 3: Only call for the heavy artillery when the performance penalty is affordable

\textit{Sensors:} NIDS, webIDS, HIDS

\textit{Exchange:} indication of “possible attacks”

\textbf{Description}

Frequently, an alert only gives one piece of the puzzle; it is only an indication and not sufficient evidence of a possible ongoing attack. As the IDS monitors a single audit source it does not have the complete picture of what is happening in the system, and can thus only give an indication that an attack may be in progress. For example, Snort alerts when only finding the string \texttt{phf} in a web request, regardless of whether the cgi resource \texttt{phf} exists on the web server, it being vulnerable to this particular attack, or what the final outcome of the attack is. Thus, the SSO needs to have a comprehensive background
knowledge of the details of his system and then carefully investigate each alert manually to find out why the IDS reported an attack.

In this scenario, we investigate how a cross-system signature decreases the number of uninteresting alerts, i.e., the cases where Snort reports about the phf attack but where the attack is insignificant or where it failed. We let the webIDS invoke an extra analysis step only if the request contains a known vulnerable resource. This extra analysis step invokes a host-based sensor (HIDS) that carefully monitors the execution of the request by recording all its system calls and analyzing them in detail. As the resulting analysis is more detailed, the SSO should be more certain of an attack taking place when receiving an alert both from Snort and the HIDS. However, there is a severe performance penalty with the extended analysis and that is why it is not normally performed on each request. The server would simply become too slow and unresponsive.

As one requirement of intrusion detection is to have it run in real time, one sometimes must forgo a slower but more advanced analysis method. However, by only using such analysis for the cases where it really matters, as done in this scenario, it may be possible to absorb the performance penalty of the more advanced method and still run in real time. Thus, we first use a casual analysis to find problematic behavior. By indicating possible attacks, other IDSs can then perform a more detailed analysis. Furthermore, given that the resulting alert from this comprehensive analysis is less likely to be a false positive as compared to the original Snort alert, one may also use it as a basis for an automatic response.

Experiment

We deployed Snort, the webIDS and a small HIDS monitor that is invoked by the webIDS when a vulnerable request (here the phf cgi program) is detected by the webIDS. Thus, we use a variant of communication mode 3 for this scenario. The webIDS makes sure the HIDS only analyzes the requests containing a possible attack.

We first asked for a normal resource. There was no Snort alert and no alert from the webIDS. The HIDS was also not invoked by the webIDS.

We then asked for phf [10] four times. In two of the cases we used the program with normal arguments, and in the other two cases we tried to exploit it by including attack code that could list the password file. We also shifted between a vulnerable phf program on the server and a patched program. In all four cases, both Snort and the webIDS raised alerts and the webIDS invoked the HIDS. The HIDS raised an alert for only one case; when the vulnerable phf program was installed and it was accessed with the attack code resulting in an abnormal number of execve system calls from the trace.

Using the HIDS to analyze the request roughly slowed down the response by three times as compared to omitting the HIDS analysis. Even though not explicitly measured in this experiment, we suspect the number of false positives is reduced from the HIDS as it is only deployed when a possible attack is in progress (see Scenario 2).

3.5 Scenario 4: Enforcing a stricter security policy after suspicious behavior

Sensors: NIDS, webIDS
Exchange: “suspicious clients”

Description

An application-based IDS complements a networked-based IDS quite well. Even though their detection capabilities overlap, the NIDS also see many lower-level attacks that are not visible to an application-based IDS. However, the NIDS response capabilities are lacking when compared to an appIDS. Depending on the deployment, the NIDS is either running in passive mode with almost no response capabilities or in inline mode where it can block certain packets. Given that many alerts are false, one would like
response options tailored to the belief of the attack being real. The application-based IDS, being part of the actual application, has a fine-grained control over the application logic and offers more response options than the NIDS.

In this scenario, we are going to combine the detection capability of the NIDS with the fine-grained control over the application offered by the appIDS. We let the NIDS detect attacks, and let the appIDS block the source of these attacks from accessing any sensitive resources. However, the attacker can still access general (safe) information. Thus, even if the alert from the NIDS is false the client can still reach a limited set of functions.

We share the list of suspicious hosts assembled by one IDS with others in the system. Based on this information, an IDS can increase its analysis of traffic from these sources (similarly to Scenario 2 and 3) or enforce a stricter security policy. This type of information would most likely be of value to all sensors.

**Experiment**

We deployed Snort and the webIDS on our test bed and collected Snort alerts in a file located on the web server. When the webIDS detects that a dynamic resource is about to be run, it controls whether the client has previously been engaged in any attacks recorded by Snort. If so, the access to the dynamic resource is denied and the client is sent a response explaining the loss of functionality. If there has been no significant attack activity recently, the dynamic resource is run and its response is returned to the client. Thus, we used communication mode 3 from Figure 1.

To test the setup, we defined a specific cgi-bin program as being sensitive in the webIDS. We also defined a list of Snort alerts that would be serious enough to use as a basis for refusing access to sensitive resources. For simplicity, we let this be all Snort alerts related to the phf attack, as such attacks are easy to launch on our test bed. For this experiment, we used a naïve security policy and restored all access to a client after a predefined timeout. More complex security policies can also be implemented.

After the setup and the deployment, we tried to access the sensitive resource from a particular client. It worked. We then launched the phf attack from this client. After the attack registered with Snort, we tried to access the sensitive resource again. This time the web server did not access the sensitive resource. Instead, a response explaining why the resource was unavailable was returned. We waited for the predefined timeout in the webIDS and then accessed the sensitive resource again. As enough time had passed since the attack, the web server allowed access to the resource again by this client.

By a small tweak to this scenario, we would be able to replace the NIDS with a firewall that can detect general scans. Thus, the scenario would also be applicable to another sensor / audit source pair. Furthermore, by letting the firewall know about the webIDS, the firewall could adapt its own behavior. Access to any server lacking an appIDS would be blocked while access to servers with an appIDS would be allowed, as such servers would be able to provide a more suitable response compared to the options available to the firewall.

**3.6 Summary**

In Scenario 1, we eliminate some false negatives by considering the weakness of a NIDS to encrypted traffic. The fact that a request is encrypted is shared by the webIDS and explains why the corresponding alert from the NIDS is missing.

In Scenario 2, we share information whether sensitive resources are being accessed. If so, we use additional rules for the analysis. These rules cannot generally be used because of their false alarm rate.

In Scenario 3, the sensors share the results of their attack analysis, and, if there is cause for concern, an extra analysis step is performed. For general traffic, this extra analysis step cannot be run because it is too slow.
Finally, in Scenario 4, we share a list of suspicious hosts so that other units either can increase the sensitivity of their analysis or deploy a proper response.

4 Discussion

We wanted to explore whether a close cooperation between intrusion detection sensors would be useful, study the possible benefits and try to draw general conclusions from the practical examples. By using previous examples found in the IDS literature and brainstorming around these, it was easy to come up with the above four scenarios, chosen to focus on different advantages with information exchange between sensors. Building the proof-of-concepts were also quite simple. Apache is very easy to work with; it is modular and easy to extend. The logging facility in Apache is also very mature. Snort can also easily be extended, either in the form of new rules (easy) or through modules (difficult). We found it more difficult to change the modules, but this may just reflect the lack of experience we have with the inner workings of Snort. Let us consider the scenarios above, and what conclusions we can draw from them.

Observation 1 Exchanging information between separate sensors has advantages. In the four scenarios above we can see that sharing information is beneficial to the components in the system and there probably exist many other scenarios where this is true. We can improve the alert analysis for the SSO by including information from other sensors (Scenario 1). Both the false positive rate and the false negative rate can be improved (Scenario 2). Also the efficiency in terms of used resources can be improved (Scenario 3).

Observation 2 Sharing raw audit information is seldom of use. Customary, the analysis within an IDS is closely designed to match the type of events available in the audit stream the IDS monitors. For that reason, there are seldom cases where the raw audit information from, for example, a system call monitor is shipped to a network-based IDS. No scenario above shows this point, but it is rather the omission of such scenarios that corroborates this reflection. However, as some audit streams have similar events there are probably exceptions.

Observation 3 Sharing refined information is useful. As seen by most of the scenarios above, there has been some processing by the IDS before the information is of value to other sensors. From a practical point of view this is good news. As each IDS is quite self-sufficient and independent of others, there is no need to ship immense amounts of raw audit data across the system. One should instead consume and refine the audit data as close to the source as possible and only share specific results.

Observation 4 Some collected information is probably valuable to all sensors in the system. There is information that can be collected by any sensor and that is most likely of value to most other components in the system. In the scenarios above we touched on a few. When a sensitive resource is accessed, it is good if all sensors perform further analysis despite the possible performance hit. Similarly, sharing signs of detected malicious behavior or of malicious sources influence other sensors to increase their vigilance. Thus, we expect it to be easy to define a minimum set of information that each sensor should share with others in the system. However, we foresee that the practicalities of the sensor communication is difficult to achieve in practice.

Observation 5 Some collected information is clearly only of value to a subset of sensors in the system. Contrary to Observation 4, there is information that is only valuable for the analysis of the alerts from a single sensor. We showed such an example with the encrypted request in Scenario 1. Given that this application is so esoteric, it is unfortunately difficult for the developer of another sensor to foresee the need to share the information. For that reason, we find that it is very important to have an extensive logging facility as the one found in Apache.

Observation 6 Exchanging information may lead to a performance overhead. The flip side to sharing information, which we have already touched upon, is that we sometimes pay a performance over-
head when sharing the information. For example, consider Scenario 3 where we let the webIDS launch the HIDS when it detects the phf attack. Originally, we planned to let Snort detect the phf attack, send its alert to the webIDS, which in turn would launch the HIDS. However, this would have resulted in the web server waiting for the Snort attack analysis before handling each request. Thus, the details of the implementation is important and there may be a performance penalty to exchanging information.

**Observation 7** Using multiple steps in the analysis can improve its accuracy. The final observation is not directly related to having IDSs exchanging information, but it is a direct observation from our implementation of the scenarios. We noticed that dividing the analysis into two distinct steps seemed useful. For example, in Scenario 2, we first detect whether a sensitive resource is run and, if so, we then use the special rules. In Scenario 3, we first detect an attack and, if so, we deploy the HIDS.

As can be seen in these observations, there are a number of advantages to the information exchange between the sensors. However, as already discussed, there are also disadvantages. First, exactly how should the communication happen between the components? This includes defining a format that is recognized by the different components (see Observation 4). A single vendor with multiple sensors can develop a propriety communication framework for his sensors. Open-source sensors can possibly be adapted by the community for inter-IDS communication. But as the IDS product field is divided between several actors, it is not easy to see how a general solution can be achieved. Second, as we listed in Observation 6, the communication also leads to problems for the sensors that have hard real-time requirements to keep up with the events in an audit stream. These sensors cannot wait for information from another part of the system before analyzing the current events. Third, another problem with the communication is that it creates a dependency between two sensors. What will then happen if one of the sensors is missing in a deployment scheme? If the NIDS depends on information from the appIDS for its analysis and this information is missing, the function of the NIDS may fail.

## 5 The Sensor Communication Framework

By returning to the outline shown in Figure 1, we now frame the discussion of the advantages by also considering the communication mode. Clearly, the disadvantages are closely tied to the practicalities of the communication between the sensors, so what advantages do we forsake if we limit their communication? As shown in Figure 1, we have considered three modes of communication and for each scenario we described the communication mode we used in our implementation. By summarizing the advantages, we distinguish three types of benefits. First, there are advantages to the analysis of the alerts. The SSO gains a better picture of what is happening in his network by combining information from several sensors. Second, there are certain performance gains by sharing information. Third, the attack response can be fine-grained, in that the component best suited for detecting an attack is not always the best suited for mitigating the consequences of this particular attack.

Can all the advantages be had by using the simplest communication mode (i.e., mode 1) in Figure 1? Unfortunately, we believe the last two advantages require communication between either the console and the sensors or directly between the sensors. In Scenario 3, the performance gain of deploying the HIDS only when another sensor detects an attack, implies a channel between the HIDS and the other sensor. Similarly, having the webIDS in Scenario 4 change its security policy based on information collected by another sensor also implies a channel between the sensors or from the console to the sensor. Thus, the performance gain can probably only be had if we solve the difficulties involving the communication outlined above. We would like to point out that this communication channel can also be indirect, as we showed in Scenario 2, where the webIDS injected extra information to the event stream for the NIDS to intercept and analyze (see also Lindqvist [13]). We expect such “tricks” make the implementation more efficient.
However, considering the first type, the advantages to alert analysis, we notice that we can achieve most of its benefits by only using communication mode 1 shown in Figure 1. This is the simplest communication mode and already common for the sensors as they need to ship their alerts to a central console for the SSO. In Scenario 1 and Scenario 2, we already explained how to use communication mode 1 to gain advantages to the alert analysis. By forsaking the performance gain by always running the HIDS, we can still achieve a good alert analysis in Scenario 3 using communication mode 1. All alerts would then be forwarded to a console and there be correlated.

Thus, the performance benefits described in Scenario 3 or the tailored response described in Scenario 4 require communication mode 2 or mode 3, but the advantages with several sensors for alert analysis can be had with only mode 1. However, using multiple sensors leads to more alerts for the SSO to analyze and, as we described in Scenario 1, the SSO would benefit from an alert analysis framework to automatically organize and present the alerts. The pieces of such a framework is summarized in Section 5.1.

This leads to two options for future research. Either one can explore a multisensor framework for better alert analysis (see Section 5.1), or one can further develop a common API between intrusion detection sensors and solve some of the communication hurdles to also increase the performance and response capabilities of the system as a whole.

## 5.1 Multisensor Alert Analysis

Using several sensors that forward their alerts to the SSO can easily make the alert analysis difficult. As we touched upon in Scenario 1 and Scenario 2, the SSO needs support in interpreting the alerts from several sensors. We identified four important areas based on our analysis of the scenarios. These four areas are shown in the rectangle in Figure 1.\(^4\)

**Alert Clustering** First, related alerts need to be clustered, as explained in Scenario 1. Given that we use several sensors, the SSO will be overloaded with alerts unless we use a correlator (Kruegel et al. [12]). Even though this domain is the most developed of the four areas discussed here, we still feel that more work is necessary.

**Adding Expected Information** Second, realizing that also “no alert” carries information of value to the SSO, we need to add information even though it may be implicit. We gave the example of the missing alert in Scenario 1. Little work has been done to account for implicit information, but some tools have been developed (see for example Marty [14]).

**Alert Analysis** Third, different combinations of alerts in the cluster change the interpretation of the severity of the situation. For example, the fact that the web request was encrypted in Scenario 1 invalidated all Snort alerts. Given that the alert cluster does not contain the sensitive resource alert from the webIDS, the Snort alert with SID 498 is uninteresting and should be given a lower priority (Scenario 2). Automatic analysis of the agglomeration of alerts directly helps the SSO. Zhai et al. [24] present a framework for reasoning with complementary intrusion detection evidence, but further research is necessary to build an analysis engine that can handle contradictory evidence in the form of alerts.

**Presentation of Alerts** Finally, the alert cluster needs to be presented to the SSO. It should clearly indicate what information, including any implicit information, comes from what sensor, as well as an estimate of whether the alert cluster is relevant given the constituent alerts.

## 6 Related Work

With this paper, we wanted to explore whether a close cooperation between intrusion detection sensors is useful, study the possible benefits and try to draw general conclusions from several practical exam-
ples that we implemented. Even though other researchers have investigated properties of multisensor frameworks before us, we find that they have had different goals. Most presentations of multisensor frameworks concentrate on the attack detection by the different components. We have considered how any type of information available to one sensor could benefit another sensor, thus also including information not related to attacks (such as the encrypted request in Scenario 1).

Almgren et al. [3] investigate whether distinct sensors detect a series of attacks. They do not consider any cooperation between these sensors. Tombini et al. [20] combine an anomaly-based IDS with a misuse IDS. They discuss the attack detection advantages, but they do not in detail discuss other advantages or other sensor combinations. Other multisensor frameworks have also been described in the literature. Among these are EMERALD [16] and the STAT framework [22]. These frameworks provide a basis for sensor communication, and they also contain an alert correlator (i.e., AlertStat). However, the cooperative nature of the sensors are not emphasized, instead many of the components have been developed in isolation. HACQIT [17] and DIT [21] further explore the advantages of a multisensor framework by providing intrusion tolerance. They focus on tolerating attacks, and not, as we do in this paper, on presenting several advantages with cooperating intrusion detection sensors.

The most similar approach to ours is the inquisitive sensor described by Lindqvist [13]. He presents a number of scenarios where a more active sensor, i.e., one that not only forwards alerts to a console but also requests further information, would benefit the final alert analysis. Even though his work inspired us, he uses different scenarios from the ones presented in this paper and he lacks an implementation upon which to base a general discussion.

We have based the scenarios presented in this paper on ideas and common knowledge within the community. For example, Almgren et al. [2] listed the importance of keeping track of suspicious hosts almost a decade ago. Dagorn [9] explains the importance of sharing malicious requests between other sensors in her cooperative intrusion detection framework. Abad et al. [1] point out that some information about attacks will be distributed between different log sources, and combining the information should reduce false positives as well as provide stronger validation of an ongoing attack. Also others have discussed similar ideas, such as White and Pooch [23]. Our contribution is the consolidation and implementation of the examples, which form the basis for a more general discussion of the advantages of a multisensor framework.

7 Future Work

In this paper we identified several interesting problems regarding a multisensor framework. First, how can one extend current correlators to automatically include missing events in the cluster, based on the system configuration and the history of which alerts that previously were clustered together?

Second, how should a reasoning framework for alerts be constructed? A first outline of such a framework that can model the failure modes of an IDS as described in Scenario 1 has been completed. [5].

Third, current techniques for presenting alerts need to be extended so that they include the certainty of the alerts actually being relevant and also indicate possible missing information in an intuitive fashion.

8 Conclusions

We have described four scenarios where close IDS cooperation is advantageous from three different perspectives. It improves the alert analysis for the SSO, it improves the performance of the system as a whole, and it can sometimes lead to better attack response. Even though the analysis engine of a sensor is closely tailored to the types of security-relevant events found in the corresponding audit source, one can sometimes benefit from having limited access to information found in other audit streams.
Despite the clear advantages of a closer IDS cooperation, there are still many problems to be solved. First of all, there must be a standard for the information exchange. In some of our examples, we also suffer from communication delays, which affect the real-time analysis necessary for many sensors. Such penalties may be prohibitively expensive for production sites, unless their security requirements are extraordinary. However, it is possible to avoid some of these disadvantages by forwarding all alerts to an alert decision framework. We outlined the needed functions of such a framework.
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Abstract
Unix is an operating system that began development almost 40 years ago. It has a very simple mechanism for controlling access to protected resources based on the owner-group-world model. This simple model has not attracted much interest from the access control community. In this paper we argue that the Unix access control mechanism has some interesting features of relevance to modern authorization services. We present a formal model for the Unix access control mechanism and compare its characteristics with those of role-based access control and XACML, two popular foundations for authorization services. We then discuss what lessons may be learned from the Unix model and how those lessons might be applied in the future.

1 Introduction
Access control is the process by which the interaction of users with protected resources is constrained. In the context of computer systems, it may also be referred to as authorization. Along with audit and authentication, authorization is one of the essential security services deployed in modern computer systems.

There has been a large amount of research in the last 30 years on authorization, much of it focusing on techniques and assumptions introduced in the protection matrix model [4, 5] and the Bell-LaPadula model [2]. Very little of that research has considered the Unix access control mechanism. In this paper, we argue that authorization in Unix has some interesting features, from which useful lessons could have been learned.

One of the problems with current research on authorization is the confusion over what is meant by authorization policy. In the next section, therefore, we attempt to make a clear distinction between authorization policy and authorization state. This distinction enables us to highlight some of the problems with role-based access control (RBAC) and XACML.

We then define a formal mathematical model for Unix access control, in the style of classic authorization models, such as those that exist for the protection matrix [5], Multics [2] and role-based access control [12]. We identify those parts of the model that are policy and those that are state. In doing this, we discover that Unix anticipates many features that have been “discovered” by researchers over the last 30 years. Based on the lessons learned from our study of Unix, in Section 4 we describe how to design an authorization service.

In Section 5, we compare RBAC and XACML to Unix and to our design programme. Roughly speaking, we conclude that RBAC is too simple and that XACML is too complex.

2 On authorization models and policies
Authorization is concerned with limiting access by users to protected resources. The limits on access are typically expressed as rules or policies. When a user makes a request to perform some
action on some resource, a policy evaluation mechanism will determine whether the request is authorized by the policy and grant access if it is (and deny it otherwise).

The protection matrix is one of the oldest concepts in access control. It is a data structure $M$ in which rows are associated with subjects (synonymous with users), columns are associated with objects (protected resources), and the matrix entry for subject $s$ and object $o$, denoted $M_{s,o}$, contains the actions for which $s$ is authorized with respect to $o$.

Of course, $M$ can be represented in a variety of ways. We could, for example, treat $M$ as a “protection relation” $R_M \subseteq S \times O \times A$, where $(s,o,a) \in R_M$ denotes that $s$ is authorized for action $a$ on object $o$; then we have $M_{s,o} = \{a \in A : (s,o,a) \in R_M\}$. Alternatively, we could regard $M$ as a “protection function”: $f_M : S \times O \to 2^A$, where $f_M(s,o)$ corresponds to $M_{s,o}$.

In the abstract, we grant the request $(s,o,a)$ if $a \in M_{s,o}$ and deny it otherwise. In a practical implementation, the relational approach is the most economical in terms of storage if we make the assumption that request $(s,o,a)$ is denied whenever $(s,o,a) \notin R_M$. This is because the matrix representation includes empty entries, which are rendered redundant with respect to the above “meta-rule” for policy evaluation. Henceforth, we will tend to use $R_M$, rather than $M$.

We now make an important point about terminology. Consider the following question: Does $R_M$ define the authorization policy? Many people would claim that it does. We would claim that it does not. Moreover, we believe that regarding $R_M$ as a policy leads to confusion, the poor design of authorization models and weak implementation of authorization mechanisms (as we will illustrate in Section 5).

To provide some justification for our views, let us now consider the Chinese Wall policy [3]. This policy is applied in situations where objects have an owner and the set of owners can be partitioned into conflict of interest classes. The policy states that no user is allowed to view a document owned by $w$ belonging to conflict of interest class $k$ if the user has already viewed a document owned by $w' \neq w$ also in $k$. By definition, the decision whether to grant an access request can only be made by considering which documents the requester has already viewed.

In its simplest form, then, the evaluation of the Chinese Wall policy is dependent entirely on system state: namely, audit information recording which documents users have previously accessed. In other words, the Chinese Wall policy defines a rule for deciding whether an access request should be granted or not.

With this interpretation of authorization policy, the protection matrix policy is simply a rule that says grant the request if and only if it belongs to $R_M$. We might reasonably say that $R_M$ defines authorization state, rather than authorization policy.

To reinforce this distinction, consider an information flow policy for confidentiality (as defined in the Bell-LaPadula model [2]). The simple security property defines an authorization policy, while the security lattice $L$ and the security function $\lambda$ define authorization state.\footnote{The simple security property states the read request $(s,o,x)$ is only granted if $\lambda(s) \geq \lambda(o)$ [2].}

We now try to formalize the distinction between policy and state.

**Definition 1** An authorization policy is a specification of a decision-making function that takes a request query and authorization state as inputs and returns an authorization decision.

**Definition 2** An authorization evaluation function is an implementation of an authorization policy.

An authorization evaluation function (AEF) for the simple security property, for example, would take two security labels $\lambda(s)$ and $\lambda(o)$ and the security lattice $L$ as inputs and return true if $\lambda(s) \geq \lambda(o)$ (in $L$) and false otherwise.

What, then, is an access control model? A survey of the access control literature suggests that the accepted meaning of the term is an abstract mathematical description of authorization
state, together with a definition of policy. The RBAC96 model provides a “textbook” example of an access control model [12]. In the next section, we develop a model for the Unix access control mechanism.

3 Access control in Unix

We start by introducing a model for access control in Unix and describing how the access control mechanism in Unix is actually implemented. This mechanism is generally regarded as being rather simplistic, but we believe that by describing a formal model for Unix we obtain some interesting insights into access control models and how models tend to be implemented.

In Unix there exists a mapping between users and security identifiers (SIDs). Every user is associated with a unique user SID (UID) and may be associated with one or more group SIDs (GIDs). Every object is associated with a unique owner UID and a unique GID. Access decisions are made on the basis of the relationship that exists between the requesting user and the target of the request.

3.1 A formal model

We assume the existence of a set of users $U$, a set of objects $O$, a set of generic actions $A = \{r,w,x\}$, and a set of principals $P = \{\text{owner}, \text{group}, \text{world}\}$. We define two functions:

$$\pi_1 : U \times O \rightarrow P \quad \text{and} \quad \pi_2 : P \times O \rightarrow 2^A.$$ 

We now define $\pi_1$. We assume there exist two sets of identifiers $SID$ and $GID$, and we define functions $\alpha : U \cup O \rightarrow SID$, $\beta : U \rightarrow 2^{GID}$, $\gamma : O \rightarrow GID$. Then we define

$$\pi_1(u, o) = \begin{cases} 
\text{owner} & \text{if } \alpha(u) = \alpha(o), \\
\text{group} & \text{if } \gamma(o) \in \beta(u), \\
\text{world} & \text{otherwise}.
\end{cases}$$

In simple terms, a request $(u, o, a)$ is granted if $a \in \pi_2(\pi_1(u, o), o)$, and denied otherwise.

2 In order to evaluate a request, then, three inputs are required: the request itself, the principal with which the requester is associated ($\pi_1$), and the authorization state ($\pi_2$).

3.2 Policy and state

Let us now try to identify what is policy and what is state in the Unix model. Checking an access request is a two-step process: first we must determine the principal for which the requester is authorized and then we must determine whether the principal is authorized for the requested action. There must, therefore, be two policies. The first policy determines the principal associated with the requester and requested object, given the SIDs of the requester and object. The state required as input to this policy, therefore, is defined by $\alpha$, $\beta$ and $\gamma$. The second policy determines whether a principal is authorized, given the matrix defined by $\pi_2$. In this case, the policy is just the simple protection matrix policy and $\pi_2$ represents the authorization state.

\[2\text{In fact, checking whether a request is granted or not is slightly more complicated. All objects in Unix, from a logical perspective, are files organized within a tree-like namespace. Each object is identified by a path name within that namespace. A request by user } u \text{ to access object } o \text{ with pathname } /d_1/\ldots/d_m/n \text{ is only granted if the user is permitted to enter every parent directory } d_i. \text{ Therefore, the Unix access control mechanism actually evaluates several access requests of the form } (u, d_i, x), \text{ in addition to the original request. The original request is denied if any of these (sub)requests is denied. This is merely an extension to the basic Unix authorization policy; it is required because of the implementation of objects in Unix.}\]
3.3 Observations

We now make some observations about this model.

Remark 3 Users are associated with what we will call “authorization-related attributes” (ARAs).

In the Unix world, ARAs are SIDs and GIDs. In many operating systems and other computing environments where there is a centralized repository of user information, an ARA is often some form of SID. Indeed, this type of identity-based access control has been the de facto standard for many years, although open distributed computing is changing this.

Remark 4 Authorization state is not necessarily expressed in terms of ARAs.

In general, authorization state is expressed in terms of “policy-related attributes” or principals. In their seminal paper on the protection of information in computer systems, Saltzer and Schroeder define a principal to be “The entity in a computer system to which authorizations are granted” [11]. In Unix, these principals are owner, group and world. In role-based access control, for example, principals are roles. Information flow policies, however, are defined in terms of security labels, which do not correspond so well with the idea of principals. Hence, we prefer the notion of policy related attributes (PRAs), although we will also continue to use the term principal.

Remark 5 There are two distinct kinds of evaluation that are required when deciding whether a request should be granted: one that decides the principal(s) with which a user is associated (π₁), and one that decides the requests for which a principal is authorized (π₂).

π₂ represents a familiar type of access control model seen in many centralized identity-based systems. As we noted in the previous section, π₂ is nothing more than a simple protection matrix. π₁ also defines an authorization policy, by determining the principal for which a user is authorized. In modern terminology, π₁ is an attribute-based authorization policy. Specifically, π₁ associates ARAs with PRAs.

Remark 6 π₁ is independent of π₂.

Note that π₁ and π₂ can be interpreted as matrices. In the case of π₁ the rows are indexed by users and columns by objects and a matrix entry is a principal. In the case of π₂, the rows are indexed by principals and columns by objects, and a matrix entry is a set of access rights. This is nothing more than a simple protection matrix, in which the number of rows is fixed (since the set of principals is fixed).

Indeed, interpreting π₁ as a look-up table that associates each user-object pair with a principal, we can define any set of principals and any look-up table that we wish. Unix chooses a particularly simple set of principals and a fixed algorithmic way of specifying the entries in this table, based on the relationships that exist between a user’s SIDs and an object’s SIDs. But we could, for example, leave the configuration of π₁ at the discretion of the administrator. In this case, each user-object pair is associated with at most one principal by the administrator. A row in the table defines a list of object-principal pairs for a particular user (analogous to a capability list derived from a standard protection matrix). This would be used to determine which principal should be passed to π₂ for a given user and object. This type of approach could be particularly useful if wild cards are used in the definition of objects: /d/*, for example, would denote all objects with path name starting /d, and an entry (/d/*, owner) for user u would denote that u is the owner of all objects with that form of path name.
Remark 7 \(\pi_1\) need not be defined in terms of SIDs.

We note that different types of user attributes and/or environmental attributes could have been used to specify \(\pi_1(u, o)\). We could, for example, include time of access as a parameter to \(\pi_1\), so that access is determined by the time of the request as well as the relationship that exists between user and requested object. Similarly, location could be a parameter to \(\pi_1\).

Remark 8 The user is not bound to a principal until an access request is evaluated.

The late binding of requester to principal(s) and the fact that \(\pi_1\) need not be defined in terms of SIDs means that the Unix access control model could be used to define so-called context-sensitive or context-aware authorization policies (see [7], for example). In particular, context-sensitive principals (for example, internal, external, etc), where access is (in part) determined by environmental conditions (such as user location or time of request), can be defined using a policy analogous to \(\pi_1\).

Arguably, the late binding of requesters to principals and the independence of \(\pi_1\) and \(\pi_2\) makes access control in Unix easier to manage, more modular and more flexible. In particular, the number of principals used in the authorization policy can be reduced.\(^3\)

Remark 9 A typical implementation of the Unix access control model is quite different from the model.

Note that we can interpret \(B \subseteq A\) as an element of \(\{0,1\}^3\), where \(b_r b_w b_x \in \{0,1\}^3\) is the characteristic set of \(B\). The set \(\{r, x\}\), for example, is represented by 101. This, in turn, means that any column of the matrix representing \(\pi_2\) can be represented as an element of \(\{0,1\}^9\). This permission mask can be associated with the object corresponding to that column. Each group of three bits in the permission mask \(r_0w_0x_0r_1w_1x_1\) corresponds to the permissions associated with each principal for that object.

Recall that deciding whether a request should be granted requires mapping the user to a principal using \(\pi_1\) and then deciding whether the principal is authorized given the state encoded in \(\pi_2\). In general, it is not practical to store and manage the authorization state encoded by \(\pi_1\) and \(\pi_2\) centrally. In Unix, \(\pi_1\) is computed using \(\alpha\), \(\beta\) and \(\gamma\) which associate SIDs and GIDs with users and objects. The functions \(\alpha\) and \(\beta\) and \(\gamma\) are implemented partly in the passwd file (for users) and partly in the metadata of each object. The state \(\pi_2\) is implemented using fixed-length access control lists (ACLs), each of which is represented as a 9-bit permission mask associated with the appropriate object. To decide a request, the relevant authorization state (the ACL for the requested object) is passed to an evaluation function, along with the relevant principal (determined by \(\pi_1\)).

4 Building an authorization service

Let us now draw some conclusions from our examination of access control in Unix. In particular, we will try to identify what problems need to be solved in order to construct an authorization service.

The first problem to be addressed is the model for associating PRAs with authorized requests. In particular, we must define what type of PRAs will be used. This might be SIDs, roles, security labels, or a fixed set of principals (as in Unix). The association of PRAs with

\(^3\)Of course, some people might also argue that Unix is limited in the authorization policies that it can express. Indeed, newer versions of Unix include support for more complex ACLs (http://www.freebsd.org/doc/en/books/handbook/fs-acl.html)
authorized requests may be “discretionary”, as in Unix, where $\pi_2(p, o)$ is determined by the owner of each object (or root). Or it may be “mandatory”: in Multics, the authorizations of a security label are determined by the simple security property and the *-property.

The second issue is the model for associating ARAs with PRAs. This may be “mandatory”, as in Unix, where $\pi_1(u, o)$ is determined by the respective identifiers associated with $u$ and $o$.4 Or it may be “discretionary”: in Multics, for example, ARAs (subjects) are associated with a PRA (a security label) by the administrator.

The third problem concerns the evaluation of policies for the models defined in the previous two steps. This is really a question of designing two authorization evaluation functions, one to evaluate $\pi_1$ (to identify the PRAs that should be associated with the requester) and one to evaluate $\pi_2$ (to decide whether the request is authorized), which we denote $aef_1$ and $aef_2$, respectively. In many cases, the function $aef_1$ is very simple (as in Unix, for example). However, in open distributed systems, such a function may be non-trivial (see RBTM [6], for example). We will need to refer to the current authorization state to evaluate either function.

The definitions of $aef_1$ and $aef_2$ will include the inputs that each function requires. Hence, we need to decide how to implement the authorization state defined in the two models, and how that state (or parts thereof) will be presented to the decision function in the form of input parameters. In the case of Unix, the authorization state input to $aef_1$ is implemented by $\alpha$, $\beta$ and $\gamma$, and the authorization state is defined by $\pi_2$ and is implemented in a decentralized way as a set of object permission masks.

Finally, we need to decide how the inputs for $aef_1$ and $aef_2$ will be acquired. This is very simple in the case of systems in which there exists a centralized repository of information about users and objects. In systems where there is no centralized database for users – so-called “open” systems – the problem of acquiring authentic ARAs is considerably more complex, requiring some form of “trust infrastructure” usually implemented using cryptographic techniques. In Unix, for example, the authentication service supplies information about $\alpha$, $\beta$ and $\gamma$ for subjects, while the file service provides similar information for objects. The authorization evaluation function can trust each of these components to supply authentic information about ARAs (and hence users) and objects.

Hence, the last (and in some sense the first) question that needs to be addressed when designing an authorization is how an authentic binding between human users and ARAs can be achieved. Typically authentication in computer systems serves to confirm that a human being is who she claims to be and to bind that human identity to data or attributes that can be processed by the computer system. The authentication service in modern operating systems, for example, creates a shell or desktop process for an authenticated user and associates one or more (security) identifiers with that process. Unix, in particular, associates an SID and one or more GIDs with an authenticated user. This information is typically collocated with the username and password for the user in the passwd file. However, in open systems, it is necessary to acquire user-ARA bindings from third parties. SAML assertions are perhaps the most obvious implementation of user-ARA bindings [8].

To summarize, there are five fundamental considerations when designing an authorization service. Recall that for the purposes of this paper, a “model” includes a logical description of authorization state and a means of evaluating requests.

1. Define the PRA-request authorization model by which principals are associated with authorized requests.
2. Define the ARA-PRA authorization model by which ARAs are associated with principals.

4Of course, the binding of users to ARAs in Unix is “discretionary”, in that it is decided by the system administrator (root).
Define the functions that will implement the PRA-request model and ARA-PRA model.

Define the actual authorization state that will be used to implement the logical authorization state.

Define the mechanisms by which authentic user-ARA bindings will be acquired.

We note that in closed systems, it will be more usual to decide how authorization state will be implemented before designing the AEFs. That is, steps 3 and 4 will be reversed. However, in open systems, we cannot assume anything about the applications that may wish to use the AEFs we define. (The XACML policy decision point, for example, is intended for use by multiple policy enforcement points (PEPs), each “guarding” different resources.) In this situation, we must ensure that the AEFs can process authorization requests from a wide variety of PEPs.

The priority, therefore, is to design the interfaces that the AEFs expose to those PEPs, so that the PEPs can form appropriate authorization requests. It is here that we advocate a completely different approach from XACML. In XACML, it is assumed that the policy decision point (PDP) fetches or “pulls” the appropriate policy from some policy repository (the policy administration point in XACML jargon). But it is not at all clear how the PDP identifies the appropriate policy. Indeed, there seems to be some confusion within the XACML community as to what “appropriate” means or even if it is possible to identify appropriate policies. We believe that the relevant authorization state should be “pushed” as input parameters to the appropriate AEF. By defining the input types expected by the AEF, the PEP is able to construct an appropriate authorization request.

5 A critique of current research

In this section we examine RBAC96 [1], RBTM [6] and XACML [9]. RBAC96 is a well-known and widely cited role-based access control model. RBTM stands for role-based trust management: it is intended for use in open distributed environments, and is also widely cited. XACML is a standard that defines a syntax for authorization policies and a specification of a policy decision point for evaluating access requests. XACML has attracted considerable interest from industry and the research community in recent years. We argue that RBAC96 and XACML do not represent much of an advance on the basic Unix model; indeed, in some respects they are actually rather more primitive. RBTM, in contrast, does have some interesting and useful features, but only provides half a solution.

5.1 Role-based access control

ANSI-RBAC [1] is a standardized version of RBAC96 [12], in which the central concept is a role. The basic idea is that users and permissions (object-action pairs) are associated with roles, and that there are significantly fewer roles than there are users or permissions. The motivation for RBAC is to reduce the effort required to (i) manage access control policies and (ii) to answer questions of the form “What is user $x$ authorized to do?”. The latter question is difficult to answer in access control mechanisms based on ACLs (since it requires an examination of each ACL to see whether $x$ is authorized for any form of interaction with the associated object).

5.1.1 Flat RBAC

More formally, flat RBAC defines two relations $UA \subseteq U \times R$ and $PA \subseteq P \times R$, where $U$, $R$ and $P$ are the sets of users, roles and permissions, respectively. The user-role assignment relation

\[http://lists.oasis-open.org/archives/xacml-dev/200804/msg00010.html\]
(UA) associates users with roles and the permission-role assignment relation (PA) associates permissions with roles.

A user \( u \) is authorized for a permission \( p = (o, a) \) if there exists a role \( r \) such that \((p, r) \in PA\) and \((u, r) \in UA\). Note that we can rewrite \( PA \) as \( PA' \subseteq R \times O \times A \), where \((r, o, a) \in PA'\) if and only if \(((o, a), r) \in PA\). Similarly, \( PA \) can be written as a matrix with rows and columns indexed by roles and objects, respectively, where action \( a \) belongs to the matrix entry for \( r \) and \( o \) if and only if \(((o, a), r) \in PA\).

Let us consider this from the perspective of our Unix model, where \( \pi_1 \) defines a mapping from users and objects to principals and the function \( \pi_2 \) defines a mapping from principals and objects to authorized actions. Seen from this point of view, both ARAs and principals in RBAC are roles, \( UA \) defines \( \pi_1 \), while \( PA \) defines \( \pi_2 \). Flat RBAC – with its strong coupling of ARAs and principals, and the simple lookup tables \( UA \) and \( PA \) – seems like a rather simplistic model, when compared to Unix.

Let us now examine RBAC as a model from which we might try to build an authorization service. Obviously, the PRA-request authorization model is represented by \( PA \) and the ARA-PRA authorization model is represented by the identity function (since roles are both ARAs and PRAs). The user-ARA bindings are defined in \( UA \), which will (presumably) be implemented in a way that is analogous to the association of users with SIDs and GIDs in Unix. The function that implements the PRA-request model is simply one or more look-ups in \( PA \). So the remaining question is how logical authorization state will be realized; in other words, how will \( PA \) be implemented in practice.

As we noted above, \( PA \) is just an alternative encoding of a protection matrix, the only advantage of this representation being that empty cells of the matrix need not be recorded. It is well known that a protection matrix is to generally too large to implement in practice, and the same presumably applies to the alternative relational representation. Given that most operating systems use ACLs and associate them with objects, rather than use a single relation encoding the protection matrix, it seems likely that the \( PA \) relation may well be encoded as ACLs in a real implementation. Of course, this means that it now becomes difficult to answer the question “What is role \( x \) authorized to do?” (for precisely the same reason that we cited earlier).

One of the claims of the supporters of RBAC is that it makes management of authorization state easier. This claim is certainly not supported by a comparison with Unix. Suppose that we wish to apply either the RBAC model or the Unix-based access control (UBAC) model to a particular scenario. Let us assume that the number of roles is equal to the number of Unix groups. Then the “cost” of associating users with ARAs is the same. The cost of managing the association of principals with requests, however, is much lower in UBAC, because there are only three principals. Moreover, the cost of evaluating an access request is likely to be lower in UBAC, because it is only necessary to compute the correct principal for the user-object pair and then find the appropriate part of the permission mask for the object. In contrast, even in flat RBAC, it will be necessary to check a number of entries in \( PA \) (equivalently, we may need to check a number of different entries in an ACL). In short, it is difficult to see what advantages RBAC offers over ACL-based systems that provide support for groups.

5.1.2 Other models

Hierarchical RBAC includes the role hierarchy relation \( RH \subseteq R \times R \), where \((R, RH)\) is an acyclic directed graph. The transitive reflexive closure of \( RH \) defines a partially ordered set. We write \( r \leq r' \) to denote that there exists a path from \( r' \) to \( r \). In hierarchical RBAC, \( u \) is authorized for \( p \) if there exist roles \( r \) and \( r' \) such that \((p, r) \in PA\), \((u, r') \in UA\) and \( r \leq r' \). In
this case, $\pi_1$ is defined by $UA$ and $RH$, while $\pi_2$ is defined by $PA$ as before. The only difference here is that additional information needs to be recorded for $RH$.

Role-based trust management (RBTM) provides a powerful model for associating users with roles in open distributed environments [6]. However, RBTM is only designed to map users to principals; it is silent on the subject of mapping principals to authorized requests (presumably because deciding access requests in a role-based model is simple once the set of roles is known).

5.2 XACML

XACML policies are collections of rules. Each rule defines a set of subject-object-action triples, and an effect (allow or deny). Rules are gathered together in policies and policies may be grouped in policy sets. The effect of a policy or a policy set is determined by the rule-combining and policy-combining directives (such as deny-overrides) defined in the policy and policy set, respectively.

A rule can be encoded as a four-tuple $(s, o, a, e)$, where $s$ defines some subset of users, $o$ defines some set of objects, $a$ defines some subset of actions, and $e$ is the effect. The tuple $(s, o, a)$ is called the target. In crude terms, an XACML policy set is nothing more than an encoding of a protection matrix, where $s$ defines the row label and $o$ defines the column label. In general, $s$ can be thought of as a set of ARAs. In the RBAC profile of XACML, for example, $s$ is a role attribute of the requesting user. We believe the interesting part of XACML, therefore, is how to determine whether a rule with target $(s, o, a)$ is relevant to a request $(u, o, a)$. (Roughly speaking, this corresponds to the problem of defining $\pi_1$.) In general, it is necessary to seek additional information about $u$ in order to determine the ARAs associated with $u$. The collection of this information is outside the scope of XACML.

Let us now compare XACML with our programme for constructing an authorization service. The PRA-request model is defined by the schema for XACML policies. However, arbitrary principals are permitted. We believe that it is important to define the principals that are used to define authorization state. It is not possible to define the ARA-PRA model otherwise. As we noted above, the ARA-PRA model is not defined at all for XACML, although there is a SAML profile for XACML [10], which facilitates the exchange of authorization assertions.

In contrast, the function for deciding requests is the XACML policy decision point (XPDP). In our terminology, there is only one policy, the one implemented by the XPDP, and it is applied to all XACML policies. We believe this to be the fundamental mistake made by the designers of XACML, and one that arises from a blurring of the distinction between policy and state in XACML. An XACML “policy” is mainly authorization state, essentially encoding a protection matrix. However, the “policy” also contains directives about how to process the effects of rules. This is more like what we mean by policy. In short, the XPDP attempts to act as a “universal authorization evaluation function”, taking both state and policy as inputs (although the XACML standard certainly does not phrase it in these terms). There is no good reason to suppose that it is possible to define such a universal function; indeed, such a function would resemble a universal Turing machine.

An obvious question to ask is how XACML would represent Unix authorization state and access control policy? The natural way of doing it would be to define a policy for each object, each policy containing three rules, one for each of the Unix principals and the actions for which each of them is authorized. This, of course, illustrates the point that XACML does not provide an answer to the question “How do we map the requester to a subject attribute (a Unix principal in this case)?”. Of course, in a closed system, XACML can acquire these attributes from the authentication service in the same way as in Unix. But the point we are making is that XACML by itself cannot be used to build an authorization infrastructure. An alternative rendering of
the Unix mechanism in XACML would be to ignore principals altogether, so that each rule has
the form user $u$ can perform action $a$ on object $o$.

XACML has a single evaluation function (the XPDP), which means that all authorization
policies have to be encoded in authorization state. Therefore, it is doubtful whether XACML
is capable of handling “stateful” authorization policies. Consider the following access control
requirement: *in any state, if a subject has simultaneous “observe” access to $o_1$ and “alter”
access to $o_2$, then $\lambda(o_1) < \lambda(o_2)$*. This is the well known *-*property – designed to prevent
illegal indirect information flows – quoted in its original form from the seminal paper by Bell
and LaPadula [2, page 17]. This requirement implies that before any read (respectively, write)
access request can be granted it is necessary to consider all objects for which the requesting
subject currently has write (read) access. In other words, deciding whether the *-*property
would be violated by a request requires information about the run-time state of the computer
system, as well as the respective security labels of the subject and object. It is very difficult
to see how XACML could enforce such a requirement.

Quite apart from the fact that XACML is not able to encode a number of important autho-
rization policies, it seems unlikely that XACML is a practical foundation for an authorization
infrastructure: in particular, XACML policies will be difficult to author and maintain. More-
ever, proving that an XACML policy actually encodes the desired enterprise security require-
ments is rather difficult, particularly in comparison with existing models such as the protection
matrix, RBAC and Bell-LaPadula. Finally, modifying XACML policies to reflect changes in
enterprise security policy may well be a significant undertaking. Suppose, to take a contrived
example, that we wished to move from an information flow policy for confidentiality written in
XACML to an information flow policy for integrity. Then we would need to completely re-write
the XACML policy in order to encode the new authorization logic as well as authorization state,
because XACML policies are always processed by the same AEF (the XPDP).

6 Conclusion

In this paper we have examined some basic questions concerning authorization, particularly
the distinction between authorization policy and authorization state. We have developed a
formal model for Unix and illustrated the importance of these questions. We then described
the problems that need to be addressed when building an authorization service. Finally, we
discussed RBAC and XACML in the context of the ideas presented in the earlier sections. The
main contributions of the paper are:

- to make clear the distinction between authorization models, authorization policies, au-
thorization state and authorization evaluation functions, and to demonstrate why such
distinctions are important;
- to develop a model for Unix access control and to describe its relevance to the construction
of any authorization system;
- to identify two distinct types of authorization policy, one mapping users to PRAs and one
mapping PRAs to authorized actions;
- to observe that approaches such as RBAC and XACML are unlikely to be sufficiently
versatile to be used as the basis for authorization services; and
- to outline a new approach to policy evaluation.

6In fact, the satisfaction of the *-*property in the Multics implementation of the BLP model is implied by
enforcing stronger conditions that can be checked without reference to the run-time state [2, pages 49–53].
While we do believe that the motivation for developing XACML is absolutely correct – there does need to be a way for distributed heterogeneous computer systems to exchange authorization-related information – we do not believe that the XACML standard is the correct solution. (As can be seen from our remarks in Section 5, we are even less convinced that RBAC provides an appropriate solution.) XACML tries to provide a single platform- and policy-independent authorization evaluation function (the XACML PDP) as well as a way of encoding authorization state; we have doubts about whether this is even possible, but we also believe it addresses the wrong issue. Given the observations in this paper, we believe that a more appropriate question to try to answer would be how to pass authorization state between authorization evaluation functions (AEFs). In our approach, each AEF is a function with a signature that defines the input types expected by the AEF (in addition to the request itself). In practice, this signature would be public and could, for example, be represented using XML, or even XACML, syntax. The AEF would process requests with inputs that conform to its signature. These inputs could be supplied in XML format, perhaps using the XACML request context syntax, for example. More complex AEFs could be constructed by co-ordinating the outputs from two or more simpler AEFs. Hence, we could implement separate AEFs for the simple security property, the *-property and the protection matrix, and combine their outputs to provide an AEF that evaluates requests with reference to policy defined in the Bell-LaPadula model.

In other words, there is plenty of scope for future work. Our first priority is to develop a new architecture for authorization based on the ideas in this paper. This architecture will identify the components required by an authorization service in open distributed systems and the protocols that need to be supported by each of those components. The next phase of the work will be to develop a syntax and semantics for messages to implement those protocols.
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Abstract

The aspect oriented programming paradigm facilitates the separation of cross cutting concerns in system development. Security policies are a typical such concern and in this paper we present a simple policy language, LUNAR, and show how it can be translated into aspect definitions. We perform the development for KLAIM, a small kernel language for agent interaction and mobility, and show how static analysis can be used to reduce the number of aspect definitions. This technique has been applied to a larger case study, namely the electronic invoice system at DTU.

1 Introduction

Motivation Modern business processes can be extremely complicated and the need exists to verify that these processes comply with a given security policy [H05]. This situation might arise in an invoicing system, where the processes put in place could allow embezzlement or other undesirable activity due to loopholes in the security policy, or in the business process itself. Today, the flow of many business processes is dictated by the software they employ, software which has often been required to quickly evolve as the needs of the business change, and which has not been built with security in mind.

The separation of concerns inherent in aspect oriented programming [MK03] allows security features to be developed separately from the main body of code, thus removing the complexity of adding such features and allowing them to change as needed. In addition, security features can be developed separately by people specialized in this field, hopefully ensuring a higher quality of code. However, the separation of code into aspects and the transformation of a security policy into aspects present many new challenges.

Contribution In Section 2 we introduce the subset of KLAIM to be used for specifying business processes. KLAIM is a kernel language for distributed computation where data and processes can be moved from one computing location to another [NFP98]. Processes can interact with one another by performing input, output and read operations and in Section 3 we present a simple policy language called LUNAR that will be used to limit which operations can be performed at various stages in a workflow process. To enforce the policies we present in section 3.1, we make use of an aspect oriented version of KLAIM, AspectK, developed in [HNY08]; in Section 4 we present a slight extension of the AspectK language together with an algorithm for transforming LUNAR policies into aspects; a subsequent weaving will then embed the aspects into the code itself. Finally, in Section 5 we present a static analysis that, given a KLAIM workflow process and a set of LUNAR policies will identify which policies might be violated, as it is only necessary to construct aspects for those. In Section 6 we discuss related work and in Section 7 we give concluding remarks.

A overview of the basic design of LUNAR is shown in Figure 1.
1.1 Case Study: the DTU invoice system

The above development has been carried out for a larger example modelling the workflow of the electronic invoice system at DTU; specifically how this system is used within the department of Informatics and Mathematical Modelling. Figure 2 shows the basic flow of the invoice process.

The typical flow of an invoice through the system is described below, this is the straightforward case of a purchase being approved with no problems arising:

1. A supplier sends a paper invoice to the scanning office which scans it to create an electronic invoice.
2. The scanning office forwards the electronic invoice to DTU’s main finance department.
3. The finance department forwards the invoice to the section accountant of the relevant department.
4. In this business process the section accountant generally knows which person inside the department has been ordering which things, and so they forward the invoice to the person who placed the order.
5. The person who ordered the product(s) confirms the invoice by adding their signature to it and then forwards the invoice to the relevant account holder.
6. The account holder approves the purchase by adding the correct account number to the invoice and sends it back to the section accountant.
7. The section accountant confirms that the invoice is correctly filled out, and then forwards it to the head accountant.
8. The head accountant confirms the invoice and forwards it to DTU Finance.
N ∈ Net  
\[ N ::= N_1 || N_2 | l :: P | l :: (\overrightarrow{t}) \]

P ∈ Proc  
\[ P ::= P_1 | P_2 | \sum_{i} a_i.P_i | *P | \text{if } \text{cond } \text{then } P_1 \text{ else } P_2 \text{ fi} \]

cond ∈ BExp  
\[ \text{cond ::= } \ell_1 = \ell_2 | \text{test}(\overrightarrow{l})@\ell \]

a ∈ Act  
\[ a ::= \text{out}(\overrightarrow{l})@\ell | \text{in}(\overrightarrow{l})@\ell | \text{read}(\overrightarrow{l})@\ell \]

ℓ, ℓ^λ ∈ Loc  
\[ ℓ ::= u | l \quad ℓ^λ ::= ℓ | !u \]

<table>
<thead>
<tr>
<th>Table 1: KLAIM Nets and Processes Syntax</th>
</tr>
</thead>
</table>

9. Finance pays the invoice and enters the amount into the main DTU ledger. When errors or malicious activity occurs, other flows through the system take place. Some examples of alternative flows are described below:

- The section accountant sends an invoice to the wrong person. That person does not confirm the purchase but sends it back to the section accountant, who will then have to find out who the correct recipient is and forward it to them. In practice such errors accumulate to large amounts of wasted time and could reveal a secret purchase, such as a birthday present.

- If the buyer sees that the price on the invoice is wrong, he can send a complaint to the supplier and wait for a credit note to be issued by the supplier, before sending both the invoice and credit note back to the section accountant. The invoice and credit note then both follow the normal path to get paid.

- If no one within the department recognizes an invoice payment, then it is refused and sent back to the supplier.

In this system a security policy can be enforced by controlling the flow of the invoice through the system. This is achieved by having each invoice carry a status tag which changes as it passes through the system. Each entity in the process should only receive invoices with the appropriate status. For example the scanning office should only receive sent invoices, DTU’s finance department should only receive presented or accounted invoices and account holders should only receive presented or confirmed invoices. Other entities have similar restrictions which will be explained in detail in Section 3.1.

2 The KLAIM subset used in LUNAR

The LUNAR system analyses a subset of the KLAIM language [NFP98] similar to what is used in [HNNY08]. The syntax is defined in Table 1. A net \( N \) is a parallel composition of located processes or located tuples. Each person or entity in the business process is represented as a location. For a given entity, the collection of tuples present at its location is known as its tuple space, and the processes located at its location define its behaviour. A given location may have many processes running in parallel; each process can run just once or repeatedly, as indicated by the \( * \) prefix. A process is made up of one or more actions and we allow just three operations, in, out and read. The in operation removes a tuple from a tuple space, out outputs a tuple to a tuple space and read reads a tuple from a tuple space but does not remove it. An operation parameter can be a location constant \( l \), variable binding \( lu \) or a variable \( u \). A variable is defined when it is bound. All communication between entities in the business process is modelled by locations sending and receiving tuples.

The read and in operations attempt to match a tuple to the tuple space they are reading from. The number of parameters in the operation must match the number of elements in a tuple for it to be selected.
Furthermore, for any variable or constant parameter \( p_n \) in the operation, the element \( e_n \) in a tuple must have the same value for the tuple to be selected. This is used to conditionally select tuples from a tuple space.

In order to model conditional behaviour we have added a conditional expression to the language; in particular we needed to model different behaviours depending on the existence of a tuple at a particular location. The if statement can check for the existence of a tuple using the \( \text{test} \) function. The statement \( \text{if } \text{test}(\ell) \text{ then } P_1 \text{ else } P_2 \text{ fi} \) will execute the \( P_1 \) process if there exists a tuple at \( \ell \) that matches \( \ell^\lambda \), if the tuple does not exist process \( P_2 \) is executed instead.

A more precise definition of the language and its semantics, including its structural congruence and reaction semantics on closed nets can be found in [HNNY08].

### 2.1 The DTU invoice system expressed in KLAIM

For reasons of space we can not show the entire DTU invoice model here but include a representative example. The example shows the DTUFinance and Staff locations. Staff is a simple database mapping people to departments and roles, it has no processes. DTUFinance is the main DTU finance department which receives invoices and forwards them to other locations within the system.

Looking at DTUFinance in the code snippet above we see that it has one tuple located in its tuple space. The tuple format is \( \langle \text{type}, \text{status}, \text{invoice nr}, \text{vendor}, \text{department}, \text{item}, \text{price} \rangle \). The DTUFinance location has three parallel processes. The first process removes an invoice tuple with the status PRESENTED from DTUFinance’s tuple space, looks up the relevant department’s section accountant by doing a read operation at the Staff location, and then outputs the tuple into the section accountant’s tuple space. The second process pays invoices that have the status ACCOUNTED by removing them from DTUFinance’s tuple space and outputting them to Ledger with status PAID. The third process removes REFUSED invoice tuples and sends them back to the supplier that they originated from.

In the code example above the first process finds a match since it looks for invoices with the status PRESENTED and then forwards the invoice to the relevant location. Neither the second nor third processes find any tuples matching their in operations in DTUFinance’s tuple space. Other entities within our system are modelled in a similar way.
3 The LUNAR policy language

LUNAR allows the user to express security policies using the LUNAR policy language, which is simple formal policy language inspired by regular expressions [LP97]. The syntax for the language is shown in Table 2. A given security policy is made up of zero or more abbreviations and one or more pattern groups.

Abbreviations allow a large set of values to be represented concisely and can be used in more than one place in a security policy. They are defined before any patterns and cannot be redefined later in the policy. Abbreviations start with a $ character to distinguish them from ordinary values. An example of an abbreviation is:

\$AccountHolders=Adam+Alice

Pattern groups are defined after the abbreviations. Each pattern group is comprised of a name and one or more patterns. The patterns themselves are similar to KLAIM statements, each pattern is made up of a sender, an operation, one or more parameters, and a receiver.

\( sender ::= op(p_1, p_2, ..., p_n)@receiver \)

Each component of the pattern \((sender, op, p_n, receiver)\) can be expressed as a single value or as a set of possible values for that component. A set is a list of the possible values separated by +, so for instance the \( sender \) part of the pattern could have the value \( Adam+Henrik+Sara \). Pattern components are matched against action parameters to see if the pattern applies to that action, except in the case where a component is surrounded by \([ \) \], in that case the component represents allowed values for the actions’ parameter. The * token is a wildcard character matching any possible value, and the . . . token can be thought of as one or more *’s, and may only be the last parameter in a parameter list. This is introduced to handle the case where tuples gain additional elements in the course of the workflow, yet we still require that the pattern matches regardless of the number of elements.

When multiple patterns apply to an action we compose the policies using the following rule: for the set of patterns \( P \) that match an action we require that all \( p_i \) in \( P \) are satisfied, therefore the listing of the patterns in LUNAR is permutation invariant.

3.1 Case study: A security policy for the DTU invoice system

The purpose of our security policy is to prevent information leaks, that is to say invoices reaching unintended recipients. The policy we present could also be classified as a business rule, however we use the term security policy as more general policies could be applied using the LUNAR system. The policy
can be enforced by controlling the flow of invoices through the system using the status tag. Specifically we create LUNAR patterns which specify the states that invoices and credit notes may be in when they are output into a particular locations tuple space. The LUNAR policy language allows for role based access control [G99], to implement this we start by creating abbreviations that define the roles within the system.

$Vendors=HP+OfficeSupplies+TaxiStation
$SectionAccountant=Sally
$Secretary=Sara
$AccountHolders=Adam+Alice
$HeadAccountant=Henrik

Using these roles, expressed as abbreviations in LUNAR policy notation, we can define the following security policy:

1. **Vendor allowed content:** Vendors may only receive complaints, invoices and creditnotes. Specifically the invoices may only have the status sent or refused and creditnotes may only have the status sent.

2. **ScanOffice allowed content:** The scanning office may only receive invoices and creditnotes and they may only have the status sent.

3. **DTUFinance allowed content:** DTU’s finance department can only receive invoices and creditnotes. Specifically the invoices may only have the status presented, accounted or refused and creditnotes may only have the status presented or accounted.

4. **Ledger allowed content:** Only DTU’s finance department may output tuples into the ledger. The tuples may be either invoices or creditnotes and they may only have the status paid.

5. **SectionAccountant allowed content:** Section accountants may only receive invoices and creditnotes and they may only have the status accounted or presented.

6. **Secretary allowed content:** The secretary may only receive complaints and invoices. Specifically the invoices may only have the status presented or wrong and creditnotes may only have the status presented.

7. **AccountHolder allowed content:** Account holders may only receive complaints and invoices. Specifically the invoices may only have the status presented, confirmed or wrong and creditnotes may only have the status presented or confirmed.

8. **Head Accountant allowed content:** The head accountant may only receive complaints and invoices with the status accounted.

The above rules are each mapped into a pattern group consisting of one or more patterns. Generally the pattern groups start with a line defining what types of tuples are allowed and subsequent lines restrict which states each type of tuple may be in when it is output into the entity's tuplespace.

Next we present two examples of rules expressed as LUNAR pattern groups. Rule 4 only allows DTUFinance to output paid invoices and creditnotes into the Ledger. This stops employees from trying to slip paid invoices past the finance department. This can be expressed as a single pattern since the invoice and creditnote have the same allowed states.

"4. Ledger allowed content"

[DTUFinance]::out{[INVOICE+CREDITNOTE], [PAID], ...}#Ledger

A more complex pattern group is required to implement rule 7. In this case the invoice and creditnote have different allowed states, the first pattern restricts the type of tuples that can be sent to account holders, and the second and third pattern restrict the allowed states for invoices and creditnotes respectively.
\[ S \in \text{System} \quad S ::= \text{let } \overrightarrow{asp} \text{ in } N \]
\[ asp \in \text{Asp} \quad asp ::= A[\text{cut}] \triangleq \text{body} \]
\[ \text{body} \in \text{Advice} \quad \text{body} ::= \text{case } (\text{cond}) \text{ sbody ; body } | \text{sbody} \]
\[ as \in \text{Act}^* \quad as ::= a.as | \varepsilon \]
\[ \text{cond} \in \text{BExp} \quad \text{cond} ::= \text{test}(\ell^\lambda)@\ell \mid \ell_1 = \ell_2 \mid \text{cond}_1 \land \text{cond}_2 \mid \neg \text{cond} \]
\[ \text{cut} \in \text{Cut} \quad \text{cut} ::= \ell :: a \]
\[ \ell^\lambda \in \text{Loc} \quad \ell^\lambda ::= \ell | !u | ?u | ... \]

Table 3: AspectK syntax

4 Conversion of policies to aspects

An aspect oriented coordination language, AspectK, was introduced in [HNNY08]. This language is a superset of the KLAIM like language we have used to model the DTU invoice system, and supports the addition of aspects. The AspectK language takes the approach that input actions should be trapped before a concrete tuple has been selected for input; this is very useful in the LUNAR system where we are focused on checking a security policy. If we were to trap after a concrete tuple has been selected for input, it would constitute a covert channel [G99] as the presence or absence of a tuple in the tuple space might enable or prevent the advice to trap the action, and this would amount to visible behaviour bypassing the security policy. In [HNNY08] a successful method was introduced for trapping an input action before a concrete tuple has been selected for input. This has the ability to deal with joinpoints that contain constructs for binding new variables. Such joinpoints are referred to as 'open joinpoints' in [HNNY08] and we shall do the same.

At the time of checking no variable has been bound to values in the tuplespace and hence the check is not dependant upon specific values, this implies that effectively all possible bindings in the tuplespace are trapped by the aspect. In addition, AspectK performs the trapping and execution of an action as a single atomic step avoiding time-of-check-to-time-of-use race conditions. AspectK aspects allow a number of actions for handling a trap, including the option to to block an action or to let it proceed, which is sufficient for the LUNAR system. For these reasons we have chosen to use a slightly modified version of AspectK, into which to transform our security policy, the modifications we have introduced are very small and will be introduced as part of the description of the AspectK syntax below.

4.1 AspectK

The AspectK syntax is an extension of the subset of the KLAIM syntax shown in Table 1. AspectK aspects have two main elements, the cut and the body. The cut is the part that is matched against actions being executed and decides whether the aspect in question should be applied to the executing action. If the cut matches the action then the body of the aspect is executed. The body has to contain either a break statement which stops the action from being executed, or a proceed statement which allows the execution to proceed. The aspect body can also have actions that are executed before a break statement, or before and after a proceed statement. Variables that are bound in the action can only be accessed...
\[
\Phi_f[A[\text{cut}] \triangleq \text{body}, \Gamma_A; \ell :: a) = \begin{cases} 
\text{case } \text{trap}(\text{cut}, \ell :: a) \text{ of } \\
\text{fail : } \Phi_f(\Gamma_A; \ell :: a) \\
\theta : \kappa_{\Phi_f}^{\Gamma_A,\ell::a}(\text{body } \theta) \\
\end{cases}
\]

\[
\Phi_f(\varepsilon; \ell :: a) = \begin{cases} 
\text{if size}(f) > 0 \text{ then: } \text{stop}(f) \\
\text{else: } a \\
\end{cases}
\]

Table 4: Trapping Aspects: Step 1.

\[
\text{trap}(\text{cut}, \ell :: a) = \begin{cases} 
\text{case } (\text{cut}, \ell :: a) \text{ of } \\
(\ell_s :: \text{out}(\overline{\ell})@l_0, l_s :: \text{out}(\overline{\ell})@l_0) : \text{check}(\ell_s, \overline{\ell}(l_0), (l_s, \overline{\ell}(l_0)) \\
(\ell_s :: \text{in}(\overline{\ell})@l_0, l_s :: \text{in}(\overline{\ell})@l_0) : \text{check}(\ell_s, \overline{\ell}(l_0), (l_s, \overline{\ell}(l_0)) \\
(\ell_s :: \text{read}(\overline{\ell})@l_0, l_s :: \text{read}(\overline{\ell})@l_0) : \text{check}(\ell_s, \overline{\ell}(l_0), (l_s, \overline{\ell}(l_0)) \\
\text{otherwise fail} \\
\end{cases}
\]

Table 5: Trapping Aspects: Step 2.

\[
\text{check}((), ()) = \text{id} \\
\text{check}((\ldots, (\ell_1^n, \ldots, \ell_n^n)) = \text{id} \\
\text{check}((\ell_1^n, \ell_2^n, \ldots, \ell_k^n), (\ell_1^n, \ldots, \ell_k^n)) = \begin{cases} 
\text{let } \theta = \text{case } (\ell_1^n, \ell_2^n) \text{ of } \\
(\{u, u\'}, [u'/u]) \\
(\{?u, u\'}, [u'/u]) \\
(\{?u, u\'}, [l'/u]) \\
(\{u, l\'}, [l'/u]) \\
(l, l') : \begin{cases} 
\text{if } l = l' \text{ then } \text{id} \\
\text{else } \text{fail} \\
\end{cases} \\
\text{otherwise fail} \\
in \theta \circ \text{check}((\ell_2^n, \ldots, \ell_k^n), (\ell_2^n, \ldots, \ell_k^n)) \\
\end{cases}
\]

Table 6: Trapping Aspects: Step 3.

\[
\kappa_f^{\Gamma_A,\ell::a} (\text{case } \text{cond } \text{sboby} ; \text{body}) = \begin{cases} 
\text{case } B(\text{cond}) \text{ of } \\
\text{tt : } \kappa_f^{\Gamma_A,\ell::a}(\text{sboby}) \\
\text{ff : } \kappa_f^{\Gamma_A,\ell::a}(\text{body}) \\
\end{cases}
\]

\[
\kappa_f^{\Gamma_A,\ell::a} (\text{sboby}) = \begin{cases} 
\text{case } \text{sboby} \text{ of } \\
\text{as } \text{proceed } \text{as } s_2 : \text{as } \text{proceed } \text{as } s_2 \\
\text{as } \text{break}(\text{msg}) : \text{as } \text{break}(\text{msg}) \\
\end{cases}
\]

Table 7: Trapping Aspects: Step 4.

in the body after a proceed statement, since before the break or proceed statements a concrete tuple has not yet been selected, and hence the variables have not been bound. AspectK also adds a new token for \( \ell^h \), the \(?u\) token which matches both \( l \) and \( l_x \) in actions.

The trapping of actions and execution of aspects is done by the functions shown in tables 4 through 7. For a more detailed discussion of how these functions work we refer to [HNNY08], we show them here with our modifications for the sake of completeness and to discuss what modifications we have made to allow wildcards and error messages to be incorporated into AspectK.

The \( \phi \) function in Table 4 checks each action against every aspect. It uses the trap function from Table 5 to check whether the aspect matches the action. The trap function then uses the check function from
The Algorithm
1) Given a pattern \( u::op(p_1,p_2, ..., p_n)@l \)
2) Create tuple \( t \) as \( (u, p_1, p_2, ... p_n, l) \)
3) Create outer case condition \( case_{outer} \)
4) Create inner case condition \( case_{inner} \)
5) for each part \( p_i \) in \( t \):
   if \( (p_i \) is \( V_1+V_2+...+V_k) \)
      create new or-clause \( match_i \)
      for each value \( v_j \) in \( p \)
         add condition \( p_i = v_j \) to \( match_i \)
      add \( match_i \) to \( case_{outer} \) condition
      add parameter \( p_i \) to aspect cut
   else if \( (p_i \) is \( [V_1+V_2+...+V_k]) \)
      create new or-clause \( allowed_i \)
      for each value \( v_j \) in \( p_i \)
         add condition \( p_i = v_j \) to \( allowed_i \)
      add \( allowed_i \) to \( case_{inner} \)
      add parameter \( p_i \) to aspect cut
   else if \( (p_i \) is *)
      add parameter \?\( p_i \) to aspect cut
   else if \( (p_i \) is ...)
      add parameter ... to aspect cut

Figure 4: Algorithm for converting LUNAR policies to Aspects.

Table 6 to determine whether the entities from the cut match the entities in the action, and produce a substitution of values for variables. If the aspect matches the action then the aspect body is executed before checking the next aspect. After checking every aspect it looks at the index \( f \) to determine whether to execute the original action or halt. If any aspect has issued the \texttt{break} statement, then the action is not executed and the process halts.

We have made two modifications to the original AspectK definition of these functions. First, we modified the \texttt{check} function to accommodate the ... wildcard character. Our version deviates from the original in that the number of parameters does not have to be the same in both tuples, there can be \( k \) entities in the cut but \( k + n \) entities are possible in the action and happens if the ... wildcard is used. The function checks the first entity in the cut tuple against the first entity in the action tuple, and produces a substitution if they match or fails if they don’t. It then recursively calls itself using the tuples with the first entity removed. If both tuples are empty the function returns indicating that the aspect did match the action. If the cut tuple has only the ... wildcard and the action tuple has \( n \) entities left, the function also returns indicating that the aspect is a match, regardless of the values of the \( n \) entities left in the action tuple.

Secondly, we changed the index \( f \) and the \texttt{break} statement. In the original version \( f \) could take on either the value \texttt{break} or \texttt{proceed}. In our version we allow the \texttt{break} statement to take a parameter, which is an error message saying why the action is not permitted. We redefine \( f \) to be a set of error messages, and in \( \phi \) we check whether the number of elements in the set \( f \) is greater than zero, if so we halt the process and display the error messages in \( f \) to the user.

4.2 Converting LUNAR patterns to AspectK aspects

The LUNAR system can read a security policy specified in the LUNAR policy language and convert the patterns to AspectK aspects. Due to the permutation invariance of LUNAR policies we can convert each pattern independently of the other patterns. Each generated aspect consists of two conditional statements. The outer conditional checks whether the matching values (values not inside [ ]) in the pattern match their corresponding elements in the action. If they do not match then the pattern is not
a match for the action, and a `proceed` advice is given. If the pattern matches the action, then the inner conditional statement will check for each of the allowed values' parameters whether the action contains allowed values. If the action contains any value that is not in the set of allowed values, then the violation is logged to a `Log` location and a `break` advice is given. The * wildcard in a pattern is transformed to a `?p_n` parameter in the AspectK cut, so it can match both location constants and binding of variables, as the `p_n` parameter can contain anything it is not checked. We have also added the ... token to AspectK cuts, where it has the same meaning as in the LUNAR policy language, any number of parameters with any values.

We employ the algorithm shown in Figure 4 to convert LUNAR policies to Aspects.

### 4.3 Case study: transformation example

The transformation shown below is of the pattern that specifies which tuples can be put into Ledger's tuplespace. **Ledger** represents DTU's general ledger and should only receive invoices and credit notes which are paid, and only from DTUFinance.

```
"4. Ledger allowed content"
[DTUFinance]::out([[INVOICE+CREDITNOTE], [PAID], ...]@Ledger
```

is transformed into

```
A[user :: out(p1, p2,...}@loc] ≜ case(loc = Ledger) 
    case(p1 = INVOICE ∨ p1 = CREDITNOTE) 
    ∧ (p2 = PAID) ∧ (user = DTUFinance) 
    proceed 
    ; 
    out(Violation, user, p1, p2, loc}@Log 
    break "Ledger allowed content" 
    ; 
    proceed
```

For `out` actions this transformation is enough and results in one aspect for each pattern. For `in` and `read` actions however we also have to consider that an action might try to bind a variable in a position where we have specified allowed values. Consider the case where we have the pattern

```
"C allowed reads"
*::read([A], [B], *)@C
```

Here we state that a `read` operation can only be performed at location C if the first parameter has the value A and the second parameter has the value B. The parameter values in the actual action can be checked against the allowed values if they are location constants or variables, but if they are variable bindings then they will not match the AspectK cut. Consider the action

```
User::read(!x, !y, !z)@C
```

This will not match the generated AspectK cut `A[u::read(p1, p2, ?p3]@l]`, and would allow the user to randomly bind to a tuple in C's tuplespace. In the case where allowed values are specified for a parameter we want to break if a user tries to bind a variable to that parameter. To do that we need the pattern in question to issue a `break` advice on all of the following actions:

```
U::read(A, B, !z)@C
U::read(!x, !y, !z)@C
U::read(A, !y, !z)@C
U::read(!x, !y, !z)@C
```

The first action can be checked with an aspect generated from the transformation described above. For the three remaining aspects which all contain variable bindings, we generate one aspect for each possibility. These aspects only check whether the matching values in the pattern (in this case only C) match the action and then immediately break. The three extra aspects generated in this case would be
A[user :: out(!p1, p2, ?p3)@loc] ≜ case(loc = C)
  out(Viocation, u, p2, l )@Log
  break "C Allowed reads"
  ;
  proceed

A[user :: out(p1, !p2, ?p3)@loc] ≜ case(loc = C)
  out(Viocation, user, p1, loc )@Log
  break "C Allowed reads"
  ;
  proceed

A[user :: out(!p1, !p2, ?p3)@loc] ≜ case(loc = C)
  out(Viocation, user, loc )@Log
  break "C Allowed reads"
  ;
  proceed

It is possible in AspectK to define a cut which matches all these possibilities, by having all parameters take the form ?p, since parameters prefixed with ? match both location constants and variable bindings. So a cut such as A[user::read(?p1, ?p2, ?p3)@l] would indeed match any possible combination of variable bindings and location constants. The problem with this approach is that in the body of the aspect we have no way of determining whether ?p1 and ?p1 are variable binding or not. Because of that we cannot check their values since if they are in fact variable bindings they will have undefined values and the variables p1 and p2 should not be used in the aspect body until after a proceed statement.

5 Static Analysis

We employ static analysis, inspired by [NGHNPP08] and [RPN08], to determine a reduced set of aspects needed to enforce a given security policy. The static analysis we perform is a standard abstraction of the collecting semantics of KLAIM. It works by executing the following algorithm on a KLAIM code file and an associated LUNAR policy file.

We define the following global variables for the algorithm; $T_l$ the set of all tuples that can reside in the tuple space of a given location $l$. For each location’s ($l$) processes’ ($p$) we define $\sigma_{lp}$ to denote the set of values that each variable in the process can take. Further we define the function $\text{comb}(\sigma, \mathcal{T})$ to return all possible variations of $\mathcal{T}$ by using all possible combinations of variable substitutions from $\sigma$.

**Static Analysis Algorithm**

1) For each location $l$
   - Initialise $T_l$ with the existing tuples at $l$.
2) Define $T' := T$ and $\sigma' := \sigma$.
3) For each locations’ $l$ processes’ $p$ action $a$
   - if $a = \text{out}(\mathcal{T})@l_{out}$
     - $T_{l_{out}} := T_{l_{out}} + \text{comb}(\sigma_{lp}, \mathcal{T})$
   - if $a = \text{in}/\text{read}(\mathcal{T})@l_{in}$
     - Get possible matches from $T_{l_{in}}$
     - Update $\sigma_{lp}$ for all $!x$ in $\mathcal{T}$
   - Update $T_{l_{out}}$ for all $?y$ in $\mathcal{T}$
4) If $T' \neq T$ or $\sigma' \neq \sigma$ goto 3.

This algorithm works by letting the tuples at each location propagate to all the locations that they can possibly reach limited by the actions at each location. The algorithm halts as the possible values of all tuples in KLAIM are finite sets and as such the sets $T$ and $\sigma$ are finite, and eventually the stabilisation condition in step 4 will be satisfied.

To apply the analysis we define $K_{ipa}$ which denotes the possible values for a given locations’ processes’ actions’ variables as specified by LUNAR policies. Further we define the function $\text{match}(\alpha, K_{ipa})$ which
returns true if the lunar pattern \( \alpha \) matches \( K_{lpa} \). Finally, we define \( A \) to be the set of patterns that need to be implemented as aspects. We then employ the following algorithm:

**Applying the analysis**

1) For each locations’ \( l \) processes \( p \) action \( a \)
   Use \( \sigma_{lp} \) to generate all possible variations of \( a \) and add them to the set \( K_{lpa} \)

2) For each lunar pattern \( \alpha \)
   For each location’s \( l \) processes \( p \) action \( a \)
   if \( \text{match}(\alpha, K_{lpa}) \) then
   \( A := A + \alpha \)

This algorithm compares the possible parameter values that can occur with the ones that are permissible given a specific security policy. The test in step 2 is the key part and allows the set \( A \) to be filled with policies that may be violated.

### 6 Related work

From its inception aspect oriented programming has dealt with issues of security [VBC01] such as logging, error handling and access control, by allowing you to separate and centralize these security concerns from the main codebase. The paper [XG05] presents an aspect-oriented approach to access control in mobile agent systems, which despite being based around AspectJ is a good example of where the concept illustrated by LUNAR of using static analysis to reduce the number of aspects that actually need implementation could be beneficial. Similarly related work by the same authors [XGK06] and other work such as [WVD01] could benefit from the same approach.

The original KLAIM language [NFP98] is orientated towards mobile code and while our work is focused specifically on using aspects to enforce security policies other approaches to this problem exist. Schneider presents a formalism for modelling security policy enforcement mechanisms using a class of automata [S00]. This approach, the use of reference monitors, is somewhat dated but still the most common method of enforcing security policies on mobile code. However, other approaches have emerged which seem promising. These include proof-carrying code [N97] where untrusted code has an attached proof that the code does not violate a given security policy. The attached proof can then be checked upon execution of the code, and halted if it does not comply. A similar approach is model-carrying code [SRRS01] which extends proof-carrying code to add runtime monitoring in the cases where the proof cannot be satisfied.

### 7 Conclusion

We have presented the LUNAR system, and the LUNAR policy language for specifying security policies for KLAIM nets. This system has been implemented, tested and source code has been made available. This is a prototype system for adding security policies to KLAIM nets and serves as a proof of concept of a method for determining the elements of a security policy that are necessary to implement as aspects.

Given the power of aspect oriented programming, if a programmer makes a mistake when writing an aspect it can lead to widespread program failure. Therefore, reducing the set of aspects that need to be implemented should help shrink the chance of one containing a mistake. The LUNAR system serves as a proof of concept that this can indeed be done and we believe has been presented in general enough terms to be applied to other languages.
7.1 Future work

While the LUNAR system operates on KLAIM code, in future work we would like to extend the system to allow the application of a reduced set of aspects to other code, such as Java code with aspects implemented as AspectJ aspects [KLMMLLI97] and analysis done as in [ACHKLLMSST05]. In addition we would be interested in conducting a larger case study with a more diverse set of security requirements.

A Source code

This report, source code for the LUNAR system and pre-compiled Windows binaries are available from http://www.student.dtu.dk/~{}lthhe/.
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Abstract

Chaumian Mixes are systems, which provide sender and relationship anonymity, such that a third person observing the system cannot track a message from a sender to the receiver. Nevertheless, if the senders and the receivers are observed over several rounds, then only particular sets of receivers are reasonable contact partners of a designated sender. This has been proved by intersection attacks, like the Disclosure and the Hitting Set attack [3, 5]. In these algorithms, the set of reasonable contacts of a sender is called the anonymity set. Thereby simulations have shown that the anonymity set decreases in general with the increasing number of observation rounds, such that the real communication partners of a sender can finally be revealed. Our contribution is to provide analytical tools to answer the questions: “what is the bound of the anonymity set and how many rounds of observation are needed to identify the contacts of a sender?” The solution to these questions is fundamental to quantify the anonymity provided by the Mix system.

1 Introduction

Today more and more services and applications are provided to the user through networks like the Internet. The usage of these services is afflicted with the risk of losing privacy as most network protocols (e.g. TCP/IP) are not designed to provide anonymity. A well known basic concept to provide sender- and relationship-anonymity [7] is the Chaumian Mix approach proposed by Chaum in [1]. As long as more than one user sends messages through this system at a round, the receiver of a message of that single round is not linkable to its sender. Nevertheless Mixes cannot protect the persistent relationship of a sender to its contacts, from attackers who are able to observe the participating senders and receivers over a certain amount of rounds. The Disclosure and the Hitting Set attack [3, 5] show that such an adversary can draw a set of possible contacts of a designated sender, which fit to his observations. We will call this set the anonymity set. Our research interest is to determine and model the mentioned amount of time until the Mix network fails to protect the relation between the senders and the receivers. With this knowledge users and designers of anonymity networks can be aware of the system’s vulnerability in order to invoke interventions like stop communicating, or adding dummy traffic. Since a permanent injection of dummy traffic causes a high communication overhead and therefore reduces the network performance, the knowledge of the time point of failure of the Mix system would be a mean to make dummy traffic affordable by using it only at critical time points.

The cardinality of the anonymity set is one metric for the degree of anonymity provided by the Mix system. An anonymity set of size one clearly means that there is no anonymity, as only one set of receivers can be contacted by a designated sender, while a large anonymity set means that there is a high uncertainty about the right contacts of a sender. Therefore our interest is to provide a tight analytical upper bound on the size of the anonymity set, with respect to the parameters of the Mix system (which will be specified in the next section). This bound results from the attacker’s knowledge of the Hitting

1An exception of the general case occurs, if for example, all possible recipients are addressed by the senders at each communication round. In this case the real communication partners of a sender can not be revealed [4].
Set respectively Disclosure-attack, hence if the attacker applies one of those attacks, then the anonymity set is bounded by our bound. Since our bound is an upper bound, it does not depend on the rounds considered by the attack algorithms, hence it covers the best possible anonymity. We also prove that our bound is tight and the best possible in contrast to the known bound mentioned in [8, 5]. Although there are several algorithms in the literature, which compute the anonymity set, a tight bound is still missing. Hence our bound is not trivial.

Another anonymity metric considered in our paper is the number of observations, which the attacker has to collect to unambiguously identify the contacts of a particular sender. This is the case, where the information of the observations enables the reduction of the anonymity set to a size of one. It is of great importance for designers and users of Mix networks to know, how this metric is related to different traffic distributions. One way to conduct those analyses is the application of the Hitting Set algorithm on simulated network traffic. The drawback of this approach is the NP-completeness of the Hitting Set algorithm. Therefore we will contribute a new criterion based on discrete structures to approximate the number of rounds necessary to identify the communication partners. We will prove, that this criterion can be verified by an algorithm with only a polynomial time complexity. A former approximation approach based on discrete structures, which is comparable to our approach, is based on the 2x-exclusivity criterion suggested in [4]. However our new approach will be proved to provide a more precise approximation than 2x-exclusivity.

In the sequel we will introduce the idea of the Hitting Set attack, as well as the considered attacker and Mix model in section 2. The Hitting Set attack plays an important role throughout this paper, since our analyses are based on the knowledge of it. Our proof of the upper bound on the anonymity set will then be introduced in section 3. The proof will be derived from the complexity of our new Hitting Set algorithm, which we will also present in this section. The approximation of the number of rounds to identify the contacts of a sender will be addressed in section 4. Thereby a classification of the anonymity set will be introduced. Based on this classification we will identify one class, which is appropriate to approximate the required rounds to reveal the communication partners. Finally section 5 summarizes the main results of our work and gives a perspective to succeeding researches.

2 Hitting Set Attack

2.1 Anonymity Model

The analyses in this paper refers to a simplified model of the Mix technique, which can be generalized to other Mix systems. The users of this system are represented by a set \( U \) of \( N \) users. Each user \( u \in U \) could participate in the anonymity system as a sender or as a receiver of messages as illustrated in figure 1. The system is assumed to be round based. At each round at most \( b \) senders transmit messages to the Mix. This set of messages is denoted by the term batch. Our analysis focuses on the limits of the Mix system itself and not on implementation weaknesses, therefore a perfectly implemented Mix is assumed, which provides strong encryption and prevention against flooding and replay attacks. In this model a global passive adversary is considered, who is only able to observe the senders of a batch as well as the recipients of the messages in the batch. Note that the attacker cannot link the sender and the receiver of a particular message in a single round. Since the Mix is considered to be perfect, the adversary cannot gain any further information apart from the observations.

As the attacker is supposed to be omnipresent, he can take note of the participating senders and receivers of each round. He can particularly analyse those batches, where a designated user Alice participates as a sender. For simplicity Alice is assumed to have a constant set of \( m \) peer partners, which is called the victim peer set \( \mathcal{H}_A \). A further simplification of this model is the assumption, that the size \( m \) of the victim
peer set is known to the attacker. This assumption is without loss of generality, since an attacker could start with a small value $m'$ and repeatedly increase its value, if there is no solution with the actual $m'$.

In order to reveal the victim peer set, the attacker only considers rounds and receivers of batches, where Alice participates. We denote those receiver sets by the term observation $O_i$. Hence any observation $O_i$ at the $i$-th round fulfills the condition $O_i \cap H_A \neq \emptyset$. This attacker and Mix models have been commonly used in several papers [2, 3, 5, 6, 4].

### 2.2 Minimal Hitting Set

Under the given anonymity model the problem of identifying the victim peer set $H_A$ (which is unknown to the attacker) can be associated with the unique minimal Hitting Set problem as shown in [5]. A Hitting Set is a set, which intersects with all given observations $O_1, \ldots, O_i$. Thereby the set $\{O_1, \ldots, O_i\}$ is also called the observation set. A Hitting Set is denoted by the term minimal, if no proper subset of this set is a Hitting Set and it is unique minimal, if there is no other minimal Hitting Set of the same cardinality. Note that due to our definition, each observation contains a peer of Alice. Hence a victim peer set is a Hitting Set with respect to the observations, as it intersects with each observation. Since the attacker only considers observations, where Alice participates, the victim peer set becomes a minimal Hitting Set, if the observation set $OS$ is sufficiently large. Hence to determine the unknown set $H_A$ or a subset of it, it is sufficient to consider minimal Hitting Sets of cardinality at most $m$ with respect to $OS$, since each of them constitute a hypothesis for the full victim peer set or a subset of it. We call the set of all hypotheses with respect to $OS$ the anonymity set.

The basic idea of the Disclosure and the Hitting Set attack [3, 5] is to determine the anonymity set with respect to a given set of observations, which is NP hard. Thereby the anonymity set is repeatedly computed by the attack algorithms for an increasing number of observations until an anonymity set is found, which consists of only one set, namely the victim peer set. In this case the attacks succeeded to identify the victim peer set, which implies that the victim peer set is a minimal and unique Hitting Set with respect to the given observations. Hence the Disclosure and Hitting Set attack empirically show us, that the anonymity set decreases with the increasing number of considered observations after reaching a threshold value on the number of hypothesis, whose bound we will prove in section 3. Finally the anonymity set converges to the set consisting of only the victim peer set. Both, the Disclosure and the Hitting Set attack compute minimal Hitting Sets. The Disclosure algorithm thereby needs at least as much or more observations to identify the victim peer set than the latter one, since it is only able to compute the anonymity set, if an observation appears, which is disjoint to $m - 1$ of the previously collected $m$ disjoint observations [3]. In contrast to this the Hitting Set algorithm can always determine the anonymity set and is therefore able to detect the uniqueness of the victim peer $H_A$ on time. It was also

---

The reader will see from the complexity analysis of section 3.3, that our attack would be changed only by a constant factor, if $m$ is unknown.
proved to be the most efficient algorithm in [4] by requiring the least number of observations $O_1, \ldots, O_i$ such that $H_A$ can be identified as the unique minimal Hitting Set of cardinality $m$. Note that efficiency refers here to the number of observations required to reveal the victim peers and not to the complexities of the algorithm. We consider in this paper only algorithms, which compute the same anonymity set for any given observation and provide the same efficiency as the Hitting Set algorithm.

It is clear that the victim peers cannot be identified, as long as the cardinality of the anonymity set is larger than one. Furthermore the cardinality of the anonymity set is a metric for the anonymity provided by the Mix system, since the effort (i.e. the number of observations) to reduce a large anonymity set is in general higher than the effort to reduce a small anonymity set. Therefore this paper will prove a strict bound on the cardinality of the anonymity set with respect to the parameters $(N, m, b)$ of the Mix system. Additionally we will refine our consideration on the anonymity set by categorizing the Hitting Sets of the anonymity set in disjoint structures. For each of this Hitting Set structure, we will determine the upper bound of its cardinality. This is a step forward to obtain a fine grained analysis of the anonymity set. In the future work we will analyse the stochastic properties of each of the identified structures in order to mathematically model the reduction of the anonymity set with respect to increasing number of collected observations.

The following claims 1 and 2 describe, how the Hitting- respectively non Hitting-Set property of a set $H$ with respect to an observation set $OS$ can be transferred to particular construction of subsets of $H$ and $OS$. They provide the theoretical foundation for our new Hitting Set algorithm, which will be introduced in section 3. The first claim constitutes that for any Hitting Set $H$ of an observation set $OS$, each subset $H' \subset H$ is a Hitting Set of the observation set resulting from removing all observations containing any elements of $H \setminus H'$.

**Claim 1.** Let $H$ be a Hitting Set with respect to the observation set $OS$. For any peer set $S \subset H$, the set $H' = H \setminus S$ is a Hitting Set of the observation set $OS' = OS \setminus \{O \in OS \mid O \cap S \neq \emptyset\}$. If $H$ is even a minimal Hitting Set then $H' = H \setminus S$ is also a minimal Hitting Set.

**Proof.** The two assertions in claim 1 will be proved by contradictions. Let $H$ be a Hitting Set with respect to the observation set $OS$.

1. $H'$ is a Hitting Set: Assume that a non empty set $S \subset H$ exists, so that $H' = H \setminus S$ is no Hitting Set of the observation set $OS' = OS \setminus \{O \in OS \mid O \cap S \neq \emptyset\}$, which excludes observations intersecting with $S$.

   Under this assumption there is an observation $O_i \in OS'$, not intersecting with $H'$, i.e. $H' \cap O_i = \emptyset$. Due to the definition of $OS'$, peers of $S$ are not contained in any of the observations $O \in OS'$ either. Hence $H \cap O_i = \emptyset$ contradicts the assumption that $H$ is a Hitting Set. Therefore $H'$ must be a Hitting Set in $OS'$.

2. $H'$ is minimal given $H$ is minimal: Assume that $H'' \subset (H' = H \setminus S)$ is a minimal Hitting Set of $OS' = OS \setminus \{O \in OS \mid O \cap S \neq \emptyset\}$. As for all observations $O \in OS \setminus OS'$, the intersection $S \cap O \neq \emptyset$ is not empty, it follows that $S \cup H'' \subset H$ is a Hitting Set of $OS$ with a cardinality lower than $|H|$. This contradicts the assumption that $H$ is a minimal Hitting Set in $OS$, thus $H'$ must be a minimal Hitting Set in $OS'$.

Analogous to claim 1, we also consider the case that $H$ is no Hitting Set with respect to a given $OS$. It will be shown that any subset $H' \subset H$ is no Hitting Set of the observation set resulting from removing observations containing any elements of $H \setminus H'$ from $OS$.
Claim 2. Let $H$ be no Hitting Set with respect to the observation set $OS$. For any peer set $S \subset H$, the set $H' = H \setminus S$ is no Hitting Set of the observation set $OS' = OS \setminus \{O \in OS \mid O \cap S \neq \emptyset \}$.

Proof. Let $H$ be any set, which is no Hitting set with respect to the observation set $OS$. Hence there exists at least one observation $O \in OS$, such that $H \cap O = \emptyset$. For any subset $S \subset H$, the set $OS' = OS \setminus \{O \in OS \mid O \cap S \neq \emptyset \}$ always contains $O$. Since $H \cap O = \emptyset$, the intersection of any $H' = H \setminus S$ and $O$ is also empty, therefore $H'$ is no Hitting Set of $OS'$.

3 Computation of the Anonymity Set

This section introduces the new Hitting Set attack algorithm “ExactH”, which computes Alice’s anonymity set with respect to the observation set collected by an adversary. Thereby the size of the anonymity set computed by the algorithm also mathematically determines its run-time complexity and vice versa. Hence we will prove the anonymity set bound by deriving the run time complexity of our new algorithm.

The surprising result of our proof is that the anonymity set is bounded by $b^m$, which is independent of the number of users $N$ of the Mix system. It should be noted that former approaches [8, 5] assume that the anonymity set is bounded by $\binom{N}{m}$. The reason for this loose later bound of is due to the structure of the Hitting Set algorithm “HS-Attack” introduced in [5]. This former algorithm starts with an initial set of all possible $\binom{N}{m}$ recipient sets of size $m$ and excludes those sets, which do no intersects with each observation, every time a new observation is collected by the adversary. Hence there are a lot of non minimal Hitting Sets computed by “HS-Attack”, which blurs the real amount of minimal Hitting Sets.

We will also prove that our upper bound of $b^m$ is the best possible. Since the structure of the old Hitting Set algorithm does not allow us to formally determine this bound for the reason mentioned above, we therefore introduce our new algorithm called “ExactHS” in this paper.

As mentioned above, the upper bound depends of the run-time complexity of our Hitting Set algorithms. Thus in order to prove that our bound is correct, we must prove the correctness and completeness of our algorithm. In other words, it must be shown that “ExactHS” computes only Hitting Sets and then it must be proved that all minimal Hitting Sets are computed by the algorithm.

3.1 ExactHS Algorithm

Our new algorithm 1 “ExactHS” is a recursive function, which determines candidate sets $H \subset N$ of size at most $m$ and verifies whether they are Hitting Sets. Any Hitting Set found by the algorithm will be added to the set allH. In order to determine a candidate set $H = \{u_1, \ldots, u_m\}$, algorithm 1 chooses the $i$-th peer $u_i$ at the $i$-th recursion level of “ExactHS” for $i \in \{1, \ldots, m\}$. Thereby the first recursion level is the first invocation of “ExactHS” and the second recursion level are those invocations of “ExactHS” at the first recursion level. The remaining recursion levels are defined analogously. Since the algorithm computes Hitting Set of cardinality at most $m$, the recursion level cannot be deeper than $m$.

Initially the set $H$ is empty and the observation set $OS$ consists of all observations collected by the attacker, hence the computation of the anonymity set is initially invoked by calling $ExactHS(OS, m, H)$. We will address this observation set by the term initial observation set, as $OS$ will be changed during the processing of “ExactHS”. In each recursion level $H$ is extended by exactly one peer $u$, chosen in line 7 from a designated observation $O \in OS$ determined in line 5, where $OS$ is the actual observation set. At the invocation of the next recursion level to determine the next peer to be added to $H \cup \{u\}$ in line 8, “ExactHS” is applied to a modified copy of the actual observation set, which contains no observations intersecting with $\{u\}$. Note that due to the claims 1 and 2 removing those observations has no influence on whether the remaining chosen peers together with $H \cup \{u\}$ will be a Hitting Set (of the initial observation set) or not. This step of removing is important to restrict the run-time of our algorithm, as it allows us to focus on adding only those peers to the actual set $H \cup \{u\}$, which definitively intersect with
observations not intersected by $H \cup \{u\}$. Finally, if line 2 detects no observation of the actual observation set remains, which is not intersected by $H$, then $H$ is a Hitting Set. In this case it will be added to the set $allHS$ in line 3.

After a selection of $u$ has been done in a recursion level, we remove $u$ from all observations of the actual observation set in line 8 and from the designated observation $O$ in line 9. On that way the algorithm can repeat the extension of $H$ with a new peer $u$ not chosen before in line 7.

Note that our algorithm computes the same minimal Hitting Set as the “HS-Attack” proposed in [5]. The difference is that our algorithm allows us to prove the upper bound. Additionally section 3.3 will show that “ExactHS” also provides a significant better space complexity than “HS-Attack”. If the kind of applied algorithm (“ExactHS”, “HS-Attack”) is not important, then we simply talk about Hitting Set algorithm or attacks.

Algorithm 1 ExactHS

```java
1: procedure ExactHS(OS, m', H)
2: if OS = {} then
   # $H$ is a Hitting Set, add it to allHS
   allHS ← allHS ∪ \{H\}
   # add a peer to $H$, if it contains less than $m$ peers
3: else if $m' \geq 1$ then
4:   choose $O \in OS$
5:   while ($|O| > 0$) ∧ ($\{\} \notin OS$) do
6:     # $u$ will become element of $H$
7:     choose $u \in O$
8:     ExactHS(OS \ {Oi ∈ OS | u ∈ Oi}, m' - 1, H ∪ \{u\})
9:      # remove $u$ in all observations of OS
10:    OS ← $\cup_{Oi \in OS} \{O_i \{u\}\}$
11:      # do not choose $u$ in this recursion level again
12:   end while
13: end if
14: end procedure
```

Claim 3 (Anonymity set cardinality). Let $H_A$ be a static victim peer set of size $m$. Let the number of users participating in the Mix system be $N$ and the size of the batches be at most $b$. For a given observation set $OS$, the maximal size of the anonymity set, i.e. the maximal possible number of minimal Hitting Sets of cardinality less or equal to $m$ in $OS$ is $b^m$. This bound is a sharp upper bound if $mb \leq N$.

We will prove claim 3 in two steps. First section 3.2 will prove that our algorithm is sound and complete. Hence it will be shown that algorithm 1 computes all minimal Hitting Sets of cardinality at most $m$ with respect to a given (initial) observation set $OS$. After that, section 3.3 determines the complexity of “ExactHS” and thereby proves that this algorithm cannot compute more than $b^m$ minimal Hitting Sets of cardinality at most $m$. In particular there are observation sets, such that exactly $b^m$ minimal Hitting Set can be computed, which verify that our bound is tight.

3.2 Soundness and Completeness

The first proof in this section verifies that “ExactHS” is sound and therefore only computes Hitting Sets. This means that for a given observation set $OS$ and a cardinality restriction $i$, the algorithm determines Hitting Sets, whose cardinality are not larger than $i$. The second proof confirms that all minimal Hitting
Sets are computed by “ExactHS”, i.e. the set allHS contains all minimal Hitting Sets at the termination of the algorithm. These two proofs show that our algorithm is correct.

**Soundness.** The soundness of Algorithm 1 can be proved by contradiction. Assume that ExactHS computes a Set \( H' \), which is no Hitting Set. This means that there is an observation \( O_i \in OS \), so that \( H' \cap O_i = \emptyset \). Without loss of generality let \( H' = \{ u_1, \ldots, u_i \} \), where \( u_j \) is the peer chosen by “ExactHS” in the \( j \)-th recursion level, for \( j \in \{1, \ldots, i\} \). Furthermore we address wlog. by the \( j \)-th recursion level only the event, where \( u_i \) is chosen.

We observe that after choosing \( u_j \) in the \( j \)-th recursion level, line 8 invokes the \((j+1)\)-th recursion level by submitting a copy of the actual observation set \( OS \), where all observations containing the peer \( u_j \) are removed. Hence in the \((i+1)\)-th recursion level (i.e. the last level) the considered observation set is the initial observation set, where all observations intersecting with \( H' \) are removed. Therefore line 2 will find a non empty set, which contains at least \( O_i \) (which is in accordance to claim 2). This implies that \( H' \) is not accepted as a Hitting Set by the algorithm, which contradicts to the assumption that “ExactHS” would consider \( H' \) as a Hitting Set. Thus “ExactHS” only computes Hitting Sets and it is obvious that those sets cannot have cardinality larger than \( i \) because of the count down in line 8.

**Completeness.** The completeness of algorithm 1 will be proved by induction on the cardinality of minimal Hitting Sets, i.e. it will be shown that ExactHS identifies all minimal Hitting Sets of a given cardinality.

**Ind. basis.** Let \( H_1 \) be a minimal Hitting Set of cardinality 1 with respect to the observation set \( OS_1 \). We prove that ExactHS will compute \( H_1 \) given the parameters \( (OS = OS_1, m' = 1, H = \{\} \)).

As \( H_1 \) is a minimal Hitting Set, each \( O \in OS_1 \) contains at least one peer \( u \in H_1 \). Hence any choice of observations taken by the algorithm in line 5 will embody at least a \( u \in H_1 \). Let \( O_k \) be the chosen observation in line 5 and the algorithm chooses \( u \in O_k \cap H_1 \) in line 7. Due to line 8 of algorithm 1, the resulting observation set \( OS'_1 \) submitted to the recursive invocation of ExactHS excludes any observations \( O \), where \( u \in O \). As the minimal Hitting Set \( H_1 \) only consists of \( u \), all observations \( O \in OS_1 \) are excluded and \( OS'_1 = OS_1 \setminus \{ O \in OS_1 | u \in O \} \) is the empty set \( \{\} \), hence \( \{u\} \) is a minimal Hitting Set computed by algorithm 1.

**Ind. step.** Assume that \( H_i \) is a minimal Hitting Set of cardinality \( |H_i| = i \) with respect to \( OS_i \) and that the invocation of algorithm 1 with the parameters \( (OS = OS_i, m' = i, H = \{\}) \) will compute \( H_i \). We prove that the assumption also hold in the case of minimal Hitting Sets \( H_{i+1} \) of cardinality \( |H_{i+1}| = i + 1 \) with respect to \( OS_{i+1} \).

With the same argumentation as in the induction basis, any choice of an observation \( O \in OS_{i+1} \) in line 5 of ExactHS must include at least one peer \( u \in H_{i+1} \). Let us assume that \( O_k \) is chosen in line 5 and \( u \in O_k \cap H_{i+1} \) is selected in line 7. Hence the resulting observation set \( OS'_{i+1} = OS_{i+1} \setminus \{ O \in OS_{i+1} | u \in O \} \) in the recursive call of ExactHS in line 8 contains due to claim 1 \( H_{i+1} \setminus \{u\} \) as a minimal Hitting Set. According to the induction assumption any minimal Hitting Sets of the cardinality \( i = |H_{i+1} \setminus \{u\}| \) can be computed by the algorithm. Thus the recursive invocation of algorithm 1 on the parameters \( (OS = OS_{i+1}', m' = i, H = \{u\} \) in line 8 reveals the minimal Hitting Set \( H_{i+1} \).

It follows from the induction steps that for all minimal Hitting Set \( H \) of an observation set \( OS \), where \( |H| = m \), algorithm 1 always indentify \( H \) given \( OS \) and \( m \). As this holds for all minimal Hitting Sets of \( OS \) with a cardinality not greater than \( m \), ExactHS is also complete in the sense that it computes all minimal Hitting Sets of \( OS \) with cardinality at most \( m \). □

Note that the above proof does not exclude, that “ExactHS” could also compute Hitting Sets, which are not minimal. We could apply a minimality check on the Hitting Sets computed by the algorithm to
ensure that only minimal Hitting sets are added to allHS. But this effort is not worth the work, since it would not change the upper bound of the anonymity set as can be seen in the next section.

3.3 Complexity

Let us assume that the size of each observation is restricted by b, the cardinality of the victim peer set is m and that an observation set OS is given. We will determine the run-time of algorithm 1 with respect to the given parameters by first counting the number of Hitting Sets and non Hitting Sets constructed and considered by the algorithm. Remember that a set is constructed by extending the initially empty set \( H \) by a peer at each recursion level. Thereby an extension of \( H \) is terminated either by line 2, because \( H \) is a Hitting Set, or by line 4, because it reaches the maximal cardinality and is no Hitting Set. It can be observed, that regardless of the peers contained by the actual set \( H \), there are at most \( |O| \leq b \) possibilities to extend \( H \) by a \( u \in O \) in each recursion level in line 8. Since the depth of the recursion level is restricted to \( m + 1 \), we can conclude that the maximal number of sets (Hitting Sets and non Hitting Sets together) considered by “ExactHS” cannot be more than \( b^m \). Note that the \((m + 1)\)-th recursion level only verify the Hitting Set property of a set and does not determine peers to extend the set.

In order to show that our bound of \( b^m \) on the number of minimal Hitting Set is tight, we next describe simple observations, which contain exactly \( b^m \) minimal Hitting Sets of size \( m \). Assume that \( m \) pairwise disjoint observations of size \( b \) are given, then combining these \( b \) observations with each other obviously results in \( b^m \) different minimal Hitting Sets of size \( m \).

As a concrete example we can choose the parameter \( m = 2, b = 2 \) with the victim peer set \( \mathcal{H}_A = \{1, 2\} \) and the observations \( \{1, 3\}, \{2, 4\} \). A short glance shows that there are \( b^m = 4 \) minimal Hitting Sets, namely:

\[
\{1, 2\}, \{1, 4\}, \{3, 2\}, \{3, 4\}
\]

So far we only counted the number of sets considered by “ExactHS”. To obtain the run-time complexity we account that extending \( H \) by a peer \( u \) requires the removal of all observations containing \( u \) from the observation set in line 8. The cost for this action is \( O(tb) \), where \( t \) is the number of observations collected by the attacker. Hence choosing a set of cardinality \( m \) requires \( O(mtb) \) operations. Since algorithm 1 constructs at most \( b^m \) distinct sets, it can be followed that the run-time complexity is:

\[
O(b^mmtb).
\]

Deriving the space complexity is also straightforward. We observe that each recursion level keeps a copy of the actual observation set. Since the maximal recursion level is restricted to \( m + 1 \), it can be concluded that the maximal space is bounded by:

\[
O((m + 1)tb),
\]

where \( tb \) is the maximal size of the observation set. Hence “ExactHS” is a linear space algorithm. Note that we do not account the size of the set allHS, since the Hitting Sets in allHS are not needed for the processing of algorithm 1, i.e. we could replace line 3 by a simple print out. In contrast to our algorithm, the Hitting Set algorithm “HS-Attack” presented in [5] computes all \( \binom{N}{m} \) possible sets of cardinality \( m \) and then removes those sets, which are no Hitting sets. Thus the space complexity of “HS-Attack” is at least as large as the number of remaining minimal Hitting Sets, which we proved to be bounded by \( b^m \). It follows from this, that the space complexity of “HS-Attack” is at least \( O(b^m) \).

4 Analysis of the Anonymity Set

The last section derives the upper bound on the anonymity set of the Mix system, i.e. the maximal number of minimal Hitting Sets determined by the Hitting Set attack, if the cardinality \( m \) of the victim
peer set is given. In order to refine the analysis on the anonymity set, we will partition the Hitting Sets of the anonymity set in disjoint classes in section 4.1. Thereby Hitting Sets will be classified according to the number of victim peers contained. Using this classification section 4.2 will show that a particular class has the property to provide a good approximation of the effort to disclose the victim peer set, while being efficiently computable. We will present simulations, which visualize that on the average, if there is no Hitting Set within this class, then the victim peer can be identified uniquely. It will also be proved that our criterion to approximate the number of observation to disclose the victim peer set by the Hitting Set approach is better than the 2x-exclusivity criterion presented in [4].

4.1 Refined Hitting Set Structure

Claim 3 can be further refined to determine the maximal number of minimal Hitting Sets of the following disjoint structures:

\[ \mathcal{H}_0 = \{ \{x_{11}, x_{12}, \ldots, x_{1m}\}\} = \{\mathcal{H}_A\} \]
\[ \mathcal{H}_1 = \{ \{y_{11}, x_{12}, \ldots, x_{1m}\}\} \subseteq (U \setminus \mathcal{H}_A) \times \mathcal{H}_A^{m-1} \]
\[ \mathcal{H}_2 = \{ \{y_{21}, y_{22}, x_{23}, \ldots, x_{2m}\}\} \subseteq (U \setminus \mathcal{H}_A)^2 \times \mathcal{H}_A^{m-2} \]
\[ \vdots \]
\[ \mathcal{H}_m = \{ \{y_{m1}, \ldots, y_{mm}\}\} \subseteq (U \setminus \mathcal{H}_A)^m \]

In the definition of these structures, the variable \( y \) refers to non victim peers, while the variable \( x \) refers to victim peers. For any Hitting Set \( \mathcal{H} \in \mathcal{H}_i \), we require that all \( x_{ik}, x_{li} \in \mathcal{H} \) are disjoint, for \( k, l \in \{i+1, \ldots, m\} \). This is contrary to the case of the non victim peer variables, where \( y_{ik} = y_{li} \) is allowed for \( k \neq l \).

Intuitively the Hitting Set structure \( \mathcal{H}_1 \) represents minimal Hitting Sets resulting from replacing \( i \) victim peers by non victim peers in \( \mathcal{H}_A \). The Hitting Set structure \( \mathcal{H}_0 \) consists only of the victim peer set. A Hitting Set \( \mathcal{H} \) belongs to the structure \( \mathcal{H}_i \), if and only if \( \mathcal{H} \in \mathcal{H}_i \).

The maximal number of Hitting Sets \( |\mathcal{H}_i| \) in the structure \( \mathcal{H}_i \) can be derived by a slight modification of algorithm 1. Let us fix a particular subset \( \{x_{i_{i+1}}, \ldots, x_{im}\} \subseteq \mathcal{H}_A \) of the victim peer set of cardinality \( m - i \). In order to determine all minimal Hitting Sets of cardinality equal or less than \( m \), whose only victim peers are exactly \( \{x_{i_{i+1}}, \ldots, x_{im}\} \) the next three steps is to be executed. Firstly all observations containing those peers are removed from the initial observation-set. Secondly all victim peers are deleted from the remaining observations, which results in the modified observation set

\[ \mathcal{OS}' = \{\mathcal{O} \setminus \mathcal{H}_A \mid \mathcal{O} \in \mathcal{OS}, \mathcal{O} \cap \{x_{i_{i+1}}, \ldots, x_{im}\} \neq \emptyset\}. \]

Thirdly algorithm 1 is applied on \( \mathcal{OS}' \) to compute all minimal Hitting Set of size at most \( i \). Clearly joining any minimal Hitting Set of the last step with the set \( \{x_{i_{i+1}}, \ldots, x_{im}\} \) results in a Hitting Set of cardinality of at most \( m \), which belongs to the structure \( \mathcal{H}_i \). Note that step one ensures that \( \{x_{i_{i+1}}, \ldots, x_{im}\} \) will be included in the final Hitting Sets, while step two guaranties that there will be no other victim peers in the resulting Hitting Sets.

It can be observed that there are \( \binom{m}{m-i} \) possibilities to choose \( m - i \) different victim peers out of the victim peer set \( \mathcal{H}_A \). Calling algorithm 1 in step three will compute at most \( (b-1)^i \) different Hitting Sets. The base of \( b-1 \) is due to step two, which removes victim peers from all observations. Hence there are at most

\[ |\mathcal{H}_i| = \binom{m}{m-i} (b-1)^i = \binom{m}{i} (b-1)^i \]  

(1)
minimal Hitting Sets belonging to the structure $H_i$. This bound is exact, as the cumulative sum of the minimal Hitting Sets of all structures $H_i$ is $b^m$.

$$\sum_{i=0}^{m} \binom{m}{m-i} (b-1)^i = \sum_{i=0}^{m} \binom{m}{i} (b-1)^i = b^m$$  \hspace{1cm} (2)

Figure 2 plots the cardinality of the minimal Hitting Set structures $H_i$ for $i \in \{1, \ldots, m\}$ for an anonymity system with $N = 400$ users with batch sizes $b$ of 10, 15, 20, 25 and $m = 20$ victim peers. Thereby the vertical axis is logarithmically scaled. One observes that the Hitting Set structure $H_1$ is always by far the smallest.

![Figure 2: Maximal cardinality of different Hitting Set structures $H_i$.](image)

### 4.2 Meaning of $H_1$ to the Hitting Set Attack

It is clear that, if all Hitting Set structures $H_1, \ldots, H_{m-1}$ disappear, then the victim peer set is unique. We can observe in figure 3 that in particular the structure $H_1$ is very long lasting, so that we can use the time point (i.e. the number of observations), when it disappears as an approximation for the number of observations until the victim peer set becomes unique. This is an interesting result, since the last section shows that the cardinality of this structure is only $m(b - 1)$. This is by far the smallest structure apart from the victim peer set itself. Figure 3 also visualizes that $H_1$ is a better approximation of the time point of full disclosure of the victim peer set than the “2x-exclusivity” property introduced in [4].

According to [4] a victim peer appears exclusively in an observation, if there is no other victim peer in this observation. And a victim peer is 2x-exclusive, if it appears at least two times exclusively in an observation, or at least one time alone (i.e. without any other peers) in an observation. The 2x-exclusivity property is fulfilled, if all victim peers are 2x-exclusive. It was shown in [4] that this property is a good approximation for the lower bound on the number of observations to fully disclose the victim peer set. We can prove that our structure $H_1$ is a better approximation than 2x-exclusivity by showing the following two cases. First, there are observations, where the 2x-exclusivity property is fulfilled, although there is still a Hitting Set of the structure $H_1$. Second, if the 2x-exclusivity property is not fulfilled, then there is always a Hitting Set of the structure $H_1$.

**Case 1.** Since this is an existence proof, we only have to construct an example, where 2x-exclusivity is given, although a Hitting Set of the structure $H_1$ exists. Let the victim peer set be $\mathcal{H}_A = \{1, 3\}$. Assume that the following four observations are given:

$$\{3, 5, 6\}, \{3, 1\}, \{1\}, \{6, 3\}.$$ 

All victim peers in $\mathcal{H}_A$ are obviously 2x-exclusive, but there is a Hitting Set $\{1, 6\}$ of structure $H_1$.  \hspace{1cm} $\square$
Case 2. Let \( \mathcal{H}_A = \{u_1, \ldots, u_m\} \) be the victim peer set. Assume wlog. that the victim peer \( u_1 \) appears only one time exclusively with respect to a given observation set \( O_S \). Let \( O \in O_S \) be the observation, in which \( u_1 \) appears exclusively. Then the set \( \mathcal{H} = \{y, u_2, \ldots, u_m\} \), where \( y \in O \setminus \{u_1\} \) is a Hitting Set of the structure \( \mathcal{H}_1 \).

Note that the structure \( \mathcal{H}_1 \) is efficiently computable by the modification of algorithm 1 suggested in section 4.1. The run-time complexity to compute Hitting Sets from this structure is \( O(m(b-1)mtb) \), which is polynomial.

The plots from figure 3 represents results of our simulation of the Hitting Set attack on a simulated Mix traffic. In this simulation we assume that in each round, Alice chooses her receiver uniformly distributed from one of her \( m \) peers, i.e. with probability \( \frac{1}{m} \). All the other \( b - 1 \) senders are assumed to choose their peers uniformly from the set of all user \( N \), i.e. with probability \( \frac{1}{N} \).

Each of the figures varies one of the parameter \( N, m, b \), while all the other parameters remain fixed. The standard parameter of this simulation is \( N = 400, m = 10, b = 10 \). The line labelled (HS) shows the mean number of observations of the Hitting Set attack to reveal the victim peer set. Accordingly the line labelled (2x-excl) is the mean number of observation to fulfil the 2x-exclusivity criterion, while the line labelled \( h_1 \) visualizes the mean number of observations until the structure \( \mathcal{H}_1 \) disappears. Note that we assume the uniform distribution only for ease of our simulation. We could have chosen a different (e.g. zipf-distribution) and would obtain similar results.

![Figure 3: Mean number of observations until: uniqueness of victim peer set (HS), 2x-exclusivity property (2x-excl) and disappearance of \( \mathcal{H}_1 \) structure (\( h_1 \)).](image-url)

5 Conclusion

The focus of this paper was on tools to quantify the anonymity provided by the Mix system. Thereby two aspects of the system were considered, the upper bound of the anonymity set and the effort (i.e. number of observation) to disclose the victim peer set.

We could prove that the bound of the anonymity set is \( b^m \) by counting the number of minimal Hitting Sets by our new algorithm “ExactHS”. As a side result we also presented a proof sketch, showing that the space complexity of “HS-Attack” [5] is at least \( O(b^m) \), which is open before. Thereby the space complexity of our algorithm is superior to “HS-Attack”, as it is only polynomial. Also the time
the complexity of our algorithm, which we proved to be $O(b^mmtb)$ is better than the runtime complexity of the “HS-Attack” algorithm.

Finally a classification of the anonymity set was introduced. Thereby a Hitting Set structure $\mathcal{H}_1$ was presented, which provides a better approximation criterion for the effort to identify the victim peer set than the existing 2x-exclusivity criterion suggested in [4]. Our criterion is like 2x-exclusivity polynomial time computable and is therefore a practical alternative to the computation of the effort by a Hitting Set algorithm, since those algorithms are NP hard.

In the future we plan to investigate the distribution of different Hitting Set structures $\mathcal{H}_1, \ldots, \mathcal{H}_m$ in an anonymity set with respect to different distributions of communication partners. We have seen by the simulation that the structure $\mathcal{H}_1$ lasts very long although it has a very small cardinality. Hence Hitting Sets in this structure are less likely to disappear. It would therefore be interesting to know the probability of finding a Hitting Set of a particular structure with respect to the number of observations to obtain a more fine grained evaluation of anonymity.
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Abstract

ZigBee is a fairly new but promising standard for wireless networks due to its low resource requirements. As in other wireless network standards, security is an important issue and each new version of the ZigBee Specification enhances the level of the ZigBee security.

In this paper, we present the security essentials of the latest ZigBee Specification, ZigBee-2007. We explain the key concepts, protocols, and computations. In addition, we formulate the protocols using standard protocol narrations. Finally, we identify the key challenges to be considered for consolidating ZigBee.

1 Introduction

Low-cost and low-power wireless networks have an enormous potential for many areas such as health, security, telecom, agriculture, energy, etc. ZigBee is an emerging standard for low-rate (in terms of cost, power consumption, range, data) wireless networks and the use of the ZigBee technology is limited only by imagination [33, 43]. However, wireless networks are generally susceptible to attacks and security is clearly very important. As a low-rate standard, ZigBee has very limited resources (memory, processor, storage, power, etc.), therefore implementing security guarantees is a great challenge and the security specification is of paramount importance.

The ZigBee Specification is difficult to read with hundreds of pages and refers to many other standards. In this study, we present a high level self-contained overview and explain the key components of the latest ZigBee Specification, ZigBee-2007. We explain the important points in key protocols, algorithms, and computations. We derive the protocol narrations from the specification, which will be useful for both implementations and security analyses. In addition, we survey the key studies related to ZigBee security. Therefore, this paper goes beyond a mere survey, aiming to facilitate the use and study of ZigBee in both industry and academia.

The rest of this paper is organized as follows. We present the structure and the development of the ZigBee Specification in Section 2. We give an overview of the ZigBee Stack Architecture in Section 3. We explain the ZigBee Security Services Specification, the core part of the ZigBee security, in Section 4. We explain the ZigBee Security Procedures in Section 5. We discuss the literature on the ZigBee Security, and present latest related work in Section 6. We conclude in Section 7, and leave the protocol narrations to the appendix.

2 The ZigBee Specification

ZigBee is a very low-cost, very low-power-consumption, two-way, wireless communication standard that is being developed by the ZigBee Alliance, an independent nonprofit organization. ZigBee is targeted at radio frequency (RF) applications that require low data rate, long battery life, and secure networking. ZigBee has a very wide application area that covers consumer electronics, home and building automation, industrial controls, PC peripherals, medical sensor applications, toys and games, etc.

The ZigBee Specification provides a definitive description of the ZigBee protocol standard as a basis for the implementations. The specification is a kind of dynamic document, which is currently called ZigBee-2007 [5]. The history of the specification begins with the ZigBee
v.1.0 draft that was published in December 2004 and now referred to as ZigBee-2004 [7]. The first version of the ZigBee Specification was published in February 2006; the successor ZigBee Specification was published in October 2006 and called ZigBee-2006 [6]. From February 2006 to present, there have been seven releases. The development is so rapid that sometimes the interval between two specifications is less than one month (i.e. the last version of ZigBee-2006 and the first version of ZigBee-2007). However, in the latest specification (ZigBee-2007) it is stated that there exists three main specifications: ZigBee-2004, ZigBee-2006 and ZigBee-2007. The current specification, ZigBee-2007, is required to be backward compatible with ZigBee-2006 but not necessarily with ZigBee-2004. In addition, it is stated that ZigBee-2006 is not required to have backwards compatibility with ZigBee-2004.

The ZigBee-2007 Specification [5] is composed of a short protocol overview followed by specifications of the Application Layer, Network Layer, and Security Services. In addition, the specification covers necessary details that are required in ZigBee implementations.

ZigBee-2007 contains two feature sets that interoperate network-wise: ZigBee and ZigBee PRO. A feature set is an agreement of configuration parameters, network settings and policies. The ZigBee PRO feature set has two security modes (Standard Security, High Security), and three types of security keys (Network Key, Link Key, Master Key), whereas the ZigBee feature set has only Standard Security mode and two types of security keys (Network Key, Application Link Key). Both feature sets use symmetric encryption, the Advanced Encryption Standard (AES-128) [3], and apply authentication/encryption on Network and Application layers.

ZigBee-2007 also has different application profiles. An application profile is a common application level language for exchanging data in a given application domain. The ZigBee public application profiles are Commercial Building Automation, Home Automation, Personal Home and Hospital Care, Smart Energy, Telecom Applications, and Wireless Sensor Applications.

Related to the device types, we used two different classifications: hardware and logical. The hardware device type distinguishes the type of the hardware platform and it may be either Full Function Device (FFD), or Reduced Function Device (RFD) according to the IEEE 802.15.4 standard [1]. A logical device type distinguishes devices in a specific network and it may be Coordinator, Router, or End Device in a ZigBee network.

Throughout this paper, ZigBee refers to the ZigBee-2007 Specification unless otherwise stated. In addition, we typed the abbreviations in boldface font, where they are first defined.

3 The ZigBee Stack Architecture

ZigBee is built on the Physical layer (PHY) and the Medium Access Control layer (MAC), both defined by the IEEE 802.15.4-2003 standard [1]. The PHY layer can operate in two separate frequency ranges: lower 868(European)/915(United States, Australia, etc.) MHz and higher 2.4 GHz (worldwide). The MAC layer controls access to the radio channel using a CSMA-CA mechanism. Upon this structure, ZigBee builds the Network layer (NWK) and the Application layer (APL) which consists of the Application Support sublayer (APS) and the ZigBee Device Object (ZDO). Fig. 1 shows the ZigBee stack architecture, including the end manufacturer defined part in dashed box. This study focuses on the Security Service Provider part of the ZigBee Specification, which interacts with the NWK and APS layers.
4 The Security Service Provider

The Security Services Specification is a chapter in the ZigBee Specification [5] which specifies the security services available within the ZigBee stack. These services include methods for key establishment, key transport, frame protection and device management. As shown in Fig. 1, ZigBee provides security mechanisms for the NWK and APS layers. Each layer is responsible for securing their frames. In addition, the APS sublayer provides services for security relationship establishment and maintenance whereas ZDO manages the security policies and the configuration of ZigBee devices. Throughout this section, we present the overall security architecture and the security mechanisms in different layers.

4.1 Open Trust Model

The ZigBee security architecture depends on assumptions such as safekeeping the symmetric keys, proper implementation of the cryptographic mechanisms and the associated security policies involved. Besides, ZigBee assumes that different applications using the same radio are not logically separated (e.g. by firewall). Also, a device cannot verify whether cryptographic separation between different applications/layers on another device is properly implemented. Therefore, it must be assumed that separate applications using the same radio trust each other, which means that there is no cryptographic task separation. In addition, the lower layers (i.e. APS, NWK, MAC) are fully accessible to the applications. As a result, ZigBee has the notion of an open trust model that is derived from these assumptions. This model states that the security services only protect the interfaces between different devices, but not the interfaces between different layers nor the different applications on the same device. Here, protection means cryptographic protection, and for the separation of the interfaces between the different stack layers on the same device non-cryptographic mechanisms should be employed in the designs. As stated in the specification, this model allows the reuse of the same keying material among different layers on the same ZigBee device. The model also allows end-to-end security to be realized on a device-to-device basis instead of layer-to-layer basis.

4.2 Architectural Design Choices

In this subsection we focus on the design choices listed in the current ZigBee Specification. The main point in these choices is that any malevolent device should not be able to use the network to transport frames across the network without permission.

1. The layer that originates a frame is responsible for initially securing it. A simple example from the specification: If a NWK command frame needs protection, then NWK layer security must be used.

2. If protection from theft of service is required, then NWK layer security shall be used for all frames. Only a device that joined the network and authenticated (i.e. received the active network key) will be able to communicate using the network. However, it is not possible to apply NWK layer security between a router and a joined but unauthenticated device.

3. Security can be based on the reuse of keys by each layer. This reduces the storage costs.

4. End-to-end security is enabled, based on a shared key between only two devices. This actually limits the trust requirement to only two devices communicating.

5. The security level used by all devices in a given network, and by all layers of a device shall be the same. If an application requires more security, then it shall form its own separate network with a higher security level.

Other decisions such as key update/expire, counter overflow, loss of synchronization, error conditions arising from securing frames, etc. should be included in the application profiles and must be addressed correctly in the real implementations.

4.3 Security Keys and Trust Center

ZigBee devices use 128-bit symmetric encryption keys to provide security amongst a network. A Link Key (LK) is shared by two ZigBee devices and it is used to secure unicast communication
Table 1: Key Acquirement Schemes and Availability of Key Types

<table>
<thead>
<tr>
<th>Keys</th>
<th>Key Acquirement Schemes</th>
<th>Availability of Key Types</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Key Transport</td>
<td>Key Establishment</td>
</tr>
<tr>
<td>NK</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>MK</td>
<td>YES</td>
<td>NO</td>
</tr>
<tr>
<td>LK</td>
<td>YES</td>
<td>YES</td>
</tr>
</tbody>
</table>

Table 2: Derived Key Types (0x: Hexadecimal)

<table>
<thead>
<tr>
<th>Key Type</th>
<th>Computation</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key-Transport Key</td>
<td>HMAC(0x00)_LK</td>
<td>Protects transported NKs</td>
</tr>
<tr>
<td>Key-Load Key</td>
<td>HMAC(0x02)_LK</td>
<td>Protects transported MKs and LKs</td>
</tr>
<tr>
<td>Data Key</td>
<td>LK</td>
<td>Equal to the LK</td>
</tr>
</tbody>
</table>

between APL peer entities. LK is used as the basis of the security services (i.e. key transport, authentication) in High Security mode (HS). A Network Key (NK) is shared amongst all devices in a network and it is used to secure broadcast communications in a network. NK is used as the basis of the security services (i.e. authentication, frame security) in Standard Security mode (SS). A Master Key (MK) is used to establish a key and it is shared pairwise between two ZigBee devices. The intended recipient is always aware of the key type that is used in frame protection.

The security keys can be acquired in different ways depending on their types as shown in Table 1. In Key Transport, the Trust Center of the network sends the key to the device. Key Establishment is the method that is used to establish a pairwise key (i.e. LK) between two devices. Note that for this method, a pre-shared key (i.e. MK) is required between two devices. In Pre-installation, the device acquires the key before joining the network.

In ZigBee-2007, NKs have two different types: standard (SNK), and high-security (HSNK). It is stated that NK distribution and initialization of the Frame Counters (See Subsection 4.4) depend on the type of the NK, but in both cases the messages are secured in the same way. The availability of the security keys to the different layers and different security modes are given in Table 1. Some key types are optional for some security modes and they are indicated with “(O)” in the table. In addition, all ZigBee layers must share the active NK and associated incoming/outgoing frame counters.

In order to avoid reuse of keys across different security services, it is possible to derive different keys from the LK. Uncorrelated keys can be derived using a one-way function so that execution of different security protocols can be logically separated. Three types of secret keys can be derived from a LK as listed in Table 2. The derivation of these keys, except Data Key, requires computation of a Keyed-Hashing for Message Authentication Code (HMAC) [4]. All the derived keys must share the associated frame counters.

Trust Center In each secure ZigBee network, there exists a unique Trust Center (TC) application which is trusted by all the devices in the network. TC distributes keys as part of network and end-to-end application configuration management. In high-security (commercial) applications devices are using MK, whereas in low-security (residential) applications devices are using NK to initiate secure communication with TC. In parallel with the key acquirement schemes in Table 1, MK and NK can be obtained by either pre-installation or a kind of key transport which is called in-band unsecured key transport. Certainly, the latter option is not tolerable in vulnerable situations. The interaction between a ZigBee device and the TC for different purposes is given in Table 3.

As we mentioned before, there are three logical device types in a ZigBee network: coordinator, router, and end device. TC is not a device type, but an application. In a ZigBee network, the ZigBee Coordinator configures the security level (which can also be unsecured). The ZigBee
Table 3: Key Distribution

<table>
<thead>
<tr>
<th>Purpose</th>
<th>Device receives from TC</th>
<th>Via</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trust Management</td>
<td>Initial MK or Active NK</td>
<td>Unsecured Key Transport</td>
</tr>
<tr>
<td>Network Management</td>
<td>Initial active NK and updated NKS</td>
<td>Secured Key Transport</td>
</tr>
<tr>
<td>Configuration</td>
<td>MK or LKs</td>
<td>Secured Key Transport</td>
</tr>
</tbody>
</table>

![Diagram of Secured ZigBee NWK Frame](image)

Figure 2: Secured ZigBee NWK Frame

Coordinator also configures the TC, which is by default the ZigBee Coordinator itself.

**Security Modes** TC can be configured to operate in either Standard Security mode (SS) or High Security mode (HS). In SS mode, which is designed for the residential applications, the TC is required to maintain the SNK and control the policies of network admittance. In HS mode, which is designed for the commercial applications, the TC is required to maintain a list of all the devices in the network (this is actually optional in SS mode), all the relevant keys (MKs, LKs, HSNKs) and control the policies of network admittance. As a result, the required memory of the TC grows with the number of the devices in the network in HS mode, but not in SS mode. In addition, the implementation of the Symmetric-Key Key Exchange (See Subsection 4.7) and the Mutual Entity Authentication (See Subsection 4.8) protocols are mandatory in HS mode. Right now, among the application profiles mentioned in Section 2, only the Commercial Building Automation (CBA) profile uses HS mode.

4.4 Network Layer Security

The Network (NWK) layer provides functionality to ensure correct operation of the MAC layer and also provides suitable service interface to the APL layer. When a NWK layer frame needs to be secured, the NWK layer secures it by using AES [3] encryption/authentication in the Enhanced Counter with CBC-MAC (CCM*) mode of operation (see Subsection 4.9). The NWK layer processes outgoing/incoming frames in order to securely transmit/receive them. The upper layers control the security processing operations by setting up the security keys, frame counters and the security level.

The structure of a secured NWK frame is given in Fig. 2. A secured NWK frame is a NWK frame that has an Auxiliary Header (AuxHdr) and this is indicated in the Frame Control field of the NWK Header. AuxHdr includes the Frame Counter, which has the purpose of providing frame freshness and preventing processing of duplicate frames. An important point here is that the word “secured” does not necessarily mean that encryption is applied (i.e. in the case of integrity-only protection). Therefore, a Secured Payload does not need to have an encrypted payload. The Security Level field in the Security Control part of the AuxHdr indicates which security level is applied. The level can be None (no security at all), MIC (integrity protection only, with three different MIC lengths: MIC-32, MIC-64, MIC-128), ENC (encryption only), and ENC-MIC (both encryption and integrity protection with three different MIC lengths: ENC-MIC-32, ENC-MIC-64, ENC-MIC-128). The Message Integrity Code (MIC) is computed using the NWK header, the AuxHdr and the (encrypted) payload.

The processing of the incoming and outgoing frames are given in Table 4. An interesting
Table 4: NWK Frame Security (||: Concatenation)

<table>
<thead>
<tr>
<th>Processing Outgoing Frames</th>
<th>Processing Incoming Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Retrieve active NK, outgoing frame counter, key sequence number and security level from the NWK Layer Information Base (NIB).</td>
<td>1. Determine security level from NIB and overwrite it to the Security Level subfield.</td>
</tr>
<tr>
<td>2. Set AuxHdr using the parameters in Step 1.</td>
<td>2. Determine the key sequence number, sender address, and the Received Frame Count from AuxHdr.</td>
</tr>
<tr>
<td>3. Execute CCM* mode encryption and authentication with the parameters: MIC length (obtained from security level), NK, and CCM* Nonce (CCM* Nonce uses the values from AuxHdr and constructed as “Source Address</td>
<td></td>
</tr>
<tr>
<td>4. Construct the outgoing frame, depending on the encryption requirement, as in Fig. 2.</td>
<td>4. Execute CCM* mode decryption and authentication with the same parameters as in outgoing frames.</td>
</tr>
<tr>
<td>5. Increase outgoing frame counter in NIB.</td>
<td>5. Set Frame Count to “Received Frame Count + 1”. Store Frame counter and the Sender Address in the NIB.</td>
</tr>
</tbody>
</table>

Security precaution here is hiding the security level in the last step of Outgoing Frames Processing. Although the rationale behind this action is not defined in the specification, it is clear that it is not a significant protection since there are only eight choices (as listed above).

4.5 Application Layer Security

As shown in Fig. 1, the Application (APL) Layer is composed of the APS sublayer, the ZDO and manufacturer defined application objects. A maximum of 240 distinct application objects can be defined. ZDO is responsible for initializing APS, NWK, Security Service Provider, and assembling the information from applications. ZDOs are applications that employ NWK and APS primitives to implement ZigBee End Devices, ZigBee Routers and ZigBee Coordinators. When an APL layer frame needs to be secured, the APS sublayer handles security. Therefore, APL security actually covers APS sublayer security which is explained in Subsection 4.6.

4.6 Application Support (APS) Sublayer Security

The Application Support (APS) sublayer provides an interface between the NWK and the APL layers through a general set of services (for use of ZDO and Application Objects) provided by APS data and management entities. The APS sublayer processes outgoing/incoming frames in order to securely transmit/receive the frames and establish/manage the cryptographic keys. The upper layers issue primitives to APS sublayer to use its services. APS Layer Security includes the following services: Establish Key, Transport Key, Update Device, Remove Device, Request Key, Switch Key, Entity Authentication, and Permissions Configuration Table. Below we explain the current usage of these services, keeping in mind that they can be extended in the future.

The Establish Key service is the mechanism for establishing a LK between two ZigBee devices. In ZigBee-2007, Symmetric-Key Key Exchange (SKKE) is the method for key establishment and MK is the trust information used in key establishment (See Subsection 4.7). Recently, Public-Key Key Establishment (PKKE) is included in a ZigBee application profile (See Subsection 6.1).

The Transport Key service provides secure or unsecure means to transport a NK, LK, or MK.

The Update Device service provides secure means for a ZigBee Router to inform the TC that a device changed its status (i.e. joined or left the network).

The Remove Device service provides secure means for the TC to inform a ZigBee Router that one of his children should be removed.

The Request Key service provides secure means for a device to request the active NK or the end-to-end application MK from another device (i.e. TC).

The Switch Key service provides secure means for TC to inform a device to switch to the
The Entity Authentication service, which was not present in ZigBee-2006, provides authenticity between two devices based on a shared secret (i.e. NK).

The Permission Configuration Table (PCT) stores the information of which devices have authorization to perform which commands. In addition, PCT determines whether security based on LK is required or not. Maintaining a PCT is optional.

The services of the APS sublayer are issued in APS Command Frames. The structure of the APS Command Frames is given in Fig. 3. The first two fields of all the frames, the Frame Counter and the APS Counter, form the APS Header. The remaining fields form the APS Payload, whose first field APS Command Identifier indicates the type of the command frame (SKKE, Transport-Key, Update-Device, Remove-Device, Request-Key, Switch-Key, Entity Authentication, etc.), as shown in Fig. 3.

There are some important points regarding the APS command frames in Fig. 3. All Key Establishment (e.g. SKKE) command frames are sent unsecured. The Status field of the Update-Device command indicates the security mode (SS/HS), the security of the frame (Secured/Unsecured), and the type of the join (Join/Rejoin); unless the device is leaving. Partner Address field of the Request-Key command is not present when the key type is NK or TCLK (note that TCLK means LK of the TC).

We have mentioned in Table 4 that the NKs are stored in the NWK Layer Information Base (NIB). Likewise, the MK/LK pairs and the relevant information is stored in the APS Layer Information Base (AIB).

The processing of the incoming and outgoing frames in APS layer is given in Table 5. Note that the security level is hidden the same way as in the NWK layer frame security.

4.7 Symmetric-Key Key Establishment Protocol

In the Symmetric-Key Key Establishment (SKKE) protocol, an initiator device $U$ establishes a LK (or $LK_{UV}$) with a responder device $V$ using a shared secret MK (or $MK_{UV}$). As we mentioned in Table 1, MK may either be pre-installed or transported from the TC. We present the SKKE protocol with computational details in Table 6. In the first two messages, the devices
### Table 5: APS Frame Security (||: Concatenation)

<table>
<thead>
<tr>
<th>Processing Outgoing Frames</th>
<th>Processing Incoming Frames</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Obtain the security material (from NIB or AIB), and the key identifier. If the key identifier is active NK, then either APS or NWK layer will apply security (not both of them).</td>
<td>1. Determine the sequence number, key identifier and received frame counter value from the AuxHdr.</td>
</tr>
<tr>
<td>2. Extract the outgoing frame counter (and the key sequence number if the key identifier is active NK) from the security material.</td>
<td>2. Obtain the appropriate security material from NIB or AIB depending on the key identifier. If Received Frame Count is less than Frame Count then FAIL.</td>
</tr>
<tr>
<td>3. Obtain the security level from NIB. Set the AuxHdr (using all these parameters) as in Fig. 4.</td>
<td>3. Determine the security level from NIB and overwrite it to the Security Level subfield.</td>
</tr>
<tr>
<td>4. Execute CCM* mode encryption and authentication, construct the CCM* nonce as “Source Address</td>
<td></td>
</tr>
<tr>
<td>5. Construct the outgoing frame, depending on the encryption requirement, as in Fig. 4.</td>
<td>5. Unsecured APS frame will be constructed using the output of CCM*.</td>
</tr>
<tr>
<td>6. Increment and store the outgoing frame counter.</td>
<td>6. Set and store the Frame Count as “Received Frame Count + 1”.</td>
</tr>
</tbody>
</table>

### Table 6: SKKE Protocol (H: Hash Function, MAC: HMAC Function, ||: Concatenation, 0x: Hexadecimal)

<table>
<thead>
<tr>
<th>SKKE-1</th>
<th>U → V</th>
<th>QEU</th>
</tr>
</thead>
<tbody>
<tr>
<td>SKKE-2</td>
<td>V → U</td>
<td>QEV</td>
</tr>
<tr>
<td>SKKE-3</td>
<td>U → V</td>
<td>MacTag2</td>
</tr>
<tr>
<td>SKKE-4</td>
<td>V → U</td>
<td>MacTag1</td>
</tr>
</tbody>
</table>

#### Computation

| Z = MAC(0x23[U][V][QEU][QEV])MK | Z = MAC(0x23[U][V][QEU][QEV])MK |
| KKeyData = kdf(Z, 256) | KKeyData = kdf(Z, 256) |
| MacKey = Leftmost 128 bits of KKeyData = H(Z||0x00000001) | MacKey = Leftmost 128 bits of KKeyData = H(Z||0x00000001) |
| KeyData = Rightmost 128 bits of KKeyData = H(Z||0x00000002) | KeyData = Rightmost 128 bits of KKeyData = H(Z||0x00000002) |
| MacData2 = 0x03[U][V][QEU][QEV] | MacData1 = 0x02[V][U][QEV][QEU] |
| MacTag2 = MAC(MacData2)MacKey | MacTag1 = MAC(MacData1)MacKey |

#### Verification

| MacData2 = 0x03[U][V][QEU][QEV] | MacData1 = 0x02[V][U][QEV][QEU] |
| Verify MacTag2 using MacData2 | Verify MacTag1 using MacData1 |

U and V use KeyData = H(MAC(0x23[U][V][QEU][QEV])MK|0x00000002) as the new LK.

### 4.8 Mutual Entity Authentication Protocol

In the Mutual Entity Authentication (MEA) protocol, an initiator device U and a responder device V mutually authenticate each other based on a secret key (NK). The devices authenticate each other by using random challenges with responses based on a NK. We present the MEA protocol with computational details in Table 7. In the first two messages, the devices exchange their challenges. Note that, OFC stands for the Outgoing Frame Counter of the device. In the last two messages, the devices exchange the data they have computed using their information and their frame counter values. They use the frame counter values they received and their...
previous knowledge to verify that they received the correct values, and thereby authenticate each other.

The MEA protocol uses two different frame formats for the challenge and the data, as shown in Fig. 3. The MAC, Data Type, and Data fields have the values field is the MacTag, Frame Counter, and the field is the Frame Counter Value, respectively.

### 4.9 CCM* Mode of Operation

CCM* is a generic encryption and authentication block cipher mode which is defined for use with only block ciphers having 128-bit block size. The AES-CCM* mode of operation is an extension of the AES-CCM mode that is used in IEEE 802.14.5-2003 [1] and provides capabilities for authentication, encryption, or both. Securing a NWK or an APS frame is actually based on AES-CCM* mode of operation in a particular security level.

### 5 The Security Procedures

In this section, we present a procedural description of how the security services in Section 4 are used. The security procedures consist of joining a secured network, authentication, NK update, end-to-end application key establishment, and network leave. We tried to visualize the security procedures in a state machine format as in Fig. 5. The arrows in the figure are the procedures, and the boxes are the states of a ZigBee device. Note that the procedure End-to-End Key Establishment is only valid in HS mode. Also note that it is also possible to change states without using procedures, as in the case of time outs, missed key update, etc.

#### 5.1 Joining A Secured Network

This procedure is applied when a joiner device communicates with a router to join a secure network or when a device in a network has missed a key update and wants to receive the latest NK. The joiner device may begin the procedure by transmitting an unsecured beacon request frame. The joiner device receives beacons from routers and decides which network to join. After that the joiner device sends an association/rejoin request to the router. The router, knowing the joiner device’s address and security capabilities (and in the case of rejoin whether the NK was used to secure the rejoin request command), will send an association/rejoin response command to the joiner device. If the joiner device receives a positive association/rejoin response command, the joiner is declared as joined but unauthenticated and the next phase shall be the Authentication routine. The Join procedure depends on the MAC layer command frames that are defined in the IEEE 802.15.4 standard, not in ZigBee Specification. Therefore, we did not include this procedure in the Appendix.
5.2 Authentication

A ZigBee device that successfully finished the joining a secured network procedure is declared as joined but unauthenticated and shall start the authentication procedure. If the device is not a router, then after successful completion of the authentication it will be declared as joined and authenticated. If the device is a router, then after successful completion of the authentication followed by the initiation of routing operations it will be declared as joined and authenticated.

A new feature of the ZigBee-2007 is that, not only the newly joined device but also the neighbouring routers must be authenticated by using the MEA protocol.

Authentication depends on many different parameters such as the security mode (SS, HS), the presence of a router between TC and the device, the security level (None, ENC, MIC, ENC-MIC), the preconfiguration of the device (Not preconfigured, Preconfigured with NK/MK/LK), profiles, etc.

In SS mode, there are three main scenarios:

NPK: Device is not preconfigured with a valid key: TC sends active NK to the device in plaintext.

PK-NK: Device is preconfigured with active NK: TC sends fake NK (all zeros) to the device in plaintext.

PK-TCLK: Device is preconfigured with TCLK: TC sends NK to the device, encrypted by TCLK (LK of the TC).

In HS mode, there are two main scenarios:

NPK: Device is not preconfigured with a valid key: According to its configuration, TC sends either TCLK or TCMK in plaintext (We separated these cases as NPK-TCLK and NPK-TCMK, see Appendix). If TC sends TCMK, then it also makes key establishment to derive a TCLK.

PK-TCMK: Device is preconfigured with TCMK: TC establishes TCLK with the device, using key establishment service.

In case of HS, the joiner establishes entity authentication with the router to complete the authentication procedure. In the case of a separate router existing between the TC and the device, the communication between the router and the TC is secured in APS layer using active NK in SS, TCLK in HS. The protocol narrations for the Authentication procedure is given in Appendix Subsection A.3.

5.3 NK Update

We have mentioned that, maintaining a list of all the devices in the network is optional in SS but mandatory in HS for a TC. In SS mode, TC broadcasts new SNK to all the devices. In HS mode, TC sends new HSNK to each device using unicast communication.

If the device is capable of storing an alternate NK (i.e. FFD, see Section 2), then it will replace its alternate NK with the new key it received. If the device is not capable of storing an alternate NK (i.e. RFD, see Section 2), then it will replace its current NK and ignore any Switch-Key command. In any case, all incoming frame counters and the outgoing frame counter of the appropriate NK shall be set to 0. The sequence number of the new key will be the sequence number of the previous key incremented by 1 in mod 256. The protocol narration for NK Update procedure is given in Appendix Subsection A.2.

5.4 End-to-End Application Key Establishment

When End-to-End Application Security between two devices is required, the devices will run this procedure which also requires the collaboration of the TC. Depending on the configuration of the TC, the devices can either receive an application LK (appLK) or an application MK (appMK) from TC. In the case of receiving an appMK, it is necessary to establish an appLK afterwards, using the SKKE protocol. The protocol narration for the End-to-End Application Key Establishment procedure is given in Appendix Subsection A.4.
5.5 Network Leave

The Network Leave procedure actually works in two different ways: Remove-Device and Device-Leave. In Remove-Device, the TC wants a ZigBee device to be removed from the network. After TC informs the router about the situation, the router sends a leave command to the relevant device. In Device-Leave, a device decides to leave the network and sends a leave command to the router. Then, the router informs the TC about the situation. In either case, TC shall delete the device from its list (which is optional in SS mode). If TC and the router share a LK, then the messages between the two will be secured with LK, otherwise with NK. The messages between router and the leaving device will be secured by NK. The protocol narration for the Network Leave procedure is given in Appendix Subsection A.5.

6 Related Work

6.1 Public Key Cryptography and Key Establishment

The ZigBee Specification uses symmetric cryptography, and therefore lacks (1) session key distribution without the intervention of a key distribution center (trust center), (2) digital signature and the non-repudiation property. Public-Key (PK) cryptography could alleviate these shortcomings but one needs to consider the trade-off between the performance and the security. The computational complexity of symmetric cryptography is much less, whereas key management (the process of selecting, distributing and storing keys) is complex and relatively insecure compared to the PK-cryptography.

[11] is one of the oldest papers with a proposal for using PK-cryptography in ZigBee. It proposes dynamic establishment of the security keys between communicating nodes by using Elliptic Curve Cryptography (ECC) [10]. Although there are many PK systems such as RSA, DSA, and Diffie-Hellman, ECC is preferred because it requires shorter keys for the same level of protection.

[22] presents a computation time comparison of Elliptic Curve Diffie-Hellman (ECDH), Elliptic Curve Menezes-Qu-Vanstone (ECMQV) and Symmetric Key Agreement (SKA) for IEEE 802.15.4 networks. In addition, considering frame transmission time and encryption processing they claim that ECMQV is not much slower than SKA. In other words, providing better key management and security with a little more device overhead. Note that the SKA [23] is actually the same as SKKE, and ECMQV is included in the brand new ZigBee profile: Smart Energy (see below).

[13] proposes scalable key establishment protocols and secure routing protocols with scalable authentication schemes. The idea here is to use different protocols in different settings, i.e. pure symmetric cryptography for low security, hybrid (symmetric and PK) for medium, and pure PK-cryptography for high security. This is achieved by installing a group key and an ECC based public/private key pair into each device before they join the network, thus enabling both symmetric and PK-cryptography.

An application of the identity-based cryptography [20] which reduces the number of the required security keys in ZigBee networks is proposed in [19]. Identity-based cryptography has advantages over PK-cryptography because it eliminates the (need for the) public key directory. The key point here is using the identity of each entity as a public key, which results in a simplified key distribution process. However, this scheme has some disadvantages, i.e. when the private key of an entity is somehow compromised, changing the key pair is very problematic since the public key is the identity of the entity. [19] proposes a scenario in which the identity to be used is a concatenation of the device information such as function, location, timestamp etc. It also requires a private key generator which is actually the TC.

Reducing the high costs of the PK-cryptography in especially the RFD (see Section 2) end nodes is another important issue. [24] proposes a hybrid authenticated key establishment scheme where an implementation of ECC [25] and symmetric cryptography are combined. This
Table 8: CBKE Protocol (MAC: HMAC Function, ||: Concatenation, 0x: Hexadecimal)

<table>
<thead>
<tr>
<th></th>
<th>U → V</th>
<th>V → U</th>
</tr>
</thead>
<tbody>
<tr>
<td>CBKE-1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Computation</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Z = KeyBitGen(S_U, E_U, S_V, E_V)</td>
<td>Z = KeyBitGen(S_U, E_U, S_V, E_V)</td>
</tr>
<tr>
<td></td>
<td>KKeyData = kdf(Z, 256)</td>
<td>KKeyData = kdf(Z, 256)</td>
</tr>
<tr>
<td></td>
<td>MacKey = Leftmost 128bits of KKeyData</td>
<td>MacKey = Leftmost 128bits of KKeyData</td>
</tr>
<tr>
<td></td>
<td>KeyData = Rightmost 128bits of KKeyData</td>
<td>KeyData = Rightmost 128bits of KKeyData</td>
</tr>
<tr>
<td></td>
<td>Mac_U = MAC(0x02, S_U, S_V, E_U, E_V)_{MacKey}</td>
<td>Mac_V = MAC(0x03, S_V, S_U, E_V, E_U)_{MacKey}</td>
</tr>
<tr>
<td>CBKE-3</td>
<td>U → V</td>
<td>MAC_U</td>
</tr>
<tr>
<td>CBKE-4</td>
<td>V → U</td>
<td>MAC_V</td>
</tr>
<tr>
<td>Verification</td>
<td>Verify Mac_V</td>
<td>Verify Mac_U</td>
</tr>
<tr>
<td></td>
<td>Use KeyData as the new LK</td>
<td></td>
</tr>
</tbody>
</table>

Combination reduces the required resources for computation in the RFD node by using symmetric key based operations. Besides, the usage of ECC avoids typical key management problems in pure symmetric key based protocols. [24] also shows that it is possible to have even more reduction by using Modular Square Root (MSR) [20] techniques instead of ECC.

**ZigBee Smart Energy Profile Specification** In the end of May 2008, ZigBee published the ZigBee Smart Energy Profile Specification [8], which seems to be their response to the PK-cryptography proposals. The Key Establishment Cluster defined in [8] states that two basic types of key establishment can be implemented:

1) **Symmetric Key Key Establishment (SKKE):** Establishing a key (LK) based on a shared secret (MK). If the shared secret (MK) is compromised then established key (LK) also may be compromised.

2) **Public Key Key Establishment (PKKE):** Establishing a key (LK) based on shared static and ephemeral public keys. The case that uses certificates signed by a Certificate Authority to transport static public keys is called Certificate-Based Key Establishment (CBKE). The Key Establishment Cluster uses CBKE with ECMQV key agreement and ECQV certificate generation [9].

The CBKE protocol is given in Table 8. S represents the static data, which is a combination of device address and device static public key, whereas E represents the ephemeral data. In the first two messages, the devices exchange static and ephemeral data. In the last two messages, the devices exchange the data they have computed using the static and ephemeral data. Note that KeyBitGen is the function for generating the ECMQV key bit stream, and kdf is the same key derivation function as in SKKE. After verifying that they received the correct values, they use another value as the LK that both of them can compute.

### 6.2 Vulnerabilities and Advices

The IEEE 802.14.5 standard and its potential security vulnerabilities are important since it is the structure that ZigBee is built on.

[21] pinpoints the problems in IEEE 802.14.5 security and classifies them as: (1) Initialization Vector (IV) Management Problems, (2) Key Management Problems, and (3) Integrity Protection Problems. Since the vulnerabilities may be avoided in different levels, the paper [21] also classifies the advice for these levels. The advice for application designers include avoiding usage of any security suite that does not have integrity protection (e.g. ENC), and for implementing their own acknowledgement system. The advice for hardware designers include improving Access Control List (ACL) and nonce usage, and eliminating the implementations of the security suites without integrity. Finally, the advice for specification/standard writers include necessary support, requirements and explanations for the vulnerable points which are pinpointed as problems.
[29] presents an attack classification based on layers. Jamming, capturing, tampering, exhaustion, collision, and unfairness are the attacks that are possible in the PHY and MAC layers. Routing disruption and resource consumption are the attack types that are possible in the NWK layer. In [29] some of these attacks are modelled in the network simulation system NS-2 [30] and the results are presented. In addition, relying heavily on the TC is an important criticism in the paper. Distributed or hierarchical key management schemes are recommended especially for large scale networks.

We believe that key update is an important issue in ZigBee networks. When a device is removed or leaving the network, it still knows the security key (i.e. NK). However, updating the NK after each device leave will be costly, whereas not updating the key will be insecure. Therefore, there is a trade-off between security and performance.

6.3 Surveys and Comparisons

[28] compares the security of two important Personal Area Network (PAN) standards, ZigBee and Bluetooth. It further claims that the secure key distribution and security key storage are the issues that may have problems in the future.

Z-Wave is a rival technology to ZigBee, which is a proprietary one developed by a Danish company. [12] presents a comparison of ZigBee and Z-Wave, and discusses security issues.

[14] compares ZigBee security with other security architectures in Wireless Sensor Networks (WSN) such as SPINS [16], LEAP [18], TINYSEC [17] and SM [15]. In this work, authentication characteristics are focused and it is concluded that the trend has moved from pre-deployed keying mechanisms to the symmetric key agreements, then to ECC based algorithms to perform authentication in WSNs.

[37] reviews five key management schemes: Eschenauer [38], Du [39], LEAP, SHELL [40] and PANJA [41]. This study evaluates this schemes considering the new trends in IEEE 802.15.4 and ZigBee. They conclude that future developments could incorporate the flexibility of LEAP with the adjustable robustness of Du or Eschenauer. In addition, for highest robustness Shell, and for highly scalability Panja can be preferred.

Claiming that being the first study that analyses SKKE, [27] presents a performance analysis of the key exchange mechanism. Their results indicate that even for small network size frequent key exchanges impose a serious performance burden on the data traffic.

As we mentioned before, TINYSEC is a WSN protocol that can be compared to ZigBee. [35] claims that, TINYSEC achieves low energy consumption by low security, ZigBee suffers from high energy consumption by high security, whereas their new proposal MiniSec obtains low energy consumption and high security. The idea behind this assertion is employing Offset Codebook Mode (OCB) [36] in encryption, sending only a few bits of the IV, and having different energy-optimized communication modes for unicast and broadcast communication.

Although the issue of contention resolution is beyond this survey, [34] is an interesting work since it presents the first application of probabilistic model checking to the IEEE 802.15.4 standard.

[33] is a recent extensive survey on WSNs; however the ZigBee section covers ZigBee-2006 only, like all other references. In addition, [42] is also a useful survey for WSNs, although it is not directly related to ZigBee.

6.4 Burglary Protection

Burglary protection is an interesting topic in pervasive computing. The attacks on security protocols are not the only threats in ZigBee networks, theft is also a serious security threat.

[31] proposes a security policy which is an extension of a more general model called ”Resurrecting Duckling” [32]. The main idea in [31] is to chain the devices in a network or in friendly networks in such a way that a device will only function when it can see all of its friends. This idea is realized with protocols defined for device association and presence verification, and some real life scenarios are presented in the paper.


7 Conclusion

ZigBee is an emerging wireless network standard with low resource requirements. The latest version of the ZigBee Specification, ZigBee-2007, enhances the security of ZigBee. In this paper we presented a high level self-contained overview of the ZigBee-2007 security. We explained the key points of the specification such as security in different layers, presented the computations behind key establishment and authentication schemes such as SKKE, CBKE, MEA, and went deeper into the essential protocol narrations such as Authentication, NK Update, etc. We expect that ZigBee’s wide applicability in many areas will necessitate much more work in ZigBee security. We plan to extend our work with the analysis and verification of the ZigBee security protocols.
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A Protocol Narrations

A.1 Protocol Narration Convention

Extending the classical Alice-Bob protocol narration style, we used message (primitive) titles in boldface fonts, and message fields inside angle brackets. The protocol narration convention is given below:

Format:  A—B—C: D-E.F

A:  Message Number (1,2,3,...)
B and C:  Sender and Receiver (Trust Center: TC, Router: R, All Routers: Rn, Device: D, All Devices: Dn, Initiator: I, Responder: Res)
D:  Message Layer and Entity (APS Management Entity: APSME, NWK Management Entity: NLME)
E:  Command Type (SWITCH-KEY, ESTABLISH-KEY, etc.)
F:  Primitive Type (request, response)
M:  Message structure, composed of fields (Accept, SrcAddress, etc.).

Example:
3. D→TC: APSME-ESTABLISH-KEY.response
   <InitiatorAddress, Accept>
This is the third message of the protocol, sent by a device to the TC, the message is an APS layer management entity message, the command type is *establish key*, the primitive type is *response*. The message has two fields, *InitiatorAddress* and *Accept*.

### A.2 NK Update

We have two different NK Update protocols for SS and HS modes.

<table>
<thead>
<tr>
<th>SS</th>
<th>HS</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. TC→Dn: APSME-TRANSPORT-KEY.request</td>
<td></td>
</tr>
<tr>
<td>&lt;DestAddress, KeyType, KeySeqNumber, NetworkKey, UseParent, ParentAddress&gt;</td>
<td>1. TC→D: APSME-TRANSPORT-KEY.request</td>
</tr>
<tr>
<td>2. TC→Dn: APSME-SWITCH-KEY.request</td>
<td>&lt;DestAddress, KeySeqNumber&gt;</td>
</tr>
<tr>
<td>&lt;DestAddress, KeySeqNumber&gt;</td>
<td>2. TC→D: APSME-SWITCH-KEY.request</td>
</tr>
</tbody>
</table>

### A.3 Authentication

**Protocol Naming Convention** In order to have a shorter and a systematic way of naming protocols, we created the protocol naming convention below for the Authentication protocols:

- **Format:** G-H-I[-J]
- **G:** Security Mode (Standard Security: SS, High Security: HS)
- **H:** Presence of a separate router (A separate router exists between TC and D: R, TC serves as the router: NR)
- **I:** Key knowledge of the device (Preconfigured with a key: PK, Not preconfigured: NPK)
- **J:** Preconfigured or “to be configured” key type (None, Network Key: NK, Trust Center Link Key: TCLK, Trust Center Master Key: TCMK)

**Example:** SS-R-PK-TCLK means: Standard Security mode, TC is not the router, Device is preconfigured with TCLK

The protocols in the Authentication part can be summarized as in Fig. 6. In order to save space, we present the narrations in the case that TC is the router.
### A.4 End-to-End Application Key Establishment

This procedure depends on the configuration of the TC. Therefore, we have two different protocols.

<table>
<thead>
<tr>
<th>TC is configured to send AppLK</th>
<th>TC is configured to send AppMK</th>
</tr>
</thead>
</table>
| 1. I→TC: APSME-REQUEST-KEY.request  
  <DestAddress, KeyType, PartnerAddress> | 1. I→TC: APSME-REQUEST-KEY.request  
  <DestAddress, KeyType, PartnerAddress> |
| 2. TC→Res: APSME-TRANSPORT-KEY.request  
  <DestAddress, KeyType, PartnerAddress, Initiator, Key> | 2. TC→I: APSME-TRANSPORT-KEY.request  
  <DestAddress, KeyType, PartnerAddress, Initiator, Key> |
| 3. TC→Res: APSME-TRANSPORT-KEY.request  
  <DestAddress, KeyType, PartnerAddress, Initiator, Key> | 3. TC→Res: APSME-TRANSPORT-KEY.request  
  <DestAddress, KeyType, PartnerAddress, Initiator, Key> |

### A.5 Network Leave

This procedure has different protocols, depending on the initiator of the procedure.

<table>
<thead>
<tr>
<th>Remove-Device</th>
<th>Device-Leave</th>
</tr>
</thead>
</table>
| 1. TC→R: APSME-REMOVE-DEVICE.request  
  <DeviceAddress, RemoveChildren, Rejoin> | 1. D→R: NLME-LEAVE.request  
  <DeviceAddress, RemoveChildren, Rejoin> |
| 2. R→D: NLME-LEAVE.request  
  <DeviceAddress, RemoveChildren, Rejoin> | 2. R→TC: APSME-UPDATE-DEVICE.request  
  <SrcAddress, DeviceAddress, Status, DeviceShortAddress> |
Protocol Analysis in a new LyTE

Nicholas O’Shea
School of Informatics,
Laboratory for Foundations of Computer Science,
The University of Edinburgh, Scotland.

Abstract

Cryptographic protocol analysis is a heavily studied field yet underused by the majority of software developers. In this paper we discuss our plugin for the Eclipse IDE for the LySa process calculus which provides several tools to help developers understand, edit and develop new protocol models. We also show how tools included in this plugin can be used to validate the output of the Elyjah tool[12] which converts Java implementations into LySa models.

1 Introduction and Motivation

Cryptographic protocols continue to be a widely studied field in computer security due to the ever increasing demand for secure communication and reliable authentication. Before becoming an accepted standard, protocol models are analysed, debated and re-proposed by security experts the world over. Even after this process and years of use, it is not unheard of for a new flaw to be found in the protocol which undermines its functionality. The trouble is that while the protocols themselves are usually concise, needing only a few messages to terminate, the flaws can be very subtle. Automated analysis is the most efficient method for analysing cryptographic protocol models. There are numerous techniques and tools for achieving this purpose with more devised every year[1, 9].

In the past, few applications needed to utilise networking properties. Thus the development of these applications could be overseen by a security expert, versed in the potential flaws of cryptographic protocols. These days however, it is easier than ever to develop an application which requires secure network functionality. There is also more reason to do so. Businesses are more aware of cyber-espionage and the average individual has more understanding of the lack of privacy. With mobile devices becoming more powerful with a greater ability for applications to run on them, the potential demand for lightweight but secure communication has never been higher. The average developer for these applications has access to integrated development environments, garbage collection and managed code turning software development into an exercise that requires less thought than ever. When the flaws in cryptographic protocols can be as subtle as they often are, this is not necessarily a good thing. More developers means more mistakes. As many of these developers will not have significant education on cryptographic protocols, mistakes of the past may be repeated. Most developers are unfamiliar with the vast array of methods for analysing protocols and, even if they
were made aware, are unlikely to be sufficiently motivated to learn how to use them
given other, greater, pressures on their time such as release deadlines.

Even assuming a developer researches the topic and chooses to implement a proto-
col which has been verified by one or several security experts there are still a number
of potential problems. They may be working from a faulty specification, they may
misunderstand the specification, they may even make the kind of basic implementa-
tion error that anyone can suffer. For this reason, it is more important than ever to
analyse implementations of protocols rather than to be content just to analyse a model
and assume that a developer will implement it correctly.

In this paper we present work which is aimed at helping inexperienced developers
to utilise the benefits of formal cryptographic protocol analysis. This is achieved by
making it easier to understand and use the formal methods as well as providing tech-
niques that enable analysis without the user understanding any of the formal method-
ology behind it. The goal of this work is to provide developers with tools that will
assist in the development of secure networking applications. In particular, these tools
should be in use during the development phase of an application reducing the need for
continued updating and patching of software. The techniques used by these sorts of
tools should help to find security breaches and allow both developers and users to feel
confident that the integrity of the network will not be compromised. If we can verify
code in the languages which implementers actually use, we can find and fix security
properties as soon as protocols are implemented.

2 LySa and the LySatool

2.1 LySa

The process calculus LySa[4] is similar to the Spi-calculus in that it defines the actions
of the principals involved in the protocol. A crucial difference is that LySa does not
use the concept of channels to send messages. Instead LySa assumes there is a global
medium through which all principals communicate. The designers of LySa took this
approach as they believed that private channels provided a layer of privacy not matched
in a real world scenario where attackers can eavesdrop or add in messages of their own.
The syntax of LySa terms, $E$, can be found in Figure 1.

\begin{figure}[h]
\centering
\begin{align*}
E ::= & \text{terms} \\
n & \text{name}(n \in \mathcal{N}) \\
x & \text{variable}(x \in \mathcal{X}) \\
\{E_1, \ldots, E_k\}_{E_0} & \text{symmetric encryption} \\
\{E_1, \ldots, E_k\}_{E_0} & \text{asymmetric encryption}
\end{align*}
\caption{Syntax of LySa terms}
\end{figure}

Encrypted messages are tuples of terms encrypted under a key, $E_0$. LySa assumes a
perfect encryption system that can only be broken by knowing the correct decryption
key. Both symmetric and asymmetric encryption are supported. The syntax of pro-
cesses, $P$, can be found in Figure 2.
Another useful aspect of LySa is the pattern matching that is applied to incoming messages. Decryption has the same pattern matching ability and is performed in the same manner. The first $j$ parts have to match with constants and the remaining $k - j$ parts are bound to variables. In order to use pattern matching to analyse a protocol, it may be necessary to reorder the contents of a message so that the parts that the receiver checks are all grouped together at the start of the message. For example in the second protocol given in [11], the third message reads

\[
A \rightarrow B \{I_A, A\}^{PKB}
\]

However, in the LySa formal model, the recipient of the message (the principal designated as B) first checks that the message is sent by A and stores the incoming nonce $I_A$ in a local variable. However, to do this the message needs to be reordered so the nonce is the second part of the message. The LySa processes for both sending and receiving the message are as follows.

<table>
<thead>
<tr>
<th>Sending</th>
<th>Receiving</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle A, B, {</td>
<td>A, I_A}^{PKB+}\rangle$</td>
</tr>
</tbody>
</table>

Crypto-points are a vital part of LySa’s ability to be used to analyse protocols. Without them the LySa tool would not be able to report any violations of the protocol’s secrecy. A crypto-point represents a site in the protocol where either an encryption or decryption takes place. Coupled with a crypto-point is an assertion about the origin or destination of the encrypted message. When part of a message is encrypted or decrypted, the developer can choose to specify the current location as a crypto-point. Additionally, for an encryption, the developer can then choose to specify one or more crypto-points where decryption should take place during a valid run of the protocol. This is done like this:

\[
[\text{at a dest } \{b\}]
\]

The crypto-point for the corresponding decryption specifies where the message should have been encrypted and is as follows:
The analysis performed by the LySatool is concerned with establishing the validity of these assertions. The following LySa model represents the Otway-Rees protocol.

\[
(\nu \text{KAS})(\nu \text{KBS})
\]

\[
(\nu \text{NA})
\]

\[
\langle A, B, M, A, B, \{M, A, B, \text{NA}\}\rangle_{\text{KAS}} \quad \text{at a1 dest \{s1\}}
\]

\[
\langle B, A, M; x1 \rangle. \quad \text{decrypt x1 as \{NA; xk\}}_{\text{KAS}} \quad \text{at a2 orig \{s3\}} \quad \text{in}
\]

\[
\langle B, A; x2 \rangle. \quad \text{decrypt x2 as \{xmsg\}_xk} \quad \text{at a3 orig \{b3\}} \quad \text{in 0}
\]

\[
(\nu \text{NB})
\]

\[
\langle A, B, M, A, B; y1 \rangle.
\]

\[
\langle B, S, M, A, B, \{M, A, B, \text{NB}\}\rangle_{\text{KBS}} \quad \text{at b1 dest \{s2\}}
\]

\[
\langle B, M; y2, y3 \rangle. \quad \text{decrypt y3 as \{NB; yk\}}_{\text{KBS}} \quad \text{at b2 orig \{s4\}} \quad \text{in}
\]

\[
\langle B, A, M, y2 \rangle. \quad \text{(new MSG) \{B, A, \{MSG\}_yk} \quad \text{at b3 dest \{a3\}} \quad \text{0)
\]

\[
| (\nu \text{NB})
\]

\[
\langle B, S, M, A, B; z1, z2 \rangle.
\]

\[
\text{decrypt z1 as \{M, A, B; zna\}}_{\text{KAS}} \quad \text{at s1 orig \{a1\}} \quad \text{in}
\]

\[
\text{decrypt z2 as \{M, A, B; znb\}}_{\text{KBS}} \quad \text{at s2 orig \{b1\}} \quad \text{in (new K)}
\]

\[
\langle S, B, M, \{zna, K\}_{\text{KAS}} \quad \text{at s3 dest \{a2\}}, \quad \{znb, K\}_{\text{KBS}} \quad \text{at s4 dest \{b2\}} \quad \text{0})
\]

2.2 LySatool

The LySatool is an automatic tool for checking the security properties of protocols. The tool inputs protocols modelled in the LySa process calculus. It then provides feedback regarding which message parts can be decrypted as well as whether an attacker can falsely achieve authentication by inserting messages at any point. An important point to mention is that the analysis is performed on an abstraction of the actual behaviour. After analysis it must be possible to map the result back to the semantics, a process called concretisation. As the analysis only represents certain aspects of a process’ behaviour this concretisation leads to imprecision with respect to the originally analysed process. This over approximation can guarantee confidentiality with the downside that the tool can potentially report faults due to attacks that are impossible to reproduce in a real world scenario. Such faults have not yet surfaced in our practical examples.

3 Elyjah

In [12] we introduced a tool which translates Java implementations of cryptographic protocols into a LySa model. This work will be summarised in the following section. Elyjah was developed to be a compilation time tool to allow developers attempting to implement a protocol to receive assurances that they had both correctly implemented the specification and that the protocol was secure. In order to be able to verify implementations the first stage was to design and implement a new API for message composition and communication. Although it would be possible for a software tool
Figure 3: Analysis performed on a Java implementation of a protocol

to be able to accept any Java program as input before converting the source code into a LySa process, it would be substantially less reliable than one which demands a uniform input format. Thus a framework is needed to allow developers to model protocols, while also allowing the software tool to parse the source code and identify the security-critical operations. An implementation of a protocol needs to be a fully-working Java program which the developer can use to test that the protocol functions as expected before analysing its security properties. In order for it to be possible for any tool to understand the developer’s intent, there needs to be a standard method of achieving certain goals. As such there needs to be set ways of encrypting/decrypting data as well as sending messages between principals. This API gives a developer easy access to cryptographic and communication functions and makes it easy for an automated tool to find and analyse these functions.

Elyjah identifies method calls to the provided API. Using these method calls as signposts, the cryptographic and communication parts of the security protocol can be divined. This is required as Java is more expressive than LySa so the language needs to be restricted in order to be able to achieve accurate translation. This means that Elyjah allows a Java implementation of a cryptographic protocol to be translated into a formal model. The LySa model can be analysed using the LySatool to return the security properties of the protocol implementation. While Elyjah cannot analyse the source code of an arbitrary communications package, it is possible to implement a protocol that can be translated by Elyjah and used in a full application. Thus, in order to analyse a Java implementation of a protocol there is a three step procedure as described in Figure 3. As both the conversion from Java to LySa and the analysis of the LySa model are performed by static analysis the whole process runs very quickly. Thus is suitable for use as a compilation-time tool that will not slow the progress of the developer(meaning it is more likely they will actually use it). Elyjah is provided as a plugin for the Eclipse IDE[7] which is a popular development environment for the Java language. The LySa output from Elyjah and the analysis generated by the LySatool are displayed to the user in an Eclipse console(Figure 4), similar to standard compilation problems. The developer may also save the LySa model so that it can be edited and analysed by the tools described in Section 4. The Java implementations are fully-functioning programs that can be run locally or distributed. When run they provide
an execution trace of what is being sent in typical protocol narration form. Encrypted parts of the message merely provide the structure of the encrypted string for privacy reasons. The contents of the variables are also shown instead of any variable names.

4 LyTe

The LySa Toolkit in Eclipse (LyTE) was designed to help developers work with the LySa code generated by Elyjah. It aims to make LySa slightly less intimidating to any developers who were introduced to the process calculus through Elyjah. Like Elyjah it is also implemented as an Eclipse plugin so much of the operation will be familiar to developers who should not have to learn how to use a new tool in order to learn a new language. A screenshot of LyTE running in Eclipse is presented in Figure 5.

4.1 LySa Editor

The LySa Editor is designed to help developers write and edit LySa models. It features dynamic parse checking to identify errors speedily and provide the developers with a useful error message and suggested fixes. Fitting in to the Eclipse platform, the error is underlined, the line marked, and an error message added to the problem console. This checking can identify syntax flaws such as using the wrong punctuation, misspelt key words or missing pattern matching on receive and decrypt messages. The editor also provides syntax highlighting, which helps separate send, receive and decrypt processes by highlighting them in different colours. There is additional static analysis which checks that for each send process there is a corresponding possible receive process with the same source and destination as well as the right number of tuples. This provides a weak form of liveness checking that warns users of possible areas of deadlock in their models. The user’s LySa model can then be analysed with the LySatool, the results of which are displayed in an Eclipse console.

4.2 AnaLySa

This tool translates a LySa model into standard protocol narration. Standard protocol narrations are often used to describe protocols, although the trouble is that they only contain half of the protocol. Namely they do not say what the recipient does upon receiving a message. However, they are used because they succinctly describe the
messages exchanged. Figure 6 shows a typical protocol narration, namely the Otway-Rees protocol.

\[
\begin{align*}
A \rightarrow B : & M, A, B, \{A, B, M, N_A\}K_{AS} \\
B \rightarrow S : & M, A, B, \{A, B, M, N_A\}K_{AS}, \{A, B, M, N_B\}K_{BS} \\
S \rightarrow B : & M, \{N_A, K\}K_{AS}, \{N_B, K\}K_{BS} \\
B \rightarrow A : & M, \{N_A, K\}K_{AS} \\
B \rightarrow A : & \{MSG\}K
\end{align*}
\]

Figure 6: Otway-Rees protocol narration

A protocol narration is generated from a LySa process by creating a table of LySa send processes and the receive process that comes before each one. This enables the order of send processes to be worked out, starting by looking for the send process with no previous receive command. After the first message is identified, the matching receive process for this message is found and using the previously-generated table the next send process can be discovered. This process continues for all send processes. Below is the result from the AnaLySa on a LySa model of the Otway-Rees protocol.
4.2.1 Elyjah Translation Validation

The AnaLySa can be used to act as a simple form of Translation Validation[13] for the Elyjah tool. The output from the AnaLySa can be compared with the execution trace generated by running the Java implementation. Both versions of the protocol narration should have the same structure. This acts as a case-by-case check of Elyjah’s translation. It is said that there are two ways to prove the correctness of a tool like Elyjah, either proving the tool or proving the output. Using the AnaLySa allows the developers to perform a simple proof of the correctness of the LySa model in relation to the Java implementation. Here we present the execution trace from the Java implementation that generated the LySa model of the Otway-Rees protocol used in Section 4.2.

18-Jul-2008 11:12:09 Network send
INFO: 1 :A -> B: 1, A, B, {M0, M1, M2, M3}:KAS
18-Jul-2008 11:12:09 Network send
INFO: 2 :B -> S: 1, A, B, 124AFog5PqCr/HCsd2/5Jg==, {M0, M1, M2, M3}:KBS
18-Jul-2008 11:12:09 Network send
INFO: 3 :S -> B: 1, {M0, M1}:KAS, {M0, M1}:KBS
18-Jul-2008 11:12:09 Network send
INFO: 4 :B -> A: 1, qirLTAOPhn5FmkkY70GBtN8rIUSLgJ Cf
18-Jul-2008 11:12:09 Network send
INFO: 5 :B -> A: {M0}:yk

Comparing the two different protocol narrations reveal the same structure thus providing evidence of correct translation for this example. However, there are a few key differences. Firstly the serial number, M in the AnaLySa result, is replaced with the actual number in the execution trace. Use of encryption results in two further differences,
firstly the execution trace only contains the structure of the encrypted section and secondly the fourth tuple in the second message and the second tuple in the penultimate message are the encrypted string rather than the variable names used to identify them. This system has a couple of limitations. Firstly as we are comparing standard protocol narrations we are only checking that the messages that are sent are the same. There are no guarantees that the message is processed the same way in the LySa version as in the original implementation. Further work on this tool will correct this shortcoming. At the moment however, we believe it provides a useful reassurance to developers that Elyjah is correctly translating their Java implementation.

4.3 VisuaLySa

An alternative to the protocol narration is a visual representation of the protocol. This option is provided by the VisuaLySa which translates a LySa process into a sequence-diagram style diagram. This sort of option is useful for developers who are playing around with LySa and trying to learn how it works through experimentation. An example of VisuaLysa is shown in the generated visual representation of the Otway-Rees protocol in Figure 8.

![Figure 8: Example output of VisuaLysa](image)

4.4 Animation

A different graphical representation of a protocol is provided as well as the sequence diagram. This is an animation of the messages sent between various principals which can be run as an animation or by stepping through in a single step manner. This is seen in Figure 9. After the protocol is terminated the diagram shows the flow of communication that occurred during the protocol run. Along with the AnaLySa described above, the VisuaLySa provides a useful function of particular interest to those new to LySa or other process calculi. Often a new developer has no way of checking that their
model correctly describes what they intended. These tools both check the liveness of the protocol and show the output in simple, easy-to-understand formats.

5 Related Work

Work relating to the Elyjah tool can be found in the previously mentioned paper[12]. The most closely related work is the Microsoft Research tool FS2PV[3] which translates F# programs to a low-level $\pi$ calculus model. This can then be analysed by a theorem prover, ProVerif, to provide security analysis of the implementation. This uses different input and output languages to achieve a similar result to Elyjah. Due to the method of verification used, analysis of protocols beyond a few message exchanges can take a few days. This would make it unsuitable for a development-time tool. The follow-up to this work[2] uses typing rules and drastically reduces the time needed for verification. The potential downside here is the requirement for special refinement types which is in comparison to Elyjah requiring the use of a special API. However F# is not used as much as the Java language that Elyjah is geared towards.

Examples of applications which provide visual representations of cryptographic protocols are ProtoViz[8], GRASP[6], GRACE[5] and TECP[15]. These tools are primarily designed as education packages for teaching students about cryptographic protocols. While LyTE would be more suitable to teaching students about process calculi such as LySa, it could still be used to demonstrate cryptographic protocols by a demonstrator familiar with LySa. Additionally, these tools use their own language for describing a protocol whereas LyTE uses the LySa language so the protocols can be analysed for security flaws, which is an important point when teaching cryptographic protocols.

6 Conclusion

We developed a series of tools to assist users unfamiliar with process calculi utilise the security analysis of the LySatool. With the LySa Editor’s parse checker and ability
to check for matching send/receive processes we have made it easier to write or edit LySa models and with the AnaLySa and VisuaLySa we provide tools to translate a LySa process into a simpler model. As a side-effect of this work we have provided a user of the Elyjah tool with the neccessary tools to check that the LySa output of Elyjah is accurate with respect to the Java implementation. We believe this is more useful to the users of Elyjah than a theoretical proof of the correctness of Elyjah which may be hard to understand. Additionally a simple case-by-case proof is more relevant to the user.

Although left out of this paper for reasons of brevity, Elyjah can also generate Meta-LySa which can be edited and analysed by LyTE. Meta-LySa extends LySa by adding further meta information to a protocol model which encodes the scenario of a protocol run. This is important as new attacks may be available when there are different numbers of servers, initiators or responders.

There are avenues for further work in expanding the integration of LySa into the Eclipse IDE. It would be beneficial to the end-user for the output from the LySatool to be integrated into the VisuaLySa so the possible attacks from an attacker are displayed and the confidentiality of message parts should be displayed. It may also be convenient to have a tool that provides the functionality of the tools such as Spi2Java[14] and Millen and Muller’s work[10] but using LySa and the API used by Elyjah. Having tools that work in both directions would allow a user to make changes to either the Java or LySa model and still be able to check the security properties.

With Elyjah, we tried to provide the functionality of cryptographic model analysis to a user who had no inclination to learn how to use these formal models. With the LySa Toolkit in Eclipse the intention was to try to create some tools which appeal to those who wish to take the next step and have more understanding of the output of Elyjah and the underlying LySa.
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Abstract

Data collection is a critical but difficult activity for intrusion detection. The amount of resources that must be monitored and the rate at which events are generated makes it impossible to use an exhaustive collection strategy. Furthermore, selection and configuration of data collection mechanisms is a tedious and elaborate task for both designers and operators. Therefore, we propose a decision support system (DSS) for selecting and configuring data collection mechanisms. We suggest a generic system model for selecting data collection mechanisms based on the amount of excess data produced. We also provide an implementation of the system. The DSS reduces effort, time, and expertise required in the selection process, and allows both designers and operators to focus on intrusion detection rather than selection and configuration of data collection mechanisms.

Keywords: intrusion detection, decision support, logging, adaptive security, data collection

1 Introduction

Both intrusion detection system (IDS) designers and operators have a complicated threat picture to assess. External penetrators may attempt to download and install malicious code such as rootkits and backdoors. Insiders may abuse their privileges to gain access to restricted documents. Thus, it is necessary to be able to detect a wide variety of attacks and intrusions. This requires the use of several detection engines and data collection mechanisms for collecting the data required by the detection engines. When a data collection mechanism is enabled, it consumes system resources, e.g., processing power and disk space. It is therefore important that the mechanisms are configured so that they only collect the data that is needed by the detection engines. It is also important that the mechanisms are only active when there is a need for the data that they collect.

However, to properly decide which mechanisms should be active and what configuration they should have is not by any means straightforward. Numerous collection mechanisms exist, all having considerably different characteristics and capabilities of collecting data. Some are specific and tightly coupled to applications [1]. Others are general purpose and support a wide range of configuration options [10]. Furthermore, several data collection mechanisms may collect the same data. Finally, the need for data collection may change over time. This demands consecutive enabling, reconfiguration, and disabling of them, which is a resource-demanding and time-consuming process when performed manually.
Whether caused by complex configuration options or insufficient time, ad-hoc selection and configuration may result in vast amounts of collected data that is not subsequently used. Therefore, in this paper, we propose a decision support system (DSS) which assists IDS designers and operators in making informed decisions regarding mechanism selection and configuration. The system reduces the effort, time, and expertise required for maintaining and tuning a data collection architecture. Furthermore, the system promotes maintaining a resource saving data collection strategy and focusing on reviewing detection alerts instead of selecting and configuring data collection mechanisms.

The contributions of this paper are:

- Identification of required functionality and reference data needed by the DSS. The purpose of the DSS is automatic selection and configuration of data collection mechanisms.

- A conceptual model of the DSS which relates the functionality to the reference data.

- An automated implementation of the DSS for selecting data collection mechanisms based on the amount of excess data produced.

The remainder of this paper is organized as follows. Section 2 discusses related work and Section 3 provides a note on terminology. Section 4 motivates the research and provides a problem statement and in Section 5, the conceptual DSS system model is presented. Section 6 describes an implementation of the system and discusses parts of the design more extensively. Section 7 describes how the system was evaluated and shows screen shots from the operation. Section 8 provides a discussion and outlines future work. Finally, Section 9 concludes the paper.

2 Related Work

Previous work that discusses how data collection can be adjusted to a current need includes GrIDS [14], EMERALD [11], and AAFID [13]. These efforts have focused mainly on scalability issues and transparent enabling and disabling of components. Thus, adjustment has mainly been on the detection algorithm level while the sensor has been treated as a static source of input data. GrIDS uses network sniffers as log source, and to our knowledge they do not perform adaptive collection. EMERALD supports configurable event structures which select parts of the data generated by the log source, which is a step towards adaptive collection. The AAFID system is the system that most closely resembles our effort. However, there is no discussion regarding reconfiguration of the collection mechanism.

Adjustment in relation to intrusion detection has been further explored in [12] where adjustment of resources to the current detection need is investigated. Furthermore, stackguard and the following SAM project [3, 5] also take an adaptive approach but in the context of buffer overflow attack prevention. Two dynamic intrusion detection frameworks are IDIAN [4] and STAT [18]. Both frameworks propose advanced dynamic data collection sensors for intrusion detection. IDIAN mentions resource reduction by means of selection and de-selection of event generators but does not provide any details. Furthermore, in [6] and [19], attack strategy analysis is adapted to on-going attacks to determine where to focus intrusion detection resources. This approach could be complimentary to the approach described in this paper, thus using the DSS to enable and disable collection mechanisms as new detection engines are required.

3 A Note on Terminology

Data collection is the activity of collecting data from an environment, e.g., a computer system or a network. A data collection mechanism (or short, mechanism), is an entity that collects data.
The capability of the mechanism denotes what data the mechanism can collect. A mechanism instance is a process which is currently collecting data. The configuration of a mechanism instance determines what data the mechanism currently collects.

A detection engine is a component that implements a detection algorithm or detection method that can classify input data as normal or intrusive [2]. Examples are string matching, neural networks, or expert systems. A detection engine data requirement is a set of data that a detection engine requires for its detection.

A request is a message sent from an operator or designer to the DSS. It contains the name of a detection engine and denotes whether the detection engine should be enabled or disabled. A decision is produced by the DSS in response to a request.

4 Decision Support for Data Collection

We present two cases where an IDS designer or operator benefit from using a DSS for selecting data collection mechanisms. These cases are illustrated in Figures 1(a) and 1(b).

![Diagram](https://via.placeholder.com/150)

Figure 1: Batch processing of data during IDS framework deployment (a), and continuous processing during operation (b)

Figure 1(a) illustrates the use of the DSS when an initial IDS framework is deployed. In the figure, the designer inputs the detection engine data requirements as a request to the DSS. The DSS responds by outputting its decision regarding selection and configuration of data collection mechanisms.

In Figure 1(b), the DSS is used during IDS operation. In the figure, the operator enables and disables detection engines on demand, e.g., to maintain a resource saving detection baseline and to focus additional resources where they are needed (i.e., adaptive intrusion detection). When a detection engine is enabled or disabled, the DSS is activated to determine which corresponding data collection mechanism should be enabled or disabled. This way, mechanisms are only enabled when they are needed. Additionally, when detection engines are added to or removed from the system, the designer does not need to manually decide which data collection mechanisms that are no longer needed, or what capabilities new mechanisms must have. Thus, using the DSS instead of manually selecting and configuring the data collection mechanisms has the following advantages:

1. The designer is automatically provided with mechanism configuration decisions during deployment. This promotes faster deployment and more resource efficient initial framework layout.

2. When the designer modifies the current framework layout during operation, there is no need to manually decide which data collection mechanisms that are no longer needed, or what capabilities new mechanisms must have. This promotes shorter maintenance while still promoting resource efficient operation.
3. It allows for performing efficient adaptive intrusion detection. By using the DSS as a component in an already established framework, the most resource efficient data collection mechanisms can be enabled automatically when they are needed. This allows the operator to focus on reviewing detection engine output while maintaining a resource efficient operation.

The main problem that is addressed in this paper is how to design a general purpose DSS model for selection of data collection mechanisms. It also addresses how the DSS should be implemented to select and configure data collection mechanisms such that the selected mechanisms collect the data that is required by currently enabled detection engines, while producing as little excess data and using as few mechanism instances as possible.

5 DSS Design

Based on the two cases described in the previous section, we developed the generic conceptual DSS model that is illustrated in Figure 2. This section describes the model and its components. It also describes the flow of operations between the components.

5.1 Conceptual Model

The conceptual model in Figure 2 shows the IDS operator or designer and the DSS. The conceptual model is based on two main concepts: decision engine and reference data. The decision engine is the operative part that processes requests and makes decisions. The decision engine decides which mechanism, if any, that is best fit for collecting the data required by the detection engine. It also decides how an instance of this mechanism should be configured. The decision engine consists of the three components Request Analyzer, Mechanism Selector, and Configuration Control. The reference data contains information regarding mechanisms and detection engines and supports the decision engine in making decisions. There are three items of reference data denoted Detection Engine Specifications, Mechanism Specifications, and Mechanism Instance Configurations.

5.2 Reference Data

Reference data is used by the decision engine during operation. The Detection Engine Specifications contain the detection engine data requirements, e.g., the data that needs to be collected on behalf of the engine. The Mechanism Specifications contain the capabilities of the mechanisms. Both Mechanism Specifications and Detection Engine Specifications are static data and change.
only when mechanisms and engines are added to or removed from the IDS framework. Mechanism Instance Configurations contain the current configuration of each mechanism instance. They are dynamic and change when mechanism instance configuration changes.

5.3 Decision Engine Functionality

The functionality of the decision engine is divided among three components: Request Analyzer, Mechanism Selector, and Configuration Control.

5.3.1 Request Analyzer

The purpose of the request analyzer is to inspect requests and determine whether the mechanism selector is required or not. For this purpose, it determines whether a request denotes enabling or disabling of a detection engine, and whether collection of the data in the detection engine data requirement is supported. If the request analyzer decides that data should be collected and that it is possible to collect the data, the mechanism selector is invoked.

5.3.2 Mechanism Selector

The mechanism selector has two tasks. It decides which mechanism is best fit for collecting data, and it decides upon an appropriate configuration for an instance of this mechanism. To determine the best fit mechanism, a strategy for assigning cost to different alternatives is used. Furthermore, the Mechanism Selector ranks eligible alternatives and selects the least costly one. Cost assignment is determined by appropriate algorithms for calculating the amount of excess data collected by a specific mechanism. Thus, the Mechanism Selector decides what mechanism is best fit to collect the data with respect to the detection engine data requirement and decides upon an appropriate configuration for an instance of the best fit mechanism.

5.3.3 Configuration Control

The Configuration Control keeps track on currently active mechanism instances and their configurations. It also keeps track on which mechanism instances are collecting data on behalf of which detection engine(s). This function is necessary since the Mechanism Selector must be able to decide whether it is possible to reconfigure a mechanism instance instead of starting a new instance when deciding on an appropriate configuration. It is also necessary for determining when mechanism instances become unused and can be disabled. During operation, the Configuration Control updates mechanism instance configurations to reflect enabling and disabling of detection engines.

5.4 Flow of Operation

The flow of operation in the decision engine part of the DSS is illustrated in Figure 3.

In the figure, the Disable detection engine?, and Collection supported? decision objects represents actions performed by the request analyzer. The Determine best fit mechanism and Determine mechanism instance config. objects represent actions performed by the mechanism selector, and the Update mechanism instance config. object represent the action performed by the configuration control. Furthermore, reference data is denoted with MS for mechanism specification, DS for detection engine specification, MC for mechanism instance configurations, and RQ for request.

The operation is initiated when the decision engine receives a request from the operator or designer. The request analyzer then determines whether the request means that a detection
engine should be disabled or not. If the request denotes disabling, the configuration control updates the mechanism instance configurations accordingly. If the request means enabling, the request analyzer inspects the request to find which detection engine is requested to be enabled. The request analyzer then uses the detection engine specifications and mechanism specifications to determine whether collection is supported or not. If the request analyzer cannot find any suitable mechanism, it announces that the detection engine data requirement cannot be supported. For this purpose it uses the mechanisms specifications and the detection engine specifications. If the detection engine data requirement is supported, the mechanism selector decides which mechanism is the best fit. For this purpose it uses the detection engine specifications and the mechanism specifications. The mechanism selector then determines whether an already active instance should be reconfigured or if a new instance should be invoked, and it determines the resulting configuration. For this purpose it uses the mechanism instance configurations. Finally, the configuration control updates the mechanism instance configurations.

After having performed the necessary operations the decision engine outputs its decision to the operator. This is either a message that the data cannot be collected, or a message denoting what mechanism is the best fit and how an instance of the mechanism should be configured.

6 DSS Implementation

We made an implementation of the generic conceptual DSS model. The implementation supports both batch and continuous processing and is written in the Perl programming language. The purpose of the implementation is to make decisions with respect to the amount of excess data produced and the number of processes active for collection. This purpose is reflected both in the strategy for selecting and configuring the best fit mechanism, and in the process of identifying reference data content. We decided to use an event-based context for our DSS. Event-based detection is the foundation for popular detection strategies such as, e.g., sequence-based anomaly detection and signature-based misuse detection and was therefore deemed suitable. In
an event-based context, mechanisms react on events in a system, e.g., issued system calls or received network packets. Each event is described by one or more attributes, e.g., arg, UID, or source IP, and corresponding values, e.g., /etc/passwd, 0, or 192.168.0.1.

6.1 Mechanism Selection Strategy

The difference between required and collected data is the cause of excess data. In an event-based context, the difference is determined by two factors.

1. The number of events that are collected in excess to the number of events that are required. Thus, assume that the only events that are required to be collected are the arrival of network packets at port 80. A collection mechanism that collects packets on all ports obviously causes excess data (i.e., all packets not arriving at port 80).

2. The amount of information per event that is collected in excess to what is required. Thus, assume that during system call collection, only the name and the argument for each system call are required. A mechanism that also collects the return value causes excess data (i.e., the return value).

Our strategy is thus to select the mechanism that collects the least amount of events and the least amount of information per event in excess to what is required. Furthermore, we believe that the number of events has a larger impact on excess data than the extra information per event. Thus, we use a two step process where the second step is performed only if more then one mechanism yields an equal and lowest cost in the first step.

6.1.1 Excess Data from Collected Events

Depending on the implementation of a mechanism, it either collects all possible values for specific arguments. For example, it is not possible to configure strace [15] to collect those system calls where the return value is -1. Other mechanisms, such as linux audit [7] can be configured to collect specific values for all of its attributes. For example, it is possible to configure it to collect all system calls where UID is 0.

In the first step of the selection process, the DSS assigns a cost to each attribute in the data requirement where the requirement specifies a specific value, but where the mechanism cannot support collection of individual values. Thus, assume that a data requirement states that the only value that is interesting for the attribute IP address is 192.168.0.1. If a mechanism cannot be configured to collect this address only but rather all addresses, a cost is implied for the IP address attribute. Furthermore, if the mechanism can be configured to collect this address only, there is no cost. The total cost $C_{event}$, for a mechanism is calculated by performing this test on each attribute (see (1) and (2)). In (1) and (2), $m_i$ and $d_i$ denote the value of the $i$th attribute of the mechanism and data requirement respectively. Furthermore, $ind$ denotes that individual values can be collected for the attribute and all denotes that individual values cannot be collected.

$$P(m_i, d_i) = \begin{cases} 1, & m_i = all \land d_i = ind \\ 0, & otherwise \end{cases}$$ (1)

$$C_{event} = \sum_{i=1}^{n} P(m_i, d_i)$$ (2)

Thus, the higher the correspondence between requested and collected values, the lower the cost.
6.1.2 Excess Data from Extra Information Per Event

As discussed above, a mechanism can support collection of all values or be configured to collect specific values. In the same manner, some mechanisms, e.g., apache, support arbitrary attribute combinations while others, e.g., Linux audit, collect a static set where all attributes are always collected. Unless arbitrary combinations are supported, attributes have dependencies, e.g., other attributes that are collected at the same time.

The second step in the selection strategy is to calculate the cost of excess data that originates from attribute dependencies. In our implementation, we use Algorithm 1 (see below) to calculate the amount of excess data by counting the number of dependent attributes that are collected together with the required attributes. In Algorithm 1, DR is short for Data Requirement and \( A \) is the resulting set of attributes.

Algorithm 1 Algorithm for obtaining number of dependencies for an analysis engine data requirement

```
1: {Main algorithm calcDep}
2: for all attributes \( a_i \in DR \) do
3:   if \( a_i \) not in set \( A \) then
4:     Add \( a_i \) to \( A \)
5:     Get list of dependencies \( D \) for \( a_i \)
6:     Call addDeps(D)
7:   end if
8: end for
9: {Sub addDeps}
10: for all \( d_i \in D \) do
11:   if \( d_i \) not in \( A \) then
12:     Add \( d_i \) to \( A \)
13:     Get list \( D \) of dependencies for \( d_i \)
14:     Call addDeps(D)
15: end if
16: end for
```

We then subtract the number of attributes in the data requirement from the number of attributes in set \( A \) to obtain the total cost (\( C_{dep} \)). This is shown in (3).

\[
C_{dep} = |A| - |DR \cap A| \tag{3}
\]

Thus, the smaller amount of attributes that a mechanism collects in excess to what is required, the lower cost it gets.

6.1.3 Mechanism Configuration

Additionally, the DSS must decide whether an active mechanism instance should be reconfigured, or if a new mechanism instance should be invoked. In our implementation, the DSS always suggests a reconfiguration if that means collecting less data, i.e., if the following condition holds: The amount of data collected by the reconfigured mechanism instance is less than or equal to the amount of data collected by the new mechanism instance together with the amount of data collected by the old mechanism instance.
6.2 Identification of Reference Data Content

Reference data is used when selecting the best fit mechanism. Since the selection strategy operates on events, this is reflected in the reference data.

6.2.1 Mechanism Specification Content

The Mechanism Specification describes what capability to collect data the mechanism has and how the mechanism can be configured. We surveyed manual pages and white papers for several common data collection mechanisms to find capabilities and configuration options. From the survey we determined that the specification must contain the following elements: event type, attributes, values, attribute dependencies, collection restrictions, and monitoring scope. The event type represents, e.g., network connections or issued system calls. The attributes (e.g., source IP or pid) and values (e.g., 192.168.0.1 or read) represent the capabilities of the mechanism to collect data. The capabilities affect the number of events that are collected in excess of the number of required events. The attribute dependencies determine the amount of excess information per collected event. Collection restrictions and monitoring scope are used to describe restrictions of the mechanism which also affect the number of events collected.

Attribute names were derived from terms used in the manual pages and white papers. Certain terms are commonly accepted, which means that names such as pid, UID, source IP, and source port will likely be used in the description of any mechanism that collects this information.

6.2.2 Detection Engine Data Content

The detection engine data requirements can be readily obtained from manual pages, white papers, and research articles. However, instead of surveying several detection engines and creating (possibly subjective) detection engine specifications, we implemented a data requirement generator that produces data requirements. The generator made it easier to test various functionality of the DSS and is further described in Section 7.

6.2.3 Mechanism Instance Configurations

Mechanism instance configurations describe the current configuration of a mechanism instance. The configurations therefore contain event types, attributes, and dependencies from the Mechanism Specifications and values from the data requirements. They also contain identifiers for both the mechanisms and the detection engines.

7 Evaluation

To evaluate the implementation, we first created mechanism specifications for six popular data collection mechanisms: Linux audit, netstat, strace, ltrace, syscalltracker, and the apache mod_log_config module [7, 9, 15–17]. An excerpt from the strace specification is provided below.

```
<syscall-sname:[a,*]:[sarg,sret] ... none-[single]>
```

The specification contains the event type (syscall), attribute names (sname,sarg), values ([a,*]), attribute dependencies ([sarg,sret]), restrictions (none), and monitoring scope ([single]). ‘a’ denotes that individual attribute values are supported for this attribute, and ‘*’ denotes that all values can be collected. The restrictions denote whether the mechanism has restrictions, e.g., “port=80” for apache, and the monitoring scope denotes whether the mechanism collects data
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from one or several processes simultaneously. One \(<\text{attribute:}\![\text{value}]\!:\![\text{dependency}]>\) triple is defined for each attribute for the event type.

After having created the mechanism specifications, we implemented a data requirement generator using the Perl programming language. The data requirement generator outputs data requirements as input for the DSS. Each data requirement is created by randomly selecting an event type and a set of \(<\text{attribute:}\![\text{value}>\) pairs. An example of an input data requirement is given below.

\(<\text{syscall-sname}=\text{execve}:\![\text{uid}=\text{\ast}:\text{euid}=\text{0}>\)

This particular requirement states that the detection engine operates on system calls and that \text{execve} system calls for all users having an effective user id of 0 (e.g., root) should be considered. This requirement could, e.g., be issued by a detection engine that attempts to reveal the presence of buffer overflow attacks.

To evaluate and verify the functionality and the implemented DSS strategies, we run the DSS in both batch and continuous mode. Figure 7 illustrates the setup.

![Figure 4: The system setup for evaluation of batch (a) and continuous processing (b)](image)

In batch mode 1(a), a set of input data requirements are input from the generator to the DSS. The DSS selects the combination of mechanisms that are most appropriate for meeting the requirement and outputs this to the screen. In batch mode, all generated mechanism instance specifications are reset before the next run.

In continuous mode 1(b), one requirement at a time is input to the DSS which correspondingly updates the mechanism instance configurations. In this mode, no output is generated to the screen and the mechanism instance configurations are not reset between runs.

### 7.1 DSS output

In batch mode, the DSS outputs data to the screen. Figures 5 and 6 shows screen shots of input data requirement and corresponding output from the DSS when run in batch mode. In the output listing in Figure 5, the list of attribute dependencies has been abbreviated to save space.

As seen in the output, the DSS has concluded that for the three data requirements, two mechanisms (\text{apache} and \text{linux audit}) must be used. Additionally, the output lists the attributes that must be set and the values that should be used for respective attribute. \text{linux audit} uses a collection strategy where all attributes are collected by default and thus, several attribute dependencies exist. \text{apache} on the other hand only collects the attributes that are requested and hence, no dependencies exist there. The listing in Figure 6 illustrates the effect of the reconfiguration strategy. As seen in the figure, the DSS requires that two instances of linuxaudit are started. The reason for this is that in the first data requirement, \text{euid} denotes an individual value (100) and \text{fsuid} all values (\ast). In the second requirement, the \text{euid} denotes
syscall-uid=:euid=:gid=5:fsuid=1
syscall-uid=:euid=:gid=5:fsuid=
connection-srcIP=192.168.0.1:rproto=:state=

### Configuration decision:
configuration as follows: [srcIP=192.168.0.1]rproto=[state=],
### Configure one instance of 'linuxaudit' as follows:
[euid=], [uid=], [fsuid=], [gid=5]
Following are dependencies that will also be collected
...
... pname

Figure 5: Batch output from three data requirements

syscall-uid=:euid=100:gid=5:fsuid=
syscall-uid=:euid=:gid=5:fsuid=50

### Configuration decision:
### Configure one instance of 'linuxaudit' as follows:
[euid=100], [uid=], [fsuid=], [gid=5]
Following are dependencies that will also be collected
...

Figure 6: Reconfiguration versus start new instance decision

7.2 Evaluation Results

The evaluation of the mechanism reveals two advantages with using the DSS compared to performing the selection and configuration manually. First, the DSS is consequent in its decision. Manually selecting and configuring the mechanisms might produce different results depending on the allowed time and the skill level of the designer. Second, since the DSS is an automated process, it is considerably faster than the manual process.
8 Discussion and Future Work

The DSS implementation in this paper uses a simple cost assignment scheme (e.g., assigning a unit cost for each extra event attribute collected) for selecting mechanisms. Furthermore, to derive the information in the specifications, we only used statically available information (surveyed white papers and manual pages). More elaborate and exact cost assignment schemes can obviously be devised, taking for example dynamic information in consideration. Dynamic information is generated from a running system and can provide, e.g., the average number of log records over time or the average size of specific log records. However, these estimations demand extensive measurement. They are also dependent on system load and may thus change over time.

The current DSS implementation makes decisions with respect to an estimation of the amount of excess data collected. However, the DSS model is general enough to allow for addressing the more general problem of saving resources. Thus, complementary implementations may be suggested to make decisions regarding other resources as well, such as the impact on performance of the host system. This would imply devising new strategies and functionality for cost estimations, and extending the mechanism specifications with more information.

The main effort related to deploying and operating the DSS is the creation and modification of mechanism and detection engine specifications. Mechanism specifications need to be created only when new data collection mechanisms are installed. Furthermore, if common mechanisms are used, they will likely not change (modifying, e.g., tcpdump would render many applications useless). Detection engine specification may or may not be more frequently changed. We believe that when a detection engine changes, it is mainly the algorithm that changes, and not the input data requirement.

Future work includes integrating the DSS in the operator-centric and adaptive intrusion detection architecture proposed in [8]. It also includes evaluation of different techniques for mechanism selection. Additionally, we want to explore cost estimations for, e.g., consumed CPU power.

9 Conclusion

In this paper we have proposed a decision support system (DSS) that assists intrusion detection system (IDS) designers and operators in selecting and configuring data collection mechanisms. The DSS is applicable both during deployment and operation of an IDS framework. We have provided a conceptual model of the system including required functionality and reference data. We have also provided a simple test implementation of the system in which the selection of mechanisms is based on the amount of excess produced data. It is demonstrated that the system reduces effort, time, and expertise required by IDS designers and operators.
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Abstract

In this paper we present an approach and algorithm for selecting the “best” secure architecture for supporting a business process according to a variety of assurance indicators. The key difficulty is to select an architectural design in presence of multiple indicators that might offer alternative notions of minimality. Therefore we must use the notion of Pareto optimality in order to select alternatives that are not dominated by others.

1 Introduction

The financial and management scandals of the last few years have spurred legislators and regulators of different countries to take initiative to protect customers and shareholders. While legislators do not mandate how business should be conducted, they require that companies should show that “they are in control of their business” and that such control is correctly reported to interested stakeholders [7].

Since most business processes are automated or rely heavily on an IT infrastructure such business controls are in practice very often controls embedded in information systems or controls supported by IT. Companies are therefore required to show that they have in place the necessary IT controls and that they have ways to assess their control system and control levels.

According to COBIT [7, pag.9]:

Enterprises need an objective measure of where they are and where improvement is required, and they need to implement a management tool kit to monitor this improvement. Figure1 shows some traditional questions and the management information tools used to find the responses, but these dashboards need indicators, scorecards need measures and benchmarking needs a scale for comparison.

Obviously the ideal notion of indicator for a manager is the dashboard with red, green and yellow. Unfortunately life is more complex and often we must make decisions considering a variety of indicators. We must judge how the compliance goals of a company are reached by considering multiple and possibly conflicting indicators.

Management guidelines such as CoBIT describe how to set control goals (for security and assurance) and provide guidance in the definition of indicators. But such guidelines do not specify how one can use indicators of individual control goals to assess the overall enterprise architecture. In our previous paper [5] we have outlined how a security analyst can evaluate the impacts of security breaches on business objectives of an enterprise. In [16, 15] we provided an approach for aggregating security indicators for a business process (BP) and for selecting the most secure process model. However, both methods have a limitation: the use of a single indicator.

---
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1.1 Contribution of this paper

In this paper we combine both models and consider the case of an evaluation against multiple-indicators, which allows an analyst to consider several security criteria at once. We also provide an algorithm for the aggregation of indicators and for choosing the “best” security architecture. In this case however we need to have a criterion for optimality that does account for possibly conflicting criteria. A practical example could be the consideration of indicators for compliance with European privacy directives and US Surveillance laws, which might be conflicting and negatively related.

To this extent we have chosen the notion of Pareto-optimality: all indicators of a best solution should not be dominated by another solution. This means that we no longer have “the” best solution, but only “a” best solution. All other best solutions improve one indicator at the expense of some other indicator. The final tradeoff between the incomparable alternatives might then be evaluated using different business criteria. In practice an EU company doing business in the US might choose a different solution than a US company doing business in the EU. Still we want to be sure that there are no solutions which can better accommodate both compliance indicators.

This paper is structured as follows: By using an example case (Section 2) we outline and present the underlying Enterprise Model (Section 3). In Section 4 a mathematical model based on the underlying models is presented and followed by an algorithm for assessing the best available solution from a security point of view (Section 5). Finally, we outline some related work in Section 6 and give a conclusion and an outlook.

2 Running Example

Example 1 In the paper we use our usual loan processing example. Consider a bank holding company which outsources the concrete loan processing to a semi-independent subsidiary. In order to provide the service, e.g., the loan originating process, the subsidiary needs to design the BP, find outsourcing partners and allocate the information systems (applications, servers, databases, etc.) that support the BP. There are a number of design alternatives to choose from: various parts of the BP may be fulfilled in different ways, several outsourcing partners are available which offer the same functionality but provide different protection and trust levels, and last but not least applications and servers are also subjects for various design alternatives. Before providing the service the subsidiary must consider these different alternatives and choose the one which best fits the business needs.

The holding company is aware of a huge number of risks and losses caused by frauds\(^1\). Therefore the holding wants to be sure that it is well protected against this type of losses. That is why one of the main criteria for choosing one of the design alternatives for the subsidiary is a low risk of possible frauds.

\(^1\) in average organizations loose 5% of annual revenue to frauds and abuses and that for banking companies, in particular, median losses are 258 000$ per company [1]
For the BP modelling we use BPMN (Business Process Management Notation) [20] which is a widely used notation. We added just a small modification: the design choice gateway (diamond with letter D inside) to denote an alternative sequence of actions. After the selection only one path (alternative) should be left, i.e., all design choice gateways disappear and we receive a standard conformant BPMN diagram.

Example 2 For our running example the following – reduced and schematic – model has been determined (Figure 2, upper right corner).

In the Figure 2 one may see four main parts of the process: AUTHORIZE CLIENT, CHECK TRUSTWORTHINESS RATING, APPROVE (and finalize) the loan and REPAYMENT. CHECK TRUSTWORTHINESS RATING consists of two activities fulfilled in parallel: INTERNAL CHECK, done by the subsidiary itself, and EXTERNAL CHECK, outsourced to one of two available Credit Bureaus. REPAYMENT is an iterative sub-process. Every month a customer pays the agreed amount and the transaction is EVALUATED. There are three possible ways of payment: payment by CASH, automatical WITHDRAWAL from the client’s account or the possibility for the client to choose how to pay.

3 Enterprise Model

For our assessment we need a business oriented model of an enterprise which will help us to separate the different sources of threats on the one hand and provides a way to aggregate the data received from the sources on the other one. Typical sources for data in security systems are reports about security incidents derived from logs. Before using these data we should filter only the events which are relevant for our target of evaluation, i.e., the chosen BP.

In our previous paper we presented the security Enterprise Model based on ideas from [4, 12]. This model allowed us to aggregate security indicators, but did not provide a possibility to make a decision about the best enterprise architecture if several alternatives were possible. Also this model considered filtering of the events relevant for the chosen BP implicitly while in this work we make use the structure of the BP to make the filtering more explicit. In this paper we just outline the main concepts of the enterprise modelling which are relevant for the current paper.

The enterprise meta-model contains three layers (Figure 3):
Figure 3: Enterprise meta-model

- **Business Layer.** The business layer contains business oriented artifacts. *Business process* is a predefined sequence of activities leading to the accomplishment of a goal. *Information objects* depict the information which is processed by business processes. The model contains also organizational units and roles, which are not relevant for this paper since we focus only on incidents impacting BP.

- **Application Layer.** On the application layer we have Components. *Components* are the information systems and applications used by some BP (by one of its activities).

- **Technical Layer.** The technical layer contains nodes. *Node* is a software and hardware set which provide required services for components to operate or information objects to be stored. For example, node can be a server with installed Windows Server 2003 and Oracle database.

Using this meta-model we can create an Enterprise Model which can be seen as a tree starting with a chosen BP and containing all elements connected to the BP through a functional dependency relationship.

This Enterprise Model presents in detail all artifacts affecting the chosen BP. The model also explicitly shows the sources of information about security violations related to the artifact.

**Example 3** There are several architectural design alternatives which must be considered in the example. The first one is two possible databases where USER’S DATA can be stored. Another decision to be made is whether to use the holding’s authentication system (both application and the server) or to create an own ad hoc solution. The EVALUATION ENGINE can be run on the (well protected) MAIN SERVER of the subsidiary or on a separate EVALUATION SERVER.

In the example we have a number of outsourcing relations. The subsidiary decides that it is more profitable to store private user data on an external database: EXTERNAL DATA DB1 or EXTERNAL DATA DB2. The whole EXTERNAL RATING service (managing the activity, application and the node) is outsourced to one of two available CREDIT BUREAUS. In contrast to the outsourcing the EXTERNAL RATING, outsourcing of AUTHENTICATION to the holding company (application and server) does not include the activity itself because it is the subsidiary which is responsible for performing all required operations (e.g., collect authorization data). Also the PAYMENT services are entirely provided by other subsidiaries of the holding which are spread around the city and easily available for customers.

Note, that the Enterprise Model captures the hierarchy of a BP (even to the level of its atomic activities) but it does not provide information about the control flow of the process. Contributions of
activities to the chosen BP depend on the control flow and we need a more explicit way (a Business Process model) to model these contributions.

3.1 Security requirements in the models

Enterprise and BP models are used for the elicitation and specification of security requirements for the modelled elements. The elicitation starts with the identification of business security objectives (BSOs) (or business security goals). The objectives are made specific for the chosen BP and become security requirements. Then for each level of hierarchy of the BP the requirements are specified for each activity at this level. By hierarchy, here and in the sequel, we mean hierarchy determined by structural activities of the BP ("sequence", "parallel", "loop", "choice"). Such a hierarchy can be easily obtained from a non-hierarchical representation of the BP.

In this paper we consider that there is only one requirement corresponding to one business objective. In other words, each element (activity, node or application) in the model has as many security requirements as many security objectives have been defined in the beginning (in contrast to [5]).

When the lowest hierarchy level of the BP has been reached (all atomic activities) we get the starting requirements in the Enterprise Model. The decomposition of requirements continues according to the Enterprise Model (similar to [5]): first requirements for information objects and components are identified whose violation could impact the previously identified requirements for the activities. Then, security requirements for nodes are specified. At the end, the threats which impact the requirements are identified. It is naturally to identify several threats for the same requirement for a model element, in contrast to identification of requirements where only one requirement for an element is identified for one security objective. These threats may be the cause of violations of any requirement for an element in the Enterprise Model.

1. Incorrect fulfilment of duties by employees and managers violates requirements on the business layer.

2. The threats impacting applications required for the activities violate requirements for components. Internal administration staff (also former administrators) are more probable potential attackers at this level. Skilled outsiders, which can find and exploit vulnerabilities by themselves, also should be considered.

3. The threats impacting physical security and system software required for correct operation of nodes (e.g., operating system, database, etc.) are identified on the physical layer. At this level outsiders are the main attackers, though also insiders should not be neglected.

Example 4 The general requirement for the BP is the prevention of fraud. Going down through the hierarchy of requirements we determine the threats for activities (e.g., Rating manipulations for INTERNAL RATING activity, commit fraudulent transaction for payment by CASH), data (e.g., unauthorized modification of USER’S DATA), components (e.g., corrupt rating engine), nodes (e.g., capture control over RATING SERVER). The following threats are identified for nodes: worms, viruses, hacker attacks (attacks using various exploits), Trojan horses. Components can be affected by back doors, phishing and password guessing attacks on the components requiring authentication and advance hacker attacks with home-made application-specific exploits. The business elements can be affected by a dishonest employee abusing his power (e.g., not performing internal rating check or deliberately modifying data).

Note, that though, in theory, some requirements can be connected with themselves (i.e., there are circles) these situations are not very practical and are not considered in this paper. On the business level the circle could be formed by "input" and "output" dependencies (see Figure 2) between Business Processes and Information Objects. Although a situation in which a BP compromises an information object and then, processing the information object compromises itself, is possible, we consider such a situation as improbable. A circle may be also formed by a link between several nodes (e.g., network...
connection) but data for our analysis (Section 5) is more likely to be taken from security logs of the nodes and thus we already have the total number of attacks for the node.

4 Protection Appraisal DAG

In order to estimate the assurance of a BP we need a suitable data structure derived from the Enterprise and BP models. The mathematical structure we use for our approach is Protection Appraisal DAG (Directed Acyclic Graph). In [16] we described the process in details and provided algorithms for building the Protection Appraisal DAG using a BP as well as for the reconstruction of the BP. In this work we extend the model on the architecture of the enterprise.

Initially, a Protection Appraisal DAG (PAD) is built from a BP specified in the extended BPMN (as it is done in Figure 2). In short, for each activity we add a node (called appraisal node) which denotes the security requirement for this activity. The top node is a general node corresponding to the BP as a whole. The appraisal nodes which correspond to the activities of sub-processes (source set) are connected to the (target) appraisal node for the decomposed activity with a decomposition edge. If we have several alternatives (several sub-processes) to fulfill the same activity we draw several decomposition edges leading to the same target node starting from different source sets. In case an activity is outsourced we add an additional node and connect it with the appraisal node for the outsourced activity. This is done because the expected values of assurance indicators depend on the trust levels of the partners.

A similar strategy holds for converting the Enterprise Model. All enterprise elements are represented with appraisal nodes. Several appraisal nodes (source nodes) are connected with a target node with one decomposition edge if the elements corresponding to the source nodes are required for operation of the element corresponding to the target node.

Example 5 In Figure 4 we show the part of the Protection Appraisal DAG built for the RATING CHECK sub-process. The nodes are colourized differently according to their type of enterprise model element to enhance clarity. To clarify the mapping between Figure 2 and Figure 4 we marked nodes by abbreviating their names (e.g., the nodes corresponding to INTERNAL RATING ENGINE are marked as IRE). All nodes denoting outsourcing relations have suffix “-O”, e.g., EXTERNAL CHECK 1 and 2 are denoted by EC1-O, EC2-O. We did not illustrate all threats but only those relevant for INTERNAL RATING activity, INTERNAL RATING ENGINE and two servers where the engine may run. Other threats should be attached similarly. Note, that the threats are connected with the target node directly for enterprise nodes only (e.g., for MAIN SERVER (MS)) while for other elements (impacted also by lower elements) the contributions of the threats are attached to the hyperedge leading to the target node (e.g., for INTERNAL RATING ENGINE (IRE)).

In general each source node in the Protection Appraisal DAG contributes differently to the appraisal of a target node. The different contributions can be captured by assigning several weights to each decomposition edge. For the sake of simplicity, we sometimes just say “assign weights” to an edge when we mean that several sets of weights should be assigned to the edge. Each weight has its own meaning depending on the dependency it belongs to.

Definition 1 A Protection Appraisal DAG (PAD) is a quadruple \( \langle Q, E, F_e, L_e \rangle \) where \( Q \) is a set of appraisal nodes of a BP and an Enterprise Model and \( E \) is a set of decomposition edges. Each decomposition edge is an ordered pair \( \langle S_q, q \rangle \) from an arbitrary nonempty set \( S_q \subseteq Q \) (source set) to a single node \( q \in Q \) (target node). \( L_e \) is a set of edge-dependant labelling functions which assign a set of vectors of weights to each edge. \( F_e \) is a set of edge-dependant propagation functions which compute the indicators for a target node taking as arguments indicators for source nodes.

\(^2\)In fact, we have to use a hypergraph-like structure (called FD-graph) if we want to attach several weights to one edge, but this is not important for the purpose of this paper.
A classical problem in the graph theory is finding the “shortest”, i.e. optimal, path. In our approach the “shortest” hyperpath determines the architecture with the highest assurance (with the best values of the assurance indicators). In our previous work [15] we proposed a polynomial algorithm for finding the shortest path using a monotone function as an aggregation function. This algorithm works with only one requirement/indicator. In particular we used a weighted function: The function for an edge $e = (S, q)$:

$$F_e = \sum_{q_i \in S} w_i * I_{q_i}$$ (1)

where $I_{q_i}$ means the value of indicators for the node $q_i$ belonging to the source set $S$; $w_i$ is a corresponding weight for the edge. In this work we also use the same weighted function applied for each requirement separately. The weights used for the aggregation function for a BP have the following meanings presented in Table 1.

<table>
<thead>
<tr>
<th>Relation</th>
<th>Formula</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>flow, sequence</td>
<td>$w_i = t_{q_i}/t_q$</td>
<td>Relative time of execution. $t_{q_i}$ - average time for execution of an activity $i$; $t_q$ - average time of execution of the target activity (whole sub-process)</td>
</tr>
<tr>
<td>choice</td>
<td>$w_i = p_i * t_{q_i}/t_q$</td>
<td>Relative time of execution multiplied by the probability to choose branch $i$</td>
</tr>
<tr>
<td>loop</td>
<td>$w = 1$</td>
<td>No change of the indicator.</td>
</tr>
<tr>
<td>outsourcing</td>
<td>$w = 1/T_p$</td>
<td>$T_p$ - trust level of partner $p$.</td>
</tr>
</tbody>
</table>

Table 1: Weights for structural activities
where $p_{req,j}$ - the probability to impact the considered requirement and $p_{el}^j$ - the probability that the considered element will be impacted (but not another one). $p_{el}^j$ may be seen in most cases as a relative time of execution of a higher layer element element using a lower layer one (e.g., the relative time of execution of INTERNAL CHECK on MAIN SERVER) which can be taken from business process descriptions.

Many of the components can be reused. $p_{el}^j$ component is the same for all components of the same vector of weights. $p_{req,j}$ domain independent and can be used for all vectors on the same level for the same requirement. $p_{el}^j$ component for all threats is equal to 1.

5 Assessment

After creation of the Protection Appraisal DAG the analyst identifies the values of leaf appraisal nodes, i.e., the values of assurance indicators for all threats. The data are received from history records or estimated by security experts. Note that, monitoring events on the business layer require trusted logging procedures in order to have reliable logs. If the activity is outsourced to a subcontractor the values are taken from the corresponding contract.

Now we have a classical problem of finding the “shortest” path: the root set $Q'$ is a set of all leaf appraisal nodes (corresponding to all possible threats) and the target is the top node, which is the general node denoting the quality of protection for the whole process. Our algorithm presented below searches for a multi-objective shortest path (and values) with non-superior functions in a hypergraph using pareto-optimal principle. Unfortunately, the multi-objective optimal path problem is not polynomial, though the algorithm may be significantly optimized [9]. On the other hand, we claim that the algorithm proposed below is polynomial in depth and in number of paths because it is based on the our algorithm from [15].

The main problem with multi-objective cases is that we cannot make an unambiguous decision while comparing two vectors of values (value vector, in the sequel).

Example 6 Imagine that we evaluate two security objectives: prevent fraud and keep the loan process confidential. We cannot make an optimal decision while choosing the best host for the INTERNAL RATING ENGINE if it is known that: (i) the POST-PROCESSING SERVER is more probable to be used for corrupting the INTERNAL RATING ENGINE than the MAIN SERVER, but (ii) it is less used for compromising confidentiality of the results of the rating check rather than the MAIN SERVER.

The best thing we can do is to use the Pareto optimality principle to compare vectors. We should compare all elements in two vectors one by one. If all values in one value vector are bigger than in the other one we can make an unambiguous decision eliminating the former vector from further consideration. Note, that such decision can be made only if the aggregation function is monotone in all its variables (e.g., weighted function). If at least one element in the first vector is less than the corresponding element in the second one then we should propagate both vectors. These vectors are called non-dominated, because non of them dominates others.

Below we present the algorithm for computing all non-dominated paths. The algorithm is based on [15] and adapted for multi-objective optimal shortest path problem using [14].

In the algorithm by indicator we mean the triple: $i = (V, e, 2I)$, $i \in I$ where $V$ is value vector, $e$ - the last traversed edge, and $2I$ is a set of indicators of source nodes of the edge $e$ which were used for calculation of the value vector $V$. We also assume that all nodes are marked with numbers of edges leading to them and all edges are marked with number of source nodes.

The main Algorithm 1 works similar to the one presented in [15] but the calculation of indicators and their comparison should be specified for a multi-requirement analysis.

We will get several possible indicators by computing value vectors (Algorithm 2). The number of possible indicators we get is equal to the multiplication of the number of indicators for the source nodes. In order to store the path each indicator stores the last edge and all indicators used for calculation. The indicators must be checked for dominance and all dominated indicators must be removed (Algorithm 3).
Algorithm 1 Optimal multi-objective hyperpath

Require: \( PAD = (Q, E, F_e, L_e) \): Protection Appraisal DAG;
\( I_{Leaf} \): set of indicators for leaf threats;

Ensure: \( I \): real; set of indicators for all nodes

1. Assign maximum indicators to appraisal nodes;
2. Assign premise indicators \( (I_{Leaf}) \) to leaf appraisal nodes;
3. Add leaf appraisal node to a working set;
4. while working set is not empty do
   5. Take randomly a node \( q' \) from the working set;
   6. for each outgoing edge from \( q' \) \( (\langle S_q, q \rangle, q' \in S_q) \) do
      7. Mark the node as visited;
      8. if All source nodes from \( S_q \) are visited then
         9. Compute Indicators(\( \langle S_q, q \rangle \));
      10. Mark the edge as traversed;
      11. if all edges leading to \( q \) are traversed then
         12. Choose Non-Dominated Indicators(\( q \));
      13. Add \( q \) to the working set;

Algorithm 2 Compute Indicators

Require: \( \langle S_q, q \rangle \) edge

Ensure: \( I(q) \) set of indicators for node \( q \)

1. for all possible combinations of indicators of source nodes do
   2. Compute the value vector for an indicator;
      \{store the hyperpath for the indicator\}
   3. Assign \( \langle S_q, q \rangle \) and used indicators of source nodes to the indicator.

The algorithm aggregates the contributions caused by identified threats and selects the branches which have the non-dominated security indicators. The results of the run of the algorithm is twofold: (i) we receive the set of non-dominated security vectors for the architecture as a whole; (ii) the set of optimal hyperpaths which indicate the most secure system architectures.

At the end of propagation we can compare all non-dominated vectors using ALE analysis [10] and choose the best one, and the best hyperpath correspondingly.

6 Related works

A business oriented perspective on security has long been argued for by many authors in the field [11, 22]. Combining model-based approaches with risk and security methods [13, 19] has in this regard been a path followed by a variety of researchers and practitioners in the last years.

An academic approach that is following a model-based risk analysis is CORAS [3]. CORAS approach uses models mainly for descriptive purposes and to visualize and communicate security aspects to various stakeholders. In contrast we use models to depict dependencies and enhance them with a mathematical model to assess the overall security of the architecture.

Suh and Han [23] use a business model to identify business functions in order to evaluate the relative importance of information assets for these functions. Suh and Han focus solely on the security requirement of operational continuity. For this purpose they use a measure to denote the relative importance of technical assets for business functions.

Morali et al. are using a model-based approach assess confidentiality [18]. Their approach is also based on a model of the architecture and the aggregation of values along the identified dependencies. Our work is different with regard to the weights assigned to these dependencies.

Jürgens [8] has developed the UMLSec approach for model-based security engineering based on UML. UMLSec is an extension of UML that can be used to express security relevant information in UML.
Algorithm 3 Choose Non-Dominated Indicators

Require: $q$ - evaluated node
Ensure: $I(q)$ - Indicators for $q$

{remove all dominated indicators}
1: for all indicators of $q$ do
2: if indicator is dominated then
3: Remove the indicator

 diagrams of a system. The approach is mainly targeted towards secure system development while we use a enterprise modeling to analyse functional dependencies between business and technical artifacts.

From a security evaluation perspective our work is close to analysis of attack trees. In attack trees the main goal of an attacker (can be seen as violation of the general requirement) is hierarchically decomposed on more concrete steps, fulfillment of which could lead to accomplishing the general goal [21, 17]. Using Enterprise and BP models for construction of Protection Appraisal DAG make goal decomposition more objective. We also provide a quantitative analysis which is based on a well-known risk assessment technique.

In contrast to [2] we first aggregate values (number of attacks in a period of time, which is similar to Annual Rate of Occurrences) and then estimate the impact for business security objectives rather than consider threats separately without linking them with the objectives.

Clark et. al. [6] also aggregated risk levels using an attack tree in order to evaluate the impact on enterprise’s mission (business goal), but for aggregation the authors used number of existing vulnerabilities on leaf nodes treating them as risk measures which differs from classical Risk Assessment. Also none of the attack tree based evaluation approaches helps to choose the more secure architectural design.

7 Conclusion

In this paper we presented the approach which outlines how using Enterprise and BP models can help to select the most secure architecture for a BP among several alternatives. The approach also takes into account that some parts of the process or architecture may be outsourced to external partners which may have different trust levels. The analysis considers evaluation using several requirements at once. We supported our approach with algorithms for the aggregation of indicators and selecting the non-dominated architectures. The analysis eliminates all dominated alternatives and returns only the architectures which cannot be easily compared. For such alternatives we proposed to use the well-known ALE analysis to make an unambiguous decision.
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Abstract. Trust models are used to minimise the risk of sharing information between participants by evaluating the interactions between participants that are in a specific relationship. A trust value that represents the trustworthiness of this relationship is determined. Trustworthiness has a direct impact on the security requirements of relationships. The number of interactions required to determine a trust value, over and above the normal interactions, are in most cases too high and therefore hampering the successful implementation of trust models. In order to minimise the volume of interactions between participants, the work reported on in this paper employs the concept of prejudice filters. Prejudice is defined as a negative attitude towards communicating participants based on stereotypes. This paper discusses the practical implementation of prejudice filters as an extension to existing trust models. Empirical results demonstrate the advantage of employing prejudice filters in an example.
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1 Introduction

Trust models have been proposed to minimise the risk of sharing and successfully analysing information [1, 2]. Such trust models rely on the abstract principle of trust for controlling which information is shared and with whom. Furthermore, trust models evaluate the participants of an interaction and assign a numerical value, known as a trust value, to the interaction. This trust value is used to determine the restrictions placed on the interaction and the nature of the information shared. It therefore has a direct relationship with the number and type of security mechanisms that are required for establishing a secure interaction. The process of trust analysis occurs in respect of all interactions that a participant running a trust model encounters and can lead to an overwhelming communication load on a network. Another potential problem that arises during the process of establishing trust involves the level of comprehensiveness required by the analysis process. Having a large number of strict rules defined in a trust relationship limits the communications a participant will be able to participate in, while at the same time adding to the analysis load. Furthermore, lower trust levels result in higher security requirements.

The authors of this paper are particularly interested in the confluence of trust and security. The primary aim is to investigate problems in the security domain where the solutions can benefit from the trust domain. This is dependant on investigating practical implementations of trust models which guided the authors to focus on the number of interactions required to establish trust levels. Therefore; the concept of prejudice filters was introduced in earlier work[3].

Prejudice is an extension of the concept of trust-building processes and is defined as a negative attitude towards an entity, based on stereotypes. It is important to note that the negative nature of prejudice allows a role for negative assumptions in evaluating trust.
Prejudice affects trust by allowing negative assumptions to be made about certain groups. These negative assumptions are based on prior knowledge and experience with such groups. All entities of a certain stereotyped group are placed in the same category. This not only allows assumptions to be made, but also simplifies the processing that is required before trust can be established [4]. A participant now needs to analyse only those attributes about which it does not have assumptions. A participant is also allowed to completely distrust another participant, simply because the latter falls into a category that is perceived as negative.

Many conceptual trust models, of which some already include the concept of prejudice filters, are available today. However, very few of these models have been successfully implemented and employed in software as found in industry today. It is therefore the objective of this paper to demonstrate the feasibility of a trust model implementation employing the concept of prejudice filters. The paper also discusses empirical results obtained from a prototype implementation.

The remainder of the paper is structured as follows: Section 2 focuses on related work, as well as on previous work done by the authors of this paper. Section 3, focuses on the design of a prototype to implement prejudice filters in trust models. Section 4 conveys the empirical results of the research and Section 5 concludes the paper.

2 Related Work

The authors refer to research work in three areas that are related to this paper: trust, trust models and prejudice filters.

2.1 Trust

Trust is a subjective concept – the perception of trust is unique to each individual. Even though there are several definitions of trust, there is general consensus about the need for trust. Trust is ultimately required to reduce complexity created by (for example) large complex environments. Trust allows for certain assumptions to be made and hence simplifies the information that an individual is required to analyse.

Nooteboom [5] defines trust as a four-place predicate, stating that (1) someone has trust, (2) in something, (3) in some respect (i.e. competence, intentions, benevolence) and (4) under some conditions. Gambetta [6] approaches trust in a more technical manner, formalising trust values as a range of values. Although this approach is rather ambiguous since the same value can be interpreted differently by different individuals, it provides scientists with a means by which to mathematically formalise what is inherently an abstract, intangible concept.

2.2 Trust and Security

The confluence of trust and security investigates how trust can play a role in searching for solutions in the security domain. The inherent properties of open distributed environments including amongst others web services, grid computing, cloud computing, and peer-to-peer networks, demand novel ways of implementing information security services such as access control. Confidence in open distributed environments is usually problematic and can be enhanced by security and trust. Wong and Sycara [25] showed that by adding security and trust to a multi agent system you increase user’s confidence that the agents will behave in an expected and predetermined manner. They specifically address the security problems of agent masquerading and insecure communication. Another interesting area where trust and security are playing an increasingly important role is that of reputation systems. In [26] it is argued that the importance of ensuring the secure implementation of reputation-based systems cannot be over emphasized.
The authors of this paper are primarily interested in investigating the confluence of trust and security. However, the remainder of the paper at hand focuses on the practical implementation of trust models. Therefore the reader should note that security and trust would not be discussed in the remainder of this paper.

2.2 Trust models

Trust models are code constructs that rely on the concept of trust to assign a trust value to an interaction. This trust value is then used to control and restrict the interaction. Trust models have been proposed to allow participants who have not interacted previously to communicate with one another. These models further allow trust in participants to change as environments and circumstances change.

Different ways of establishing trust are critical to all trust models. These include, but are not limited to, recommendation, reputation, observation, institution and experience [7, 8, 9, 10, 11]. In order to change trust over time, trust models also update trust. A wide range of trust models have been proposed in literature. These include Aberer and Despotovic’s P-Grid system for managing trust in a peer-2-peer environment [12]; the localised trust model for ad hoc networks by Luo et al. [13]; the computational model for trust and reputation proposed by Mui, Mohtashemi and Halberstadt [14]; and Abdul-Rahman and Hailes’s trust reputation model [1]. Seeing that it is beyond the scope of this paper to elaborate on all of these models, the latter was focused on to demonstrate and compare empirical results regarding the implementation of prejudice filters.

The trust reputation model of Abdul-Rahman and Hailes [1] allows peers to share recommendations. Furthermore, this model is well structured and it implements the concepts of direct trust, recommendation and reputation. The model is cited by several experts who have made a worthy contribution towards research into trust [7, 12, 14, 15].

The model developed by Abdul-Rahman and Hailes is briefly summarised as follows: A subset of direct experiences and recommendations is summarised in order to obtain a trust value. Experiences are recorded in two separate sets with a view to differentiating between those that are a result of direct trust and those that are linked to a recommendation. These trust values are separated by the particular context for which they are formed, resulting in several trust values for a single participant, depending on the context. In order to obtain a direct trust value for a particular participant in a particular context, this model relies on a basic system of counters. For every participant within a specific context, a participant has four counters. The four counters used in this model are counters for very good, good, bad and very bad. They represent various trust levels, namely very trustworthy, trustworthy, untrustworthy and very untrustworthy. The counters are incremented as a result of the interactions in which a participant participates. The trust reputation model executes a MAX function on these four counters, thus returning the counter that has the highest value for that particular participant in a specific context. The trust counter with the highest value indicates the trust level to be assigned to that participant.

According to Ramchurn et al. [16] basic interactions among participants go through three main phases. These phases are negotiation, execution and outcome evaluation. Trust plays an essential part in all three of these phases. This is illustrated by Figure 1.

Two participants attempting to communicate with one another are first required to establish a communication link, usually initiated by one participant and accepted by another. This process initiates a negotiation process whereby two participants negotiate various parameters, such as the security level of information that is to be shared or the services for which permission will be granted, that will define boundaries of the interaction. A trust value for the interaction is defined through comprehensive analysis of logical rules. The simplest way of storing and implementing these rules is to have them present in a list that the participant accesses and processes. In Figure 1, storage of these rules occurs in the trust definition list.
The successful negotiation and establishment of a trust value triggers an analysis of the trust value. Provided the trust value is above a certain acceptable threshold, the transaction execution process is started. Trust models control the context of the interaction during the execution phase, limiting trust given and hence controlling which information or services are accessible and which are not.

Once transaction execution has terminated, the results of the interaction are sent to the transaction evaluation process. This process evaluates the results and updates the trust definition list in either a positive or negative manner. Negative updating of the logical rules occurs due to business transaction failure, while business transaction success will trigger a positive update.

The evaluation of trust among participants is a time-consuming process that requires comprehensive evaluation of the defined logical rules in order to attain an accurate trust value to be used during an interaction. Only once the trust value has been obtained, the participants will decide whether to participate in a transaction or not.

In a networking environment, the amount of possible participants that will request participation in such an interaction can be vast. To successfully assess another participant, participants pass several messages to obtain the required information that is to be analysed against the defined trust parameters. For instance, the formal model for trust in dynamic networks proposed by Carbone, Nielson and Sassone [17] passes delegation information between participants in order to create a global trust scheme. Delegation allows a particular participant to trust another participant, based on the fact that the other participant is trusted by participants that the participant in question trusts. This reliance on the passing of messages exposes the network to the possibility of network overload. Another potential problem arising during the process of establishing trust is the level of comprehensiveness required by the analysis process. Having a large number of strict rules define a trust relationship limits the communications a participant will be able to participate in, while at the same time adding to
the analysis load. Rules that are too generic open the system up to a higher level of risk by allowing a participant to participate in interactions with other participants that have not been fully analysed for trustworthiness.

Prejudice filters have been proposed to lessen the number of interactions that require comprehensive trust evaluation [18] so as to solve the problems mentioned above. Stereotyped grouping of interactions allows for characteristics to be assumed instead of evaluated in detail. It also allows trust evaluation to focus on characteristics that are not assumed, instead of evaluating the interaction against the entire list of logical rules that represent expectations.

2.3 Prejudice filters

In order to understand the concept of prejudice filters, an understanding of prejudice is required. Prejudice is an extension of the concept of trust-building processes and is defined as a negative attitude towards an entity, based on stereotype. It is important to note that the negative nature of prejudice allows negative assumptions in order to evaluate trust. Prejudice influences trust by allowing certain negative assumptions to be made about certain groups. These negative assumptions are based on prior knowledge and experience with such groups. All entities of a certain stereotyped group are placed in the same category, allowing assumptions to be made and simplifying the processing required before trust can be established [19]. This way a participant only needs to analyse attributes it does not have assumptions about in order to adjust trust value. A participant is allowed to completely distrust a participant simply because it falls into a category which it perceives as negative.

The concept of prejudice filters was introduced by Wojcik et al. [3]. In order to understand the remainder of this paper better, a brief summary of the concept of prejudice filters as introduced by Wojcik et al. [3] is provided in this section. Participants see prejudice filters as simplified trust rules that rely on the concept of prejudice to limit the number of interactions that a participant needs to analyse in detail. Prejudice filters rely on definitions of attributes that lead to distrusted interactions. For example, if a participant has interacted with another participant from a specific organisation and the interaction failed in terms of expectations, future requests from participants belonging to the same organisation will be discriminated against.

Figure 2 illustrates how prejudice filters extend a trust model, based on the work of Ramchurn et al. [16] as originally depicted in Figure 1. A prototype based on the trust model presented in Figure 2 was implemented to experiment with the concept of prejudice filters.
Existing trust models rely on various means of establishing trust, which include recommendation, reputation, third party reference, observation, propagation, collaboration, negotiation and experience [1], [2], [8], [10], [17], [20], [21], [22], [23], [24]. Based on these, five means of implementing prejudice filters have been identified by the authors in order to simplify the extension of existing models to include prejudice. These five are as follows [13]:

Learning: When using the learning filter, prejudice is not defined explicitly. A participant relies on ‘first impressions’ to learn prejudice. If an interaction fails, the participant analyses the interaction’s attributes and looks for unique attributes of other interactions that were previously encountered and found to be successful. These unique attributes are used to create a category to be used as a prejudice filter.

Categorisation: A participant creates various categories that are trusted. If an interaction request does not fall into a trusted category, the participant filters out that interaction in a prejudiced manner. This can also be implemented in a reverse manner where a participant creates categories that are distrusted and filters out communications that fall into those categories. Categories can also be created to represent various levels of trust. Any interactions falling into such categories are assigned the default trust value associated with that particular category.

Policy: Policies define the operational environment in which a participant exists and affect parameters of interactions that are regarded acceptable. Policy-based prejudice filters out interactions with participants whose policies differ from the participant doing the filtering. One way of doing this is to request data on the country a participant resides in. Such data defines the laws and culture that bind business interactions for that participant, as well as controls the means in which data and confidentiality are handled.

Path: Path-related prejudice allows a participant to refuse an interaction, simply because of the fact that the path of communication between two participants passes through a distrusted participant.
**Recommendation:** Participants that are trusted to make recommendations are known as recommender participants. Implementing prejudice by using recommendation allows a particular participant to only trust other participants that are trusted by the particular participant’s recommender participants.

The above five filters can be incorporated into current trust models to extend their capability, while at the same time allowing for these filters to merge with a particular trust model’s main philosophy. Just as some models use a combination of concepts to implement the concept of trust, interrelated filters can be implemented in different combinations in order to optimise their effectiveness [3].

### 3 Prototype Design

This section provides a functional description and explains the structural design of the prototype.

#### 3.1 Functional description

As many trust models are or will be implemented on the Internet, specifically in a web services environment, we have chosen a virtual environment where one participant requests a service from another. The prototype implementation therefore emulates several participants in a given service-oriented environment. Since a participant is not allowed to perform its own service, it is required to request the service from another participant. If the other participant accepts this request, the service request is serviced.

It should be noted that, since the prototype runs as a simulation, the five filters, as mentioned in the previous section, are not all implemented. Instead, only one filter is implemented and merely simulated by means of timers. To do this, each participant in the prototype has a timer that records the length of time it takes to service a request. If participant A requests an interaction, it initiates a timer on its own side. It times the participant who is performing the request and stops the timer as soon as it receives a response. The time taken to receive the response defines the way in which participant A perceives the experience. The participant performing the service also has its own timer, because trust is considered to be unique to each participant participating in an interaction. The participant that performs a service initialises its timer when it sends a message that confirms the completion of the service and waits for acknowledgement. The time taken to receive such an acknowledgement determines the experience used to determine the trust levels.

According to Abdul-Rahman and Hailes’s model [1], each participant possesses a set of trust counters pertaining to other participants that it knows and has interacted with. Since the trust counters refer to experiences that are very good, good, bad and very bad, they determine the level of trust a participant has in another participant. The counters are evaluated in the course of determining a trust level for another participant. The counter that returns the highest value when analysed by means of a MAX function determines the trust level given to an interaction. The four trust values associated with the counters are $\text{vt}$ (very trustworthy), $t$ (trustworthy), $u$ (untrustworthy) and $\text{vu}$ (very untrustworthy) and link to the four experience counters (vg, g, b and vb) respectively. In order to update the counters, each participant needs to evaluate the experience. Experience evaluation occurs by analysing the timers each participant possesses.

#### 3.2 Structural design

The prototype is a console-based application written in C# and it runs on Microsoft.NET. Abdul-Rahman and Hailes’s trust reputation model [1] was modified to include constructs that can be used by the prejudice filters. This was accomplished by storing the domain a
participant belongs to, as well as a participant’s identity (ID) and context. A broad overview of the structure of the prototype is given in Figure 3.

![Class diagram of the prototype implementation](image)

**Fig. 3. Class diagram of the prototype implementation**

The structure of the prototype consists of four key classes and the relationships between them. The four key classes are Agent, Agent Directory, Request Header and Agent Environment. The Domain value (in the Agent class) determines the environment in which a participant resides. Hence, this domain is used to implement the prejudice filter.

A participant also possesses two sets of counters. The first set of counters is labelled as interaction counters used to record statistical information. For example, these counters keep track of the total number of interactions that have been initiated and completed by a particular participant and other participants that it interacts with. The second set of counters (trust counters) keeps track of the participant’s trust-related data. The set contains counters for vg (very good), g (good), b (bad) and vb (very bad), which record the experience grades of an interaction.

Participants communicate and interact with other participants, as illustrated by the relationship labelled ‘I’ in Figure 3. A single participant may interact with one or more other participants to accomplish a given task. The prejudice filters are implemented on the participant side and they are contained in some of the participant’s methods. The Request() method allows a participant to request a service. Such a participant looks for a suitable participant by considering the trust counters it possesses for every other participant. If a suitable participant does not exist, the participant contacts the Agent Directory class and requests the Agent Directory class to return participants in the environment that it does not have trust counters for. Prejudice filters are implemented on the request side by allowing a participant to filter participants based on information it receives from the Agent Environment class. The Agent Environment class in turn receives this information from the Agent Directory class. The Accept() method allows a participant to accept service requests from other participants. Prejudice filters are also implemented on the accept side by allowing a participant to check the domain that a request is coming from. The Confirm() method allows participants to confirm receipt of a service and ultimately terminate a connection. Trust updates are performed on the request as well as the accept side, as both the participant that
requests a service and the participant that accepts a service are required to update the trust relationship according to their own perceptions.

The Agent Environment class is made up of one or more participants, and it controls the simulation data (labelled ‘II’ in Figure 3). The Agent Environment class controls the participants that have been defined, and it contains the various time-related data that the participants use. This time-related data includes RequestDueTimes (the exact time when a participant makes a request), ResponseTimes (the time it takes a participant to respond to a request) and ConfirmTimes (the time taken to confirm a service received).

The Agent Environment class uses the Agent Directory class (labelled ‘III’ in Figure 3) to keep track of all the participants within the environment. The Request Header class is simply a token that every participant possesses (labelled ‘IV’ in Figure 3) when that participant interacts with another participant.

4 Experimental Results

As an agent interacts with other agents, it gains experience and the experience gained influences the trust this agent has in other agents. In order to experiment with these experiences, the authors considered the impact of incremental trust establishment over time and the influence of experience. This was done by changing the number of iterations in the execution of the prototype. The simulation, presented in this paper, was run ten times without the prejudice filter and subsequently ten times with the prejudice filter, incrementing the number of iterations with each simulation. Table 1 records the results of the simulation without the prejudice filters and Table 2 records the results with the prejudice filters.

Table 1. Agent A’s simulation results without prejudice filters

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vb</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>b</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>g</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>vg</td>
<td>3</td>
<td>5</td>
<td>7</td>
<td>6</td>
<td>9</td>
<td>8</td>
<td>9</td>
<td>1</td>
<td>1</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 2. Agent A’s simulation results with prejudice filters

<table>
<thead>
<tr>
<th>Number of iterations</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Results</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>vb(f)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>b(f)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>g(f)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>vg(f)</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
<td>24</td>
<td>28</td>
<td>32</td>
<td>35</td>
<td>37</td>
</tr>
</tbody>
</table>

All the results recorded in Table 1 were from Agent A’s perspective and illustrate the trust data recorded by Agent A. During each iteration, each agent made one request for a service. The rows of each table list the four counters that Agent A possesses. The value next to each counter represents the number of experiences that resulted in a particular experience grade for Agent A during the given simulation run. These counters record the sum of all the different experiences Agent A had with all other agents in the environment. Consequently we are interested in the total number of experiences, defined by a particular experience grade, of Agent A. For instance, the first data column in Table 1 shows that when the simulation was
run for a single iteration, Agent A had three vb (very bad), one b (bad), zero g (good) and three vg (very good) experiences overall.

The simulation with prejudice filters filtered out the agents that took a long time before responding. Table 2 demonstrates a clear decrease in bad experiences and an increase in good experiences overall. Figure 4 illustrates what happens to the number of interactions within each trust experience grade across the spectrum of vb, b, g and vg. The bold line represents the data recorded with the prejudice filter, while the dashed line represents the data recorded without the filter. Figure 4 clearly illustrates a drastic increase in the number of very good experiences when prejudice filters are used. As the number of iterations increased, the number of very good experiences increased more dramatically when using a prejudice filter than when not using a prejudice filter. The bad and very bad experiences decreased remarkably, because the domain that resulted in bad experiences due to long delays in ResponseDueTime and ConfirmationTime (as shown in Figure 4), was filtered out.

![Figure 4. Comparing vg counters with and without prejudice filters](image)

5 Conclusion

In summary, one may perceive the notion of introducing prejudice filters for trust models as merely a variation from reputation-based trust models, namely negative reputation trust models. There are, however, substantial differences. The main advantage of implementing prejudice filters in trust models is the positive impact it has on the performance of a system. In contrast, reputation-based systems, be they positive or negative, still requires many more information sourcing activities and computational events resulting in high overheads.

The overall results indicated that prejudice filters have a positive impact on trust. Not only did the number of failed interactions drop remarkably, but the number of successful interactions also increased remarkably. The incorporation of prejudice filters in trust models helped to minimise communication loads in a network, as a significantly decreased amount of analysing needed to take place.
A meaningful extension of this research in future could involve the defining of more detailed and specific implementations of the various types of prejudice filters. This would include the standardisation of the protocols required to carry trust-related information, so that participants who run different trust model implementations can have a standard way of acquiring and identifying the data that is important to their specific implementations.
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Abstract

In open multiagent systems, agents are owned by a variety of stakeholders and can enter and leave the system at any time. Therefore, trust is a fundamental concern in effective interactions which is a key component of such systems. In this paper, we propose a trust model for autonomous agents in multilateral environments based on hidden Markov models and reinforcement learning. By this combination, the reliability of the hidden Markov model will be improved since its parameters are re-estimated after training of the model with the reinforcement learning module.

1 Introduction

The rapidly changing environments of the Internet suffer from problems related to fragile trustworthiness of its millions of active entities, which can be humans or mobile agents. This problem is nontrivial, as more and more commercial transactions get carried out over the Internet. Therefore, devising an effective approach for verification of trustworthiness in such complex environments is essential, since trust mechanisms play a key role in the security of the entities. Also the trust establishment is nontrivial, since the traditional and social means of trust cannot be applied directly to the virtual settings of these environments, because in many cases the involved parties did not have any previous interaction. In such scenarios, trust management techniques may be used to stimulate service quality and acceptable user behavior in online markets and communities, and also sanction possible unacceptable user behavior.

Application of autonomous agents in large-scale open distributed systems presents a number of new challenges such as:

\begin{itemize}
  \item Agents with different characteristics can enter the system and interact with one another.
  \item Each agent tries to maximize its individual utility because it represents a specific stakeholder with various objectives.
  \item Agents may change their identities on re-entering the system to avoid punishment for any past wrong doing.
  \item Agents should decide how, when, and with whom to interact without any guarantees that the interaction will actually achieve the desired benefits.
\end{itemize}

\textsuperscript{1}Centre for Quantifiable Quality of Service in Communication Systems Centre of Excellence" appointed by The Research Council of Norway, funded by the Research Council, NTNU and UNINETT.
http://www.q2s.ntnu.no
Agents are faced with significant degrees of uncertainty in making decisions since it is impossible to obtain perfect information about the environment and the interaction partners’ properties. In such circumstances, agents have to establish appropriate trust in each other in order to minimize the impact of the uncertainty associated with interactions [10].

The goal of an agent in a dynamic environment is to make optimal trust decisions over time. Learning trust serves such a purpose by biasing the agent’s action choices through information gathered over time. An agent can base its action choice on prediction of the other agents’ behaviors or directly on the reward (the outcome of the interaction) received from them. Reinforcement learning is a systematic method that associates an agent’s action with its rewards.

In reinforcement learning, an agent need not explicitly model other agents since its action can be directly based on the rewards. Thus this learning method is particularly useful for cases where agents have little knowledge about each other. An agent in a multiagent system may know little about others because information is distributed. Even when an agent has some prior information about others, the behavior of others may change over time. It is therefore natural to apply a learning algorithm.

Our model consists of trust estimation and trust learning modules. The former and latter are constructed from Hidden Markov Models (HMM) and Reinforcement Learning (RL), respectively. The model parameters of the HMM are re-estimated after having learnt about its environment from the reinforcement learning module. The proposed method enables us to improve the model reliability when dealing with a dynamic environment that changes over time.

2 Related Work

In [5] a trust model using a Markov model is proposed. In this work the Markov chain is defined as the chain of aggregated reputation values corresponding to a sequence of consecutive time slots. The current state vector shows the repute value of the reputation queried at time slot $N$. The Markov matrix of a given agent denotes the probability of that agent transiting from one trustworthiness level to another trustworthiness level based on its past behavior captured using the Markov chain. In order to determine the probability of an agent transiting from trustworthiness level $A$ to trustworthiness level $B$, based on the Markov chain, they use the ratio of the number of times that agent has transited from trustworthiness level $A$ to trustworthiness level $B$ to that of the total number of times that the agent has transited from trustworthiness level $A$ to any other trustworthiness level. The future state vector of the agent is determined by multiplying the current state vector with the Markov matrix. The same authors also proposed a method for determining the effectiveness of their Markov model for predicting the future trustworthiness value of a given agent by utilizing simulation methods [6]. This paper presents the simulation method that they employed in order to determine the effectiveness of the Markov model in detail.

In [12], the authors compare the effectiveness of probabilistic computational trust systems. They conclude that most probabilistic trust models are unrealistic, as the models allow for no dynamic behavior, and outline the idea of a trust model based on a hidden Markov model to cope with this problem. In [13], the authors have developed a hidden Markov model based approach to measuring an agent’s reputation as a recommender. This approach models chained recommendation events as an HMM. The features of the trust model are: (1) no explicit requirement of chained recommendation reputations; (2) flexible recommendation network with presence of loops; and (3) integration of learning speed into trust evaluation reliability. In [7] an architecture for trust management in ubiquitous environments that deals with digital signatures and user presence in a uniform framework is proposed. This architecture includes inferences about user presence from incomplete sensor signals based on an HMM.
3 The Proposed Model

Our model consists of trust estimation and trust learning modules constructed from Hidden Markov Models (HMM) and Reinforcement Learning (RL) as depicted in Figure 1. The model parameters of the HMM are re-estimated after having learnt about its environment from the reinforcement learning module. The proposed method enables us to improve the model reliability when dealing with a dynamic environment that changes over time. Similar approaches combining reinforcement learning and HMMs applied to motion recognition can be found in [4] and [2].

In the following sections we will start with describing some assumptions and limitations of this work, thereafter we present the stochastic modeling approach and details of the hidden Markov modeling.

3.1 Model States

An agent can be in a trusted, neutral or untrusted state at any given time. An agent is in an untrusted state if it has been behaving in a malicious way in previous interactions, it is in a trusted state if it has shown good behavior. If its behavior has been a mixture of good and bad, or if it has not yet given any signs of its behavior, it is in the neutral state.

When an agent joins the system it is most likely in a neutral state, but there is also a small probability that it is in the untrusted state. Since it has not yet interacted with any of the other agents, no positive observations of its behavior have been made, so it can not be in a trusted state.

After joining the system the agent has a probability of becoming trusted or untrusted as it is interacting with other agents, depending on its behavior. We model trust as a dynamic variable, changing with time. This allow us to capture the behavioral characteristics of agents that are behaving good for a certain time, but then suddenly start misbehaving.

3.2 Modeling of Agent Trustworthiness

In this section we will present an HMM for the trust relationship of agents in a multiagent system.

We model the agent interaction as a stochastic process. This means that we assume that there is a random time interval between each agent interaction and that the behavior of a node is only dependent on the current state of the node. The state of an agent can be characterized by whether or not it is behaving in a malicious manner in its interactions with other agents.
When using a continuous time Markov model to model the state of an agent, we make the following assumptions; all information about the agent is contained in the state, observations are independent given the current state, and state occupation time is negatively exponentially distributed.

When agents are interacting, an agent makes its opinion about the trustworthiness of the other agent based on the outcome of the interaction. After a random time interval these two agents meet again, and based on their belief about the other agent’s trustworthiness they may decide whether or not to make an interaction. Since an agent’s behavior can be changing with time it is not necessarily the case that an agent is in the same state as it were at the last encounter. An agent can only do its best guessing about the trustworthiness state of an other agent based on its own previous direct experiences with said agent and recommendations from other agents in the system. This means that the system state is hidden, and hence we use the HMM approach.

The system we consider is a multiagent system and we want to use the model to estimate the behavior of each single agent. An agent in the system rates all of the other agents after an encounter. An agent can only do its best guessing about the trustworthiness state of an other agent based on the outcome of the interaction. After a random time interval these two agents meet again, and based on their belief about the other agent’s trustworthiness they may decide whether or not to make an interaction. Since an agent’s behavior can be changing with time it is not necessarily the case that an agent is in the same state as it were at the last encounter. An agent can only do its best guessing about the trustworthiness state of an other agent based on its own previous direct experiences with said agent and recommendations from other agents in the system. This means that the system state is hidden, and hence we use the HMM approach.

The system we consider is a multiagent system and we want to use the model to estimate the behavior of each single agent. An agent in the system rates all of the other agents after an interaction and uses an HMM per agent to decide and predict whether or not another agent is malicious. The HMM is updated from observations, that is the ratings after direct experiences or recommendations requested from other agents.

An HMM consists of a finite set of $N$ hidden states $S = \{s_1, \ldots, s_N\}$ with an associated probability distribution. The state of the monitored agent is described by a discrete time Markov chain $x_k = x_1, x_2, \ldots$ where $x_k \in S$ is the possibly hidden state of the node at sampling instant $k$. $P_k = \{p_{ij}^k\}$ is the set of state transition probabilities, $p_{ij}^k = P(x_{k+1} = s_j \mid x_k = s_i)$, $1 \leq i, j \leq N$, where $x_k$ is the current state of the system. $\pi = \{\pi_i\}$ is the initial state distribution, where $\pi_i = P(x_1 = s_i)$, $1 \leq i \leq N$. The output from the agent ratings is classified by the set of observation symbols $V = \{v_1, \ldots, v_M\}$. Let $y_k = y_1, y_2, \ldots$ denote the sequence of observations, where $y_k \in V$ is the observation made at sampling instant $k$. The HMM consists of two stochastic processes; the hidden process $x_k$, and the observable process $y_k$ that depends on $x_k$. The relation between $x_k$ and $y_k$ is described by the probability distribution matrix $B = \{b_j(m)\}$, where $b_j(m) = P(y_k = v_m \mid x_k = s_j)$, for $1 \leq j \leq N$, $1 \leq m \leq M$. See for instance [8] for a more extensive introduction to HMMs.

In our model we define three states, that can be characterized by the behavior of the agent, thus $N = 3$ and each individual state is denoted $S = \{s_1, s_2, s_3\}$. The first state is the trusted state $s_1$, where the agent is not showing any malicious behavior, the second state is the neutral state $s_2$, where the outcome of interactions can be ambiguous, the third state is the untrusted state $s_3$ where the agent is showing malicious behavior.

We have not made any assumptions about time between observations, and there is no direct relation between observations and state-changes. As a consequence the system could have made zero, one or more transitions during the time between to successive observations.

The time when observation number $k$ is produced is denoted $t_k$. Time between observation $k - 1$ and observation $k$ is denoted $\delta_k = t_k - t_{k-1}$.

### 3.3 State Probability Distribution

The transition rate matrix $\Lambda = (\lambda_{ij})$ is describing the dynamics of the system. To simplify the notation of equations and algorithms we will use $i$ and $j$ instead of $s_i$ and $s_j$. The relation between system states and the transition rates is given by

$$
\lambda_{ij} = \begin{cases} 
\lim_{dt \to 0} \frac{P(x(t + dt) = j \mid x(t) = i)}{dt} & \text{if } i \neq j \\
\sum_{j \neq i, j=1}^{N} -\lambda_{ij} & \text{if } i = j 
\end{cases}
$$

(1)
Since observations are received at irregular intervals, the running transition probabilities
\[ p_{ij}^k = P(x(t + δ_k) = j | x(t) = i) \] depend on the time since last observation \( δ_k \), and have to be calculated each time an observation is received. The running transition probability matrix \( P_k = (p_{ij}^k) \) can be derived from Kolmogorov’s equations [11] as follows
\[ P_k = e^{Λδ_k}. \] (2)

For large state spaces this calculation can be quite expensive, but in our case the state space is small, and the calculations inexpensive. Let \( γ_k = (γ_k(i)) \) denote the state probability distribution at time \( t_k \) given all observations received until time \( t_k \), \( γ_k(i) = P(x_k = i | y_k) \) where \( y_k = y_1, \ldots, y_k \). We will use ten observation symbols \( V = \{v_1, v_2, \ldots, v_{10}\} \), where the first five symbols are the ratings an agent make after a direct interaction and the last five symbols are ratings received as recommendations from other agents. The ratings are given in the form of trustworthiness values ranging from 1 to 5, where 1 corresponds to “very trustworthy”, 2 to “trustworthy”, 3 to “moderate”, 4 to “untrustworthy”, and 5 to “very untrustworthy”. Algorithm 1 is used to update the current state distribution \( γ_{k-1} \), based on the following inputs: \( k \) the observation index, \( γ = γ_{k-1} \) the current state distribution, \( y = y_k \) the current observation, and \( δ = δ_k \) the time between the current observation and last observation. In addition to the dynamic variables listed above, the following parameters are assumed to be available for the algorithm: the transition rates \( Λ \), the initial state distribution \( π \), and the two observation probability matrices \( B^ψ \), where \( B^1 \) is used for the direct observations \( v_1, \ldots, v_5 \), and \( B^2 \) is used for the implicit observations in the form of recommendations \( v_6, \ldots, v_{10} \).

**Algorithm 1 Update state probability distribution**

**Require:** \( k, ψ, γ, y, δ \)

\[ P_k ← e^{Λδ_k} \]
\[ B ← B^ψ \]

if \( k = 1 \) then
  for \( i = 1 \) to \( N \) do
    \[ α(i) ← b_i(y)π_i \]
    \[ γ(i) ← \frac{b_i(y)π_i}{\sum_{j=1}^{N} b_j(y)π_j} \]
  end for
else
  for \( i = 1 \) to \( N \) do
    \[ α(i) ← b_i(y) \sum_{j=1}^{N} γ(j)p_{ji}^k \]
  end for
  for \( i = 1 \) to \( N \) do
    \[ γ(i) ← \frac{α(i)}{\sum_{j=1}^{N} α(j)} \]
  end for
end if
return \( γ \)

Algorithm 1 was originally proposed in [3], it is based on dynamic programming and uses a set of temporary variables. During the processing of observation \( y_k \) the value stored in \( α(i) \) represents the following probability \( α(i) = P(y_k, x_k = s_i) \), also known as the *forward variable*. By using dynamic programming in the estimation of \( γ \), the complexity of an update is reduced from \( O(2kN^k) \) for a straight forward calculation, to \( O(N^2) \). Scaling of the \( α(i) \) is used in order to prevent problems related to underflow, for more details see the forward-backward procedure described in [8]. It should be noted that Algorithm 1 is an on-line algorithm and very efficient,
it does not require the agents to keep any history of past observations in memory. The history of observations and the values of some of the running variables are, however, required for the more computationally expensive re-estimation of model parameters as explained later.

4 Learning of Model Parameters

The parameters of an HMM are usually set by offline training of the model with a large data set. Since we want the model to reflect the more realistic dynamic behavior of the multiagent system and also optimize the agents’ trust-related behavior, we will use an online learning of the HMM parameters with reinforcement learning. Reinforcement learning (RL) [14] is a machine learning technique for solving decision problems of mapping actions to states based on interactions with the environment. The actions of an agent in the multiagent system could for instance be whether or not it should interact with another agent, based on its belief about the state of the other agent derived from the HMM. Such a mapping from state to action is called a policy. In RL the agents will learn policies based on feedback from the environment that is calculated based on a reward function.

A simple reward function for the multiagent trust model can be defined as follows:

1. If an interaction was made, and the agent’s rating of the other agent’s behavior was given the values 1, 2 or 3, a positive reward is given.
2. If an interaction was made, and the agent’s rating of the other agent’s behavior was given the values 4 or 5, a negative reward is given.
3. If no interaction was made, a zero reward is given.

The RL framework also includes a value function \( Q(s, a) \) which estimates the reward obtained if action \( a \) is performed in state \( s \).

**Q-learning** [15] is a well-known RL algorithm that updates the value function in each step so that the agent policy converges to the optimal one. Q-learning works even though the state transition probabilities are unknown to the agent. In our approach we will use the output of the Q-learning to improve the HMM by updating the state transition rate matrix according to the learned optimal policy.

Since the current state of an agent is hidden in our trust model, we will instead use the state probability distribution \( \gamma \) that is calculated after each observation, and learn the function \( Q(\gamma, a) \). A variant of the Q-learning algorithm suitable for this case where the current state is only partially observable, and accounting for the fact that the domain of \( Q \) is not discrete and finite, can be found in [1]. Following this approach we associate a value \( q(i, a) \) with each hidden state \( s_i \), and approximate \( Q(\gamma, a) \) as

\[
Q(\gamma, a) \approx \sum_{i=1}^{N} \gamma(i)q(i, a).
\]

Learning \( Q \) is done by adjusting all the \( q \) values after each action \( a \) and immediate reward \( r \) according to the Q-learning rule:

\[
q(i, a) = (1 - \beta\gamma_k(i))q(i, a) + \eta\gamma_k(i)(r + \sigma\max_a Q(\gamma_{k+1}, a)),
\]

where \( \eta \) is the learning rate and \( \sigma \) is a discount factor. The learning proceeds as follows, when an agent encounters another agent it will get the current state probability distribution \( \gamma_k \) belonging to this particular agent from its corresponding HMM and execute the action with
the largest $Q(\gamma_k, a)$. After the action is performed, the agent receives the reward, the next step state probability distribution $\gamma_{k+1}$ is output from the HMM, and the Q-learning updating rule from Equation 3 is applied. The process is repeated at the next encounter between the agents. It should be noted that the observations to the HMM coming from recommendations will not result in actions or rewards, only the direct experiences in the form of agent interaction will trigger the reinforcement learning module in the trust model.

When the agent encounters another agent for the first time, the parameters of the HMM will be set to default values, and the model might not properly predict the system dynamics. A newcomer to the system should not be expected to be in the trusted state, as such a starting point would encourage agents to change their identities and re-enter the system frequently. It is therefore better to assume that agents are most likely neutral or untrustworthy to start with, and then they have to prove themselves trustworthy by behaving good in the interactions.

As the agent learns about the behavior of the other agent through direct experience and recommendations, the HMM parameters should be updated in order to improve the predictiveness of the model. We suggest that the state transition rates $\Lambda$ and the observation probabilities $B$ of the HMM are updated after a predetermined number of Q-learning steps, e.g. by the Baum-Welch algorithm which finds the maximum likelihood parameter estimate. See [8] for a detailed explanation of the Baum-Welch algorithm.

Given a sequence of $K$ observations the Baum-Welch algorithm makes use of the backward variable $\beta_k(i) = P(y_{k+1}, \ldots, y_K|x_k = s_i)$, which is the probability of the observation sequence from next step and until the end given that we are in the state $s_i$ at time-step $k$. The backward variable is found inductively by setting $\beta_K(i) = 1$ and then recursively calculating $\beta_k(i) = \sum_{j=1}^N p_{ij} b_j(y_{k+1}) \beta_{k+1}(j)$. The re-estimation procedure calculates the joint probability $\xi(i, j) = P(x_k = s_i, x_{k+1} = s_j | y)$ of being in state $s_i$ at time-step $k$ and state $s_j$ in time-step $k + 1$ as

$$\xi(i, j) = \frac{\alpha_k(i) p_{ij} b_j(y_{k+1}) \beta_{k+1}(j)}{\sum_{i=1}^N \sum_{j=1}^N \alpha_k(i) p_{ij} b_j(y_{k+1}) \beta_{k+1}(j)}.$$  

For re-estimation of $p_{ij}$ according to Baum-Welch we use

$$p_{ij} = \frac{\sum_{k=1}^{K-1} \xi(i, j)}{\sum_{k=1}^{K-1} \gamma_k(i)},$$

where the nominator is the expected number of transitions from state $s_i$ to state $s_j$, and the denominator is the expected number of transitions from state $s_i$. For re-estimation of the observation symbol probabilities the following equation is used

$$b_j(m) = \frac{\sum_{k=1}^K \gamma_k(j)}{\sum_{k=1}^K \gamma_k(j)},$$

where the nominator is the expected number of times in state $s_j$ and observing the symbol $v_m$ and the denominator is the expected number of times in state $s_j$.

Algorithm 2 implements the re-estimation of the parameters. In order to avoid problems related to underflow we use scaling of the backward variable as described in [8] and [9]. The proof of correctness of the scaling procedure is given in the Appendix A. Algorithm 2 takes as input all the $K$ different $\alpha_k$ and $\gamma_k$ vectors, which are calculated by Algorithm 1, as well as all the different $P_k$. This means that these values need to be stored in the agent’s memory together with the history of observations for the re-estimation procedure. To simplify the implementation we will combine the two observation probability matrices into one single matrix $B$ for the re-estimation algorithm. The observation probabilities are modeling the uncertainties
Algorithm 2 Re-estimation of parameters

Require: $P, \gamma, y, \alpha, B, K$

for $i = 1$ to $N$ do
    $\hat{\beta}_K(i) \leftarrow \frac{1}{\sum_{i=1}^{N} \alpha_K(i)}$
end for

for $k = K - 1$ to $1$ do
    for $i = 1$ to $N$ do
        $\hat{\beta}_k(i) \leftarrow \frac{1}{\sum_{j=1}^{N} \alpha_k(j)} \sum_{j=1}^{N} p_k^i b_j(y_{k+1}) \hat{\beta}_{k+1}(j)$
        for $j = 1$ to $N$ do
            $\xi^k(i,j) \leftarrow \gamma_k(i) p_k^j b_j(y_{k+1}) \hat{\beta}_{k+1}(j)$
        end for
        $\hat{\gamma}_k(i) \leftarrow \sum_{j=1}^{N} \xi^k(i,j)$
    end for
end for

for $i = 1$ to $N$ do
    for $j = 1$ to $N$ do
        $p_{ij} \leftarrow \frac{\sum_{k=1}^{K-1} \xi^k(i,j)}{\sum_{k=1}^{K} \hat{\gamma}_k(i)}$
    end for
end for

for $m = 1$ to $M$ do
    for $j = 1$ to $N$ do
        $b_j(m) \leftarrow \frac{\sum_{k=1}^{K} \gamma_k(j)}{\sum_{k=1}^{K} \hat{\gamma}_k(j)}$
    end for
end for

return $B, P$

associated with observations. This means that when we re-estimate $b_j(m)$ elements associated with the direct observations, i.e., the agent’s own ratings after interactions, we are evaluating the reliability of the agent itself when it comes to making good trust decisions. The elements associated with the recommendations are re-estimated as an evaluation of the reliability of the recommending agents. In this context we do not model the trustworthiness of each recommender separately, but this could be done as an extension of the model.

5 Conclusions and Future Work

We have proposed a novel trust model for multiagent systems where the goal of an agent is to make optimal trust decisions over time in a dynamic environment. An agent bases its action choice on a prediction of the other agents’ behaviors according to the HMM trust estimation module following the Q-learning greedy policy. Since this is a policy that tends to the optimal one over time, the model learning algorithm will be training the HMM with sequences of observations that will positively impact the end goal.

As this is just a preliminary theoretical model, without any simulation results yet, there are many directions of research that may be explored to improve our work. We would like to see if it is possible to additionally train the model to making the best decisions about when to ask other agents for recommendations. Application of the model to a variety of trust scenarios and a comparison to other proposed trust models is of course the prime interest of our future work.
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Appendix A  Scaling of the forward and backward variables

We want to use scaling of the forward variable and the backward variable, to avoid problems related to underflow. Since, without scaling, these variables consist of a large number of terms of value significantly less than 1. This appendix will give a detailed explanation of the scaling procedure for the implementation of the Algorithms 1 and 2, as proposed in [8] and [9]. We have that

$$\alpha_k(i) = \begin{cases} 
\pi_i b_i(y_k) & \text{if } k = 1 \\
 b_i(y_k) \sum_{j=1}^{N} \alpha_{k-1}(j)p_{ji} & \text{if } k > 1
\end{cases}$$

(4)

where $\alpha_k(i)$ is the forward variable without any scaling. We want to compute the scaled forward variable

$$\hat{\alpha}_k(i) = C_k \alpha_k(i),$$

(5)

with scaling coefficient

$$C_k = \frac{1}{\sum_{j=1}^{N} \alpha_k(j)}.$$  

(6)

Let us use the notation $\bar{\alpha}_k(i)$ for the running value of the forward variable as it is used in the implementation before scaling, and $c_k$ for the running value of the scaling coefficient. The recursion for calculating the scaled forward variable can then be expressed as:

Initialization:

$$\bar{\alpha}_1(i) = \alpha_1(i)$$

$$\hat{\alpha}_1(i) = \frac{\alpha_1(i)}{\sum_{j=1}^{N} \alpha_1(j)}$$

For $k > 1$:

$$\bar{\alpha}_k(i) = b_i(y_k) \sum_{j=1}^{N} \hat{\alpha}_{k-1}(j)p_{ji}$$

$$c_k = \frac{1}{\sum_{j=1}^{N} \hat{\alpha}_k(j)}$$

$$\hat{\alpha}_k(i) = c_k \bar{\alpha}_k(i)$$

We want to prove that this recursion realizes the scaling as expressed in Equation 5. For $k = 1$ the scaling coefficient is $c_1 = C_1 = \frac{1}{\sum_{j=1}^{N} \alpha_1(j)}$, so the scaling is exactly as in Equation 5. For $k > 1$ we can use a proof of induction as follows:

$$\bar{\alpha}_k(i) = b_i(y_k) \sum_{j=1}^{N} \hat{\alpha}_{k-1}(j)p_{ji}$$

$$= b_i(y_k) \sum_{j=1}^{N} C_{k-1} \alpha_{k-1}(j)p_{ji} \quad \text{(by application of Equation 5)}$$

$$= C_{k-1} \alpha_k(i) \quad \text{(by application of Equation 4)}$$
This gives us the relation
\[
c_k = \frac{1}{\sum_{j=1}^{N} \bar{\alpha}_k(j)} = \frac{1}{C_{k-1} \sum_{j=1}^{N} \alpha_k(j)}
\] (7)

We can then express \( \hat{\alpha}_k(i) \) as
\[
\hat{\alpha}_k(i) = c_k \bar{\alpha}_k(i) = \frac{C_{k-1} \alpha_k(i)}{C_{k-1} \sum_{j=1}^{N} \alpha_k(j)} = \frac{\alpha_k(i)}{\sum_{j=1}^{N} \alpha_k(j)}
\]
so the recursion used is indeed realizing the scaling as given in Equation 5, which was what we wanted to show. Furthermore, by combining Equations 6 and 7, we get the relation
\[
C_k = C_{k-1} c_k = \prod_{\kappa=1}^{k} c_{\kappa}
\]

Recall the definition of the backward variable:
\[
\beta_k(i) = \begin{cases} 
1 & \text{if } k = K \\
\frac{b_i(y_{k+1}) \sum_{j=1}^{N} \beta_{k+1}(j) p_{ij}}{\sum_{j=1}^{N} \beta_{k+1}(j) p_{ij}} & \text{if } k > K 
\end{cases}
\]

For the scaling of the backward variable let us define the scaling coefficient
\[
D_k = \prod_{\kappa=k}^{K} c_{\kappa}
\]
which gives us the relation
\[
C_k D_{k+1} = \prod_{\kappa=1}^{k} c_{\kappa} \prod_{\kappa=k+1}^{K} c_{\kappa} = C_K
\]

Let us denote by \( \hat{\beta}_k(i) \), the scaled backward variable
\[
\hat{\beta}_k(i) = D_k \beta_k(i)
\] (8)
and let us denote by \( \bar{\beta}_k(i) \), the running backward variable as it is used in the implementation before scaling. The recursion for calculating the scaled backward variable is given by

Initialization:
\[
\hat{\beta}_K(i) = \beta_K(i) = 1 \\
\hat{\beta}_K(i) = D_K = c_K
\]
for \( k < K \):
\[
\hat{\beta}_k(i) = b_i(y_{k+1}) \sum_{j=1}^{N} \hat{\beta}_{k+1}(j) p_{ij} \\
\hat{\beta}_k(i) = c_k \bar{\beta}_k(i)
\]

Note that the running value of the scaling coefficient will be the same \( c_k \) as was used in the scaling of the forward variable. For \( k = K \) the Equation 8 is trivially fulfilled. The correctness
of the recursion for $k < K$ can be shown by induction as follows

$$
\hat{\beta}_k(i) = b_i (y_{k+1}) \sum_{j=1}^{N} \hat{\beta}_{k+1}(j) p_{ij}
$$

$$
= b_i (y_{k+1}) \sum_{j=1}^{N} D_{k+1} \beta_{k+1}(j) p_{ij}
$$

$$
= D_{k+1} \beta_k(i)
$$

we can then rewrite $\hat{\beta}_k(i)$ as

$$
\hat{\beta}_k(i) = c_k \beta_k(i) = c_k D_{k+1} \beta_k(i) = D_k \beta_k(i)
$$

hence, the recursion is realizing the scaling in Equation 8.
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Abstract

Like any other Internet-based service VoIP servers can be the target of denial of service attacks. While operators will certainly deploy various mechanisms to prevent such attacks, detecting and preventing DoS attacks is not a trivial task. Attacks can be disguised as legitimate VoIP traffic so distinguishing between a denial of service attack or a sudden surge in traffic due to some event is not always possible. Hence, VoIP servers need to incorporate mechanisms that would deal with the attack in a manner that would not lead to a complete service interruption. In this paper, we propose a new approach called the Receiver-based SIP Overload Control Algorithm (R-SOCA) which aims at stabilizing the behavior of a VoIP server during overload situations and preventing a complete collapse of the service. R-SOCA is designed so that it takes the cause of the overload as well the nature of the overloaded resource into consideration. R-SOCA was implemented in a SIP proxy and tested under various conditions. The test results show the ability of this algorithm to stabilize the performance of SIP proxies even under a denial of service attack.

1 Introduction and Motivation

VoIP servers constitute the core components of any VoIP infrastructure. These servers are responsible for processing and routing VoIP signaling traffic and supporting various advanced services such as call forwarding or voicemail. From a technical point of view, a Voice over IP service resembles to a greater extent an email service than a traditional telecommunication service. VoIP components use the same physical infrastructure as email services, the same transport protocols and very often the same operating systems and hardware. Hence, it is only natural to expect that a VoIP system can suffer from the same security threats as an email system or any other system in the Internet.

The goal of a denial of service (DoS) attack is to prevent legitimate users from using the attacked VoIP servers and to prevent them from initiating or receiving calls. This can be achieved by flooding a VoIP server with a high number of useless requests that deplete one or more resources of the host such as bandwidth, memory or CPU. Thereby, the VoIP server would be overloaded and would not have sufficient resources left for serving legitimate requests. Work done in [9] suggests that overload situations not only reduce the performance of a VoIP server but can finally lead to a complete standstill of the complete VoIP service. To withstand sudden increases in traffic or temporary lack of resources, VoIP servers need to implement overload control mechanisms that try to prevent a complete depletion of their resources.

Currently, most VoIP services are based on the session initiation protocol (SIP), [12]. SIP, however, does not offer sufficient mechanisms for handling overload situations. Hence, in this paper, we describe a new overload control scheme designed to be used by SIP-based VoIP
servers. The scheme called Receiver-based SIP Overload Control Algorithm (R-SOCA) aims at reducing the load on VoIP servers by shedding traffic proportionally to the measured overload status. R-SOCA is designed so that it takes the cause of the overload as well the nature of the overloaded resource into consideration. R-SOCA is designed to improve the performance of the SIP proxies without the need to standardize new features of SIP or to realize some cooperation or feedback between SIP proxies.

In Sec. 2 we take a brief look at possible causes of overload and the current status of congestion control for SIP. R-SOCA is then presented in Sec. 3. To test the performance of R-SOCA, R-SOCA was implemented as part of a SIP proxy. The test results are described in Sec. 4. In our performance investigation we investigate the capability of R-SOCA to stabilize the behavior of a SIP proxy under various attack models. Sec. 5 finally summarizes the paper and describes the open issues that will need to be solved in future work. Note that in the context of this paper only SIP proxies will be mentioned. However, the proposed solution applies equally well to all other kinds of SIP components such as PSTN gateways or back-2-back user agents.

2 Background and Related Work

In its simplest form a SIP-based VoIP service consists of user agents (UA), proxies and registrar servers. The UA can be the VoIP application used by the user, e.g., the VoIP phone or software application, a VoIP gateway which enables VoIP users to communicate with users in the public switched network (PSTN) or an application server, e.g., multi-party conferencing server or a voicemail server.

The registrar server maintains a location database that binds the users’ VoIP addresses to their current IP addresses.

The proxy provides the routing logic of the VoIP service. When a proxy receives SIP requests from user agents or other proxies it also conducts service specific logic, such as checking the user’s profile and whether the user is allowed to use the requested services. The proxy then either forwards the request to another proxy or to another user agent or rejects the request by sending a negative reply.

A SIP proxy acts in either statefull or stateless mode. In the statefull mode, the proxy forwards incoming requests to their destination and keeps state information about each forwarded request until either a reply is received for this request or a timer expires. If the proxy did not receive a reply after some time, it will resend the request. In the stateless mode, the proxy would forward the request without maintaining any state information. In this case the user agents would be responsible for retransmitting the request if no replies were received. As the statefull behavior reduces the load on the user agents and provides the service provider with greater session control possibilities, e.g., forwarding the request to another destination if the first one did not reply, statefull SIP proxies are usually used by VoIP providers.

With regard to the SIP messages we distinguish between requests and replies. A request indicate the user’s wish to start a session (INVITE request) or terminate a session (BYE request). We further distinguish between session initiating requests and in-dialog requests. The INVITE request used to establish a session between two users is a session initiating request. The BYE sent for terminating this session would be an in-dialog request. Replies can either be final or provisional. Final replies can indicate that a request was successfully received and processed by the destination. Alternatively, a final reply can indicate that the request could not be processed by the destination or by some proxy in between or that the session could not be established for some reason. Provisional responses indicate that the session establishment is in progress, e.g., the destination phone is ringing but the user did not pickup the phone yet.
SIP proxies constitute the core components of a VoIP service and will have to handle signaling traffic arriving from thousands if not millions of user agents. In this paper we will therefore concentrate on providing a solution for handling congestion scenarios that might influence the behavior of SIP proxies.

From the brief description of SIP-based VoIP services, it is obvious that there are two main resources that might get overloaded at a SIP proxy, namely, CPU and memory. CPU resources are used for parsing incoming messages and executing service specific tasks which might include writing logging information, reading from a database or evaluating a user’s profile for example. When acting in transaction statefull mode, memory will be consumed at the SIP proxy for maintaining various transaction state information related to the request. This memory will be dedicated for this transaction until either a final reply was received for this request or some timer expires. [12] specifies that a proxy is supposed to keep these state information for several seconds or even a few minutes depending on the exchanged requests and replies. Besides these two main resources several other resources are essential to the proper working of a SIP proxy. This includes the number of free processes or threads in a multi-process implementation, see [15], the number of busy ports and disk space. Due to space limitations we will not consider these resources in this paper.

CPU and memory could get overloaded at a SIP proxy due to various reasons such as:

- Denial of service (DoS) attack: DoS attacks on a SIP proxy can take different forms and target either the memory consumption of the server or the CPU -or both [6].
  - Flooding attacks: With these kinds of attacks, an attacker generates a large number of SIP requests. Even if these requests end up being dropped by the proxy, the proxy will first have to parse and process them before deciding to either forward, reject or drop them. Depending on the number of generated requests, such attacks can misuse a large portion of the CPU available to the proxy and reduce the amount of CPU available for processing valid requests.
  - Memory attacks: This is a more intelligent kind of attack in which the attacker sends valid SIP requests that are forwarded by the proxy to destinations that do not answer properly. With each forwarded request the proxy will maintain some transaction state. If the destination of these requests does not answer at all, then the proxy will keep on trying for some time, 32 seconds, the so called Timer B in [12], before it can delete the state information. If the destination answers with a provisional response but not with a final one, then the proxy will have to keep the transaction state for at least 3 minutes, the so called Timer C in [12].

- Flash crowds: Flash crowd scenarios describe a sudden increase in the number of phone calls in the network. An example for this is when thousands of users want to vote on a TV show. This sudden increase in the number of calls will result in an increase in the required CPU and memory at the server.

- Unintended traffic: Software errors or configuration mistakes can cause one or more user agents or SIP proxies to send unintentionally multiples of the amount of the traffic they usually generate. Even though the excess traffic is not generated with malicious intent it is just as useless as DoS traffic and can just as well cause an overload situation.

- Software errors: Software errors include memory leak problems or infinite loops. Memory leak would deplete the available memory in a similar manner as a memory DoS attack. An infinite loop could block the proxy from serving SIP requests.
The session initiation protocol (SIP) is specified in the RFC 3261 [12]. While this specification describes the behavior of a SIP proxy in general, it does not provide much guidance on how to react to overload conditions. [12] indicates that a server that is not capable of serving new requests, e.g., because it is overloaded, could reject incoming messages by sending a 503 (service unavailable) reply back to the sender of the request. Additionally, the 503 reply includes a retry-after header which indicates to the sender of the request when it can try to resend the request to this server. This would signal the sender to try forwarding the rejected request to another proxy and not to use the overloaded proxy for the retry-after time. In case the overloaded server is contacted by a lot of users then using different values of retry-after would ensure that the traffic arriving at the proxy would only increase gradually. However, in a lot of deployment scenarios a proxy is contacted only by a few other proxies or gateways. In this case using the 503 approach would result in a stop and go traffic behavior at the overloaded proxy which would lead to an oscillative and unstable over all network behavior. Also directing the traffic to other proxies would usually cause these proxies to become overloaded themselves. Hence, using 503 is more likely to relief the overloaded proxy only when it is facing a lot of user agents and in cases of internal errors, e.g., hardware or software problem, that would prevent the proxy from performing in the expected manner.

In [11] the author discusses the drawbacks of using the 503 reply for indicating overload and the requirements an overload control scheme should fulfill. Among these requirements, is that an overload control scheme should enable a server to support a meaningful throughput under all circumstances, should prevent forwarding traffic to other servers that might be overloaded themselves and should work even if not all servers in the network support it.

Hilt describes in [5] an approach for handling overload based on having the overloaded proxy exchanging load information with its neighboring proxies. The neighboring proxies would then adjust the amount of traffic they send to the overloaded proxy based on this information. While this approach seems to be promising, no simulative or measured results are reported for this work. Further, this approach requires the definition of new headers and replies, making it usable mainly between proxies that implement this solution.

[2] describes an approach for avoiding overload by separating different types of SIP messages into different queues and allocating specific shares of the CPU to the different queues. This approach can help in preventing overload situations when for example the overload is caused by a certain type of messages. However, this approach does not help against memory attacks or flooding attacks that use different kinds of SIP requests. In a related manner, in [10] the author also discusses the possibility of using different queues to prioritize certain messages. The authors in [8] presented initial results comparing a SIP network without overload control, with the built-in SIP overload control and with a rate-based overload control scheme. However, their paper does not discuss issues of denial of service or resource specific overload handling mechanisms.

Using simulations, the authors in [14] compare between a number of window and rate based overload control mechanisms based on the feedback approach. While the results are very promising the applicability of the presented solutions for TCP is not discussed. Also these schemes require cooperating proxies and are not optimized to deal with denial of service attacks or to protect the server’s memory. Similar to some of the approaches discussed above R-SOCA is also designed to prioritize certain traffic in case of overload. However, in addition, R-SOCA takes into consideration the causes of the overload, e.g., DoS attack or flash crowd, in its reaction to overload. R-SOCA further does not require cooperating neighbors so it could be introduced without requiring other servers to support overload mechanisms. Finally, R-SOCA can be applied to servers using TCP as well as UDP.
3 Receiver-based SIP Overload Control Algorithm (R-SOCA)

As discussed in Sec. 2, a SIP proxy is said to be overloaded if one or more of its resources is having a value above some maximal limits. Going above these limits can destabilize the system and even lead to complete failure, see [7]. Hence, the goal of any overload control scheme is to reduce the load on the resources.

Besides aiming at reducing the load on the overloaded resources, R-SOCA was designed with the following additional goals in mind:

1. Keep the amount of used resources at the SIP proxy at predictable levels.
2. While the stability of the SIP proxy is not endangered, aim at serving the engineered load. Engineered load ($E$) is defined as the number of requests the system should be able to deal with. This includes the number of session initiating INVITE messages ($E_I$), number of in-dialog requests ($E_D$), e.g., the requests that are exchanged as part of a dialog such as BYE and re-INVITE messages, number of REGISER messages ($E_R$) and the number of out-of dialog messages such as INFO, OPTIONS or MESSAGE for example ($E_O$). The values for the engineered traffic are defined based on the experience of the manufacturer of the SIP proxy and the expected usage scenario.
3. Prioritize running sessions. This is based on the assumption that a user would be more annoyed if his call gets interrupted or can’t be terminated and he has to pay more because his BYE request was rejected by the SIP proxy than if he could not make a call in the first place.
4. Identify traffic that might be part of a DoS attack and penalize it with a higher rate than other traffic.
5. A SIP proxy implementing R-SOCA will interoperate seamlessly with other SIP entities that have no knowledge of R-SOCA.

3.1 Probabilistic Message Rejection

There are two main resources that need to be protected from getting overloaded: memory and CPU. R-SOCA defines for each resource ($R$), e.g., memory and CPU, two thresholds; a minor ($R_{min}$) and a major threshold ($R_{max}$). Once the minor threshold is exceeded, R-SOCA starts gradually reducing the load on the SIP proxy by rejecting incoming requests with the rejection probability of $P^R_T$. Once the maximum threshold is exceeded, all incoming requests are rejected. The minimum threshold ($R_{min}$) is set to the amount of resources required to serve the so called engineered traffic ($E$). The engineered traffic, is the amount of calls a SIP proxy is expected to receive and process successfully under normal operational conditions, e.g., no DoS attacks or flash crowd scenarios. The maximum threshold ($R_{max}$) is set to the amount of resources required to handle some worst case scenarios such as flash crowds.

The major characteristics of R-SOCA can be described as follows:

- At fixed time intervals $T$ the current load status $R_T$ for each resource $R$ is measured and its rejection probability ($P^R_T$) is determined.

$$P^R_T = \begin{cases} 
0 & R_T \leq R_{\min} \\
\frac{R_T - R_{\min}}{R_{\max} - R_{\min}} & R_{\min} < R_T < R_{\max} \\
1 & R_T \geq R_{\max} 
\end{cases}$$

(1)
The rejection probability to be used by the SIP proxy ($P_T$) is then determined as the maximum value of all $P_R^T$. To avoid rapid changes in the rejection probability, an averaged rejection probability ($\hat{P}_T$) is determined as a weighted moving average over time with

$$\hat{P}_T = \hat{P}_{T-1} \times (1 - \sigma) + P_T \times \sigma$$  \hspace{1cm} (2)

For smoothing the rejection probability a $\sigma$ of 0.6 was used. This value proved after a couple of measurements as the best choice between rapid reaction to sudden changes in the traffic and smooth changes of the rejection value.

As the rejection probabilities are determined as moving averages, they will not converge to 0 or 1. Hence, $\hat{P}_t$ is used as follows:

- If $\hat{P}_t \leq 0.05$, then the system is not considered overloaded and no incoming requests will be rejected.
- With $0.05 < \hat{P}_t$, then the system is considered overloaded.
- If any $P_R^T$ had a value of 1 then the system is considered severely overloaded and $\hat{P}_T$ is set to 1.

- when the system is in overload status INVITE requests and out of dialog requests such as REGISTER and MESSAGE will be rejected with probability of $\hat{P}_T$. To ensure that emergency calls are processed even under overload situations, emergency requests should not be rejected. In-dialog requests are not rejected.

- when the system is considered severely overloaded, e.g. $\hat{P}_T$ set to 1, then all incoming requests will be rejected.

The rejection is achieved by sending a 500 reply including a retry-after header indicating that the user agent should resend the request after $T_{retry}$ seconds. The 500 replies are sent in stateless manner. That is, no state information is maintained for them and the negative reply is not retransmitted if no ACK was received. In case the 500 reply is lost the sender would resend the INVITE request. In case the sender receives the 500 reply it will send an ACK request. As the proxy will not find an appropriate transaction state for the ACK it can just drop it.

### 3.2 Denial of Service Protection

Now, it is naturally possible that a DoS attack would consist of sending large amounts of requests that look like in-dialog requests such as BYE messages for example. In such a case, the above mentioned steps would not lead to a reduction of the overload. To accommodate this scenario, for each type of in-dialog requests, the number of such requests ($D$) is counted and compared to the expected number of requests of this type ($D_{en}$). Depending on the used traffic model, see [13], each type of requests will constitute a certain share of the overall requests. So for example if 1000 calls per second are being processed successfully, e.g., the INVITE messages are getting a positive reply from the destination, then we can expect to receive on the average also 1000 BYE requests per second. If more than the expected level of a certain type of requests was received then this can be seen as an indication of a DoS attack and the requests arriving in excess of the expected traffic should be dropped. Hence, the approach of Sec.3.1 is extended as follows:

- During each measurement interval $T$, the number of arriving data packets ($D$) for each type of in-dialog requests is counted.
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• Each type of requests that exceeds its engineered value will be dropped with a probability of \( ((D - D_{en})/D) \). Re-INVITE messages will be rejected instead of dropped with a 500 reply including a retry-after header indicating that the user agent should retry the re-invite after \( T_{retry} \) seconds.

Thereby, the rejection rate of the requests which are suspected to be part of a DoS attack will be set proportionally to the number of requests sent in excess of the engineered load. This rejection probability would, however, still allow the forwarding of the engineered load.

For the case of in-dialog messages, rejecting requests can often have negative side effects. In IMS [1] the session establishment requires the exchange of an INVITE plus a number of PRACK and UPDATE requests. In case the INVITE message was accepted but the PRACK or UPDATE requests were rejected then the session establishment would be prolonged by at least the value of the retry-after indicated in the 500 reply. Also, a user agent that has sent a BYE might not even wait for the duration of the retry-after time \( (T_{retry}) \) indicated in the 500 replies.

As dropped messages will be normally retransmitted, the retransmitted messages will have some chance of passing an overloaded server. That is, with the exponential retransmission approach used by SIP, see [12], a user agent would retransmit an in-dialog request up to 9 times before quitting the session.

The re-INVITE messages can be rejected, as the user agents have to maintain the transaction state anyway and delaying will in general not have a considerable negative effects on the user’s session.

The probability that all retransmitted requests sent by a user agent get dropped can be determined as \( p^n \) with \( p \) being the drop or rejection probability at the proxy and \( n \) being the number of the retransmitted request. Hence, to ensure that the probability that at least one of the retransmitted requests pass through the overloaded server with a probability of \( p_{pass} \), \( p \) should be set in the following manner:

\[
p^n < p_{pass} \quad (3)
\]

\[
p < \sqrt[p]{p_{pass}} \quad (4)
\]

with \( n \) set to 10.

\( D_{en} \) is set to different values depending on the type of the request. For requests that are sent only once in a dialog such as BYE or UPDATE, \( D_{en} \) is set to the following value:

\[
D_{en} = \max(E_I, I) \times B_{en} \quad (5)
\]

with \( I \) as the average value of successful session initiating INVITE requests and \( B_{en} \) as a burstiness factor used to accommodate sudden bursts of traffic.

Re-invite messages occur more often during a session. In this case, \( D_{en} \) would be set to

\[
D_{en} = \max(E_I, I) \times B_{en} \times N_r \quad (6)
\]

with \( N_r \) as the expected number of re-invite messages during a session and can be estimated as the average duration of a session divided by the session update timer, see [3]. The session update timer indicates the frequency with which reINVITE messages are sent.

### 3.3 Burstiness Protection For CPU

On one hand, Internet traffic is rather bursty in nature, see [4]. On the other, resources such as CPU should only be measured as average values over some time intervals. Further, continuously
calculating the rejection rate and updating the system behavior would require a considerable amount of resources. Hence, it is possible that in between two measurement points, a large burst of signaling packets arrives that would require more processing resources than are available to the system. To allow for bursts of traffic an internal traffic counter is used that counts the number of received requests. Once the number of received requests of one type of engineered traffic, e.g., $E_I$, $E_D$, $E_R$, $E_O$ exceeds a certain threshold, $B_{en}$ times the engineered traffic for that kind of requests with ($B_{en} \geq 1$) the excess traffic will be rejected. That is, if for example if during the measurement interval $T$ more than ($E_I \times B_{en}$) INVITE requests were received the proxy will start rejecting all incoming session initiating INVITE requests.

The CPU value is measured every $T$ seconds. As the CPU values $C_T$ oscillate, we use an averaged value of the CPU $\hat{C}_T$ and is determined as

$$\hat{C}_T = \hat{C}_{T-1} \times (1 - \sigma) + C_T \times \sigma$$

For our measurements we used a $\sigma$ value of 0.6.

4 Performance Evaluation

In this section we test the performance of R-SOCA under different traffic conditions.

4.1 Test Environment

To test the performance of R-SOCA we extended a SIP proxy\(^1\) with the required logic. The testbed itself consists of a number of senders initiating calls to a number of receivers through. The SIP requests are sent from the senders to two forwarding SIP proxies which then forward the traffic to the target SIP proxy. The SIP proxies are connected to the network over a Gb/s link, see Fig. 1. The senders and receivers are emulated using the SIPP tool\(^2\). To be able to test R-SOCA the target SIP proxy was extended with the following features:

- Measure the CPU load each $T$ seconds
- Continuously measure the memory used by the proxy
- Count the amount of each type of incoming requests ($D$)
- Execute the R-SOCA logic, e.g., determine the rejection probability ($\hat{P}_T$) and the drop and rejection probability of in-dialog messages
- Probabilistically reject or drop incoming requests if required so by R-SOCA. When there is the need to decide if a request is to be forwarded or rejected a random number between 0 and 1 is generated. If this number is lower than the rejection probability then the request is rejected.

The proxy was configured to support an engineered load ($E_I$) of 2000 calls per second. The burstiness factor ($B_{en}$) was set to 1.7.

4.2 CPU Performance Evaluation of R-SOCA

The minimum threshold ($C_{min}$) was set to 20% of the available CPU. This was determined by measuring the CPU needed for handling the engineered traffic. The maximum threshold ($C_{max}$) was set to 40%.

---

\(^1\)The SIP Express Router was used. See www.iptel.org for more information
\(^2\)SIPP is an open source traffic generator available under http://sipp.sourceforge.net/
Performance of R-SOCA under Heavy Load  In this scenario the performance of R-SOCA is tested when subjected to an incoming call rate of around 10000 session initiating INVITE requests per second which is much higher than the supported engineered load \( E_I = 1000 \). Actually the amount of received traffic results exceeds both the minimum and maximum thresholds. As seen in Fig. 2 R-SOCA manages to keep the CPU load around the maximum threshold \( C_{\text{max}} \). From Fig. 3 we can observe that the CPU load is distributed between processing and rejection of the incoming calls. On the average around 1500 calls per second are still successfully processed and maximally 1700 which is the maximum accepted burstiness level.

Performance of R-SOCA under BYE DoS Attacks  In the previous tests DoS attacks were initiated by sending a large number of INVITEs. In the scenario tested here, the emulated DoS attack consists of a sender sending a constant load of 12000 BYE messages per second. With the DoS protection mechanism of R-SOCA, BYE requests that arrive in excess of the expected values are dropped. With an engineered traffic of 1000 calls per second and the burstiness factor set to 1.7, the expected number of BYEs would be 1700. In general a dropped BYE would be retransmitted by the user agent. However, as it is simpler for an attacker to generate multiple BYE requests instead of keeping a state machine that would be needed for conducting the SIP retransmission behavior, it is assumed here that an attacker will not retransmit a dropped BYE.

Further, \( p_{\text{pass}} \) was set to 10% which results in a maximal allowed drop rate of 79.5%. Thereby, only 10% of the sent BYE transactions will not be able to terminate successfully.

Fig. 4 depicts the behavior of the proxy when it is receiving 12000 BYE messages and 1000 INVITE requests per second. The DoS protection mechanism will result in dropping BYE requests both from the attacker as well as from legitimate users. The dropped BYE requests which were sent by legitimate users are retransmitted leading to an overall rate of incoming BYE requests of around 18000 BYEs per second. From Fig. 5 we can observe that even under
Figure 2: CPU consumption of R-SOCA under heavy load

Figure 3: Call processing behavior of R-SOCA under heavy load
this heavy load of incoming messages, the overall CPU rate is at around 23% which is only minimally higher than the used $C_{\text{min}}$.

Tab. 1 summarizes the results of the measurement. Out of nearly 200000 initiated calls around 15% of the calls were rejected. Out of the successful calls 94% were successfully terminated. 6% of the calls could not be terminated successfully as the sent BYE requests and their retransmissions were dropped by the overloaded proxy. Note that by increasing the value of the maximally expected BYE requests or using a smaller $p_{\text{pass}}$ values would reduce the number of unsuccessful terminations. However, this would mean that a larger number of malicious BYE requests are processed by the proxy and hence would lead to a higher CPU usage which would then increase the call rejection rate.

![Figure 4: Performance of R-SOCA under BYE DoS attack](image)

Fig. 6 depicts the behavior of the proxy when it is receiving 12000 BYE messages and 2000 INVITE requests per second, e.g. double the engineered traffic. We can observe that the proxy in this case will allow for the engineered traffic to pass through. From Fig. 7 we can observe that even under this heavy load of incoming messages, the overall CPU rate is at around 30% which is between the thresholds used for controlling the CPU usage.

Tab. 2 summarizes the results of this measurement. Out of nearly 330000 initiated calls around 50% of the calls were rejected. Out of the successful calls 92% were successfully terminated. 8% of the calls could not be terminated successfully as the sent BYE requests and their retransmissions were dropped by the overloaded proxy.
Figure 5: CPU performance of R-SOCA under BYE DoS attack

Figure 6: Performance of R-SOCA under BYE and INVITE DoS attack
Figure 7: CPU Performance of R-SOCA under BYE and INVITE DoS attack

<table>
<thead>
<tr>
<th>Sent Invites</th>
<th>Successful calls</th>
<th>Successful termination</th>
</tr>
</thead>
<tbody>
<tr>
<td>363662</td>
<td>184290</td>
<td>168857</td>
</tr>
</tbody>
</table>

Table 2: Overall performance of R-SOCA under BYE and INVITE DoS attack
5 Summary and Future Work

In this paper we presented a novel scheme for dealing with overload situations in SIP proxies. The measurement results suggest that R-SOCA can achieve its goals and enable an overloaded SIP proxy to continue serving SIP traffic under high overload situations and denial of service attacks and still keep the resource usage at a pre-defined and expected level.

While already offering very promising results, R-SOCA will have to be extended to support additional features especially in the area of dynamic parameter setting. Currently, the thresholds used for determining the overload status of the SIP proxy are pre-defined and are set based on measurement of the system. Detecting and setting these thresholds dynamically would enhance the efficiency of R-SOCA and reduce the configuration overhead. Measuring the distribution of request types and setting the expected values for each request type dynamically, would further improve the DoS detection and enable R-SOCA to react faster to such attacks.

Finally, besides optimizing the schemes, future work will investigate the performance of R-SOCA in real-live environments and under different usage scenarios.
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Abstract. Message Stream Encryption (MSE) provides obfuscation, data confidentiality, and limited authentication to BitTorrent clients. Although obfuscation of header and payload data was the main design goal of MSE, users understandably still expect data confidentiality and authentication from their BitTorrent clients. In this paper, we present numerous attacks on the MSE protocol itself, independent of clients. We then test many popular BitTorrent clients for vulnerability to these attacks, resulting in a number of serious vulnerabilities in popular clients. These results are timely and significant due to the high penetration rate of BitTorrent clients.
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1 Introduction

In 2004, former CacheLogic now Velocix, a Cambridge, UK company, conducted a six month study in which they concluded that BitTorrent traffic accounted for roughly 33% of all Internet traffic [1]. Although such estimates vary and should be taken with a grain of salt, the proliferation of BitTorrent clients cannot be denied.

As such usage has an adverse affect on network performance, some ISPs have chosen to throttle BitTorrent traffic. In response to this, BitTorrent client developers designed Message Stream Encryption (MSE) [2]. The main design goal of MSE was indeed traffic obfuscation, with secondary goals of confidentiality and authentication.

Surprisingly, instead of using an existing, well-known public protocol as a basis (IPSec, for example), BitTorrent client developers themselves designed the MSE protocol from scratch. To this effect, in this paper we present a number of attacks on the MSE protocol, with vulnerabilities leading to complete key recovery and torrent fingerprint leakage. We apply these attacks to a number of individual clients for many different platforms. The results show that the MSE protocol has a significant number of weaknesses and the protocol description itself leaves too many details up to interpretation.

2 The BitTorrent Protocol

BitTorrent [3] is a protocol designed to distribute large files efficiently across networks. The idea of the protocol is to reduce the cost and burden of a single device when large files are being distributed. This is achieved by distributing the file into multiple small pieces which are then supplied by multiple clients. While devices download files using the BitTorrent protocol, they simultaneously start sharing the same pieces.

BitTorrent network consist of four entities: downloaders, seeders, web servers and trackers. In order to start sharing a file using the protocol, first a torrent file is created. The file includes all information needed to download all the pieces of the shared file. Basically, this means tracker information, the total amount of pieces the file is shared into and hash values of all the pieces. These hash values are used to verify the integrity of the file after the pieces are downloaded. In addition, the file includes a hash file called InfoHash which is computed from the other metadata in the torrent file and thus can be used to identify the specific torrent. In addition to giving the torrent file for users to download, a torrent tracker needs to be informed about the file. The
basic task of the tracker is to keep track of all the seeders of a file and thus help the downloading clients in communication with each other.

The torrent file is uploaded on a web server to be distributed to downloaders. When a user would like to download a file using BitTorrent, he first contacts the web server to download the torrent file. (Message 1 of Figure 1). The file can be downloaded in a number of ways, normally via HTTP or HTTPS. After downloading the torrent file, the BitTorrent client contacts the specified tracker to get the current list of seeders seeding the file to be downloaded. (Message 2 in Figure 1).

After receiving the list of seeders, the client contacts them one at a time (Figure 1: 3a,3b,3c) to download a specific piece of the file the seeder is providing. After downloading a piece (or multiple pieces), the client is able to verify the integrity of the file using the information from the torrent file.

If compared to downloading by traditional means, the speedup of BitTorrent protocol comes from spreading the file over multiple devices. All peers in the BitTorrent network need to seed only small pieces over multiple TCP connections, whereas in traditional web downloading the large files are distributed by single serves over single TCP connections. In addition, in HTTP downloading the file is downloaded in sequential manner, whereas in BitTorrent the pieces are downloaded in randomized order.

![Fig. 1. BitTorrent operation](image)

### 2.1 Torrent Handshake

We briefly describe the handshake of the BitTorrent protocol itself [3]; this takes place in the layer above MSE. The handshake is the first message transmitted between clients and is generally used to ensure that two clients are indeed about to share the same file. The handshake is 49+PStr bytes long and consists of the following fields (in order):

- **PStrLen**: 1 byte. The length of the PStr field.
- **PStr**: PStrLen bytes. Protocol identifier; for torrents, “BitTorrent protocol” and PStrLen=19.
- **Reserved**: 8 bytes. Initially all-zero, used to modify the protocol behavior.
- **InfoHash**: 20 bytes. The SHA1 hash of the info key in the metainfo file; unique identifier for a single torrent.
- **PeerID**: 20 bytes. A unique string identifier for the client. In practice, two bytes are used to identify the client software, four bytes for the client software version, then random numbers.
If a seeder client receives a handshake with an InfoHash they are not serving, they would be expected to drop the connection.

3 Message Stream Encryption

Message Stream Encryption [2] is designed to provide security features to the BitTorrent protocol at a lower layer by acting as a wrapper. The main goal of the protocol is to provide obfuscation for the data streams. This is done to prevent passive eavesdroppers from being able to recognize the protocol that is used. Recently, this has become an issue as some Internet service providers have started to monitor the data streams and in some cases limit the bandwidth of clients using BitTorrent.

In addition to obfuscation, secondary goals of the protocol appear to be providing some level of confidentiality and authentication of the communicating peers; this is evident from the cryptographic primitives being used.

The handshake of the protocol is depicted in Figure 2. The protocol uses Diffie-Hellman key exchange [4] to create a session key (surprisingly, not one of the numerous standard methods for authenticated key exchange [5–7] since a pre-shared secret is available). In addition, a weak shared key is used to provide some level of authentication to the key exchange. The InfoHash value transmitted in the torrent file is used for this weak shared secret, in this case it’s value being similar to a pre-shared key in the context of peer-to-peer networks.

After negotiating the Diffie-Hellman key, the rest of the handshake is encrypted using RC4 [8], with the first 1024 keystream bytes discarded to defeat the attacks in [9,10]—clearly some level of confidentiality (say, against those not participating in the torrent) is desired. The RC4 key is based on both the Diffie-Hellman key and the weak shared secret, thus a traditional man-in-the-middle attack will not be successful without the weak shared secret. The payload is either encrypted using RC4 or sent in plaintext. The desired payload delivery method is negotiated in Messages 3 and 4. In Message 3, the initiator sends the method(s) it is willing to use in CryptoProvide and the responder selects the desired method in CryptoSelect.
Note also that MSE was designed as a general payload delivery protocol, not specific to BitTorrent. When looking for weaknesses in MSE, it is thus important to consider what the intended payload is. Weakness in MSE need not be connected to BitTorrent in any way.

3.1 Security and MSE

The security of peer-to-peer networks like BitTorrent inherently has different goals than other networks like GSM or wireless LANs. The driving force behind P2P networks is the openness and ability to distribute and connect. In fact, the original creator of the BitTorrent protocol, Bram Cohen, was opposed to the widespread adoption of MSE, concerned that it would cause too much incompatibility between clients.

We quote directly from the MSE protocol specification [2] describing the design methodology of MSE:

It is also designed to provide limited protection against active MITM attacks and portscanning by requiring a weak shared secret to complete the handshake. You should note that the major design goal was payload and protocol obfuscation, not peer authentication and data integrity verification. Thus it does not offer protection against adversaries which already know the necessary data to establish connections (that is IP/Port/Shared Secret/Payload protocol).

We consider what the protocol states it is designed to protect against. The payload protocol is clearly the BitTorrent Peer Wire (TCP) protocol in this case. To carry out an attack, an attacker would presumably have to know (or have a way to get) the target connection details such as IP and port. Thus the only seemingly interesting case to attack, and for very logical reasons, is when an attacker does not know the shared secret. This shared secret is considered “weak” as the privacy differs greatly from what would normally be expected of a shared secret. In this case, the weak shared secret being the InfoHash of the file means that if you know what torrent you want to participate in, you are able to, and thus such an attacker is free to unleash a plethora of attacks. Such a simple protocol cannot hope to protect against this.

Thus, in this paper we restrict to the case where the attacker does not know the weak shared secret. This is not at all unreasonable, as tracker data can (and for MSE to provide confidentiality, clearly should) be exchanged over SSL, so the simple attack target would be unveiling the data being shared through a seemingly secured BitTorrent protocol using MSE.

We are thus not attacking in any way the obfuscation portion of MSE. The attacks considered here should be considered targeted attacks that tell something about the payload. This would not be useable by an ISP on a large scale to throttle BitTorrent traffic, but could be used to target a specific user. For example, a law enforcement agency might want to know what payload a user is transmitting or receiving (say, for copyright infringement issues). A user would reasonably expect MSE to be able to defend against such attacks.

4 Message Stream Encryption Weaknesses

In this section, we present some major weakness of MSE, independent of the client implementations. These attacks are applied to a number of BitTorrent clients in Section 5.

4.1 Lack of Message Authentication

As there is no message authentication present on the messages sent in the MSE handshake, attackers are free to modify any of the messages sent in an undetectable manner. With RC4 being a stream cipher, it becomes incredibly simple for attackers to make predictable changes in resulting plaintext after decryption. We now show how attacker can modify the messages
sent in the MSE handshake to trick the devices into downgrading the encryption into plaintext, leading easily to recovery of the weak shared secret ($SKey$, $InfoHash$).

The stream cipher RC4 produces ciphertext by combining a pseudorandom sequence of bytes with plaintext using the XOR operation. The attack works simply by flipping bits of the $CryptoProvide$ field by using the XOR operation on the ciphertext, as shown in Figure 3. In order to be able to modify the fields in practice, the attacker needs to be able to synchronize with the handshake and locate the $CryptoProvide$ value in Message 3 of Figure 2 to get the devices to downgrade the encryption. An attacker can normally accomplish this as the messages of the handshake are usually sent in separate packets. After the attacker has located the correct message, finding the $CryptoProvide$ field is easy: the lengths of the fields before the desired fields are known from the specification. The attacker then makes the desired changes using the XOR operation, and is able to downgrade the encryption from RC4 to plaintext. For a client desiring the highest level of security, only a value of $CryptoProvide=0x02$ would be sent, meaning the client only provides RC4. The limited number of possible values makes it simple for an attacker to achieve the desired effect through trial and error.

![Fig. 3. Encryption downgrade attack on MSE.](image)

Having now received a $CryptoProvide$ value of plaintext only, $B$ responds with Message 4 of Figure 2. The last portion of this message is the payload in plaintext, which is $B$’s portion of the BitTorrent protocol handshake as described in Sec. 2.1; this includes the weak shared secret ($SKey$, $InfoHash$). Having recovered the weak shared secret, the attacker now knows what torrent is being shared and can, for example, run a traditional man-in-the-middle attack to recover actual bytes being sent with the torrent.

It is also entirely possible that $B$ rejects providing plaintext only. However, as the protocol does not provide any kind of message integrity checking, it is up to the implementation of client $B$ to drop the connection if plaintext is selected even though encryption is required. Results on implementations are described in Section 5.

Note that such bit flipping as described above is also possible with the $CryptoSelect$ field in Message 4 of Figure 2. However, the attacker is less likely to be successful in this case; the method of encryption has already been chosen by $B$ in the last portion of Message 4 and will be evident when received by $A$, who will be expecting $B$’s portion of the BitTorrent protocol handshake.

The attack can be prevented quite easily. The protocol should implement some kind of integrity checking. This could be achieved using for example Message Authentication Codes (MAC) (see for example [11] or Cyclic Redundancy Check (CRC) (e.g. [11]) techniques. As the protocol already uses a (weak) shared secret, implementing a method based on a MAC would be quite easy. For example Wired Equivalent Privacy (WEP) [12] uses RC4 cipher together with Cyclic Redundancy Check CRC-32.
4.2 Keystream Leakage

Many of the fields in the MSE handshake have a large number of bytes but take either one or a small number of values. Ordinarily, this would not be a significant problem; however, the zero-valued variable length padding causes immediate leakage of a significant amount of keystream bytes. Again, this does not seem like a big issue—unless the keystream is reused. Below we present an attack that exploits the zero-valued padding when the keystream is reused.

In two runs of the MSE handshake for the same torrent, consider two values of Message 3 of Figure 2 denoted $c_1$ and $c_2$ using the same keystream. The length of PadC is a random value from 0 to 512, thus with all probability one of $c_i$ is longer than the other; assume without loss of generality that $c_1$ is longer than $c_2$, and we denote the length of the PadC values as $i$ and $j$ respectively. The MSE protocol description states of PadC and PadD: “For padding-only usage in the current version they should be zeroed.” We examine the construction of the $c_i$ in Figure 4. We can see from the very first message that because of the fixed values of many of the fields, we recover many keystream bytes $b_1 \ldots b_{14+j}$...$b_{14+i-1}$. With all probability, this leads to the instant recovery of IA from $c_2$ by just XORing the fixed known keystream bytes. Again, this initial payload consists of A’s portion of the BitTorrent protocol handshake, and thus contains the weak shared secret ($\text{SKey}$, $\text{InfoHash}$) which can be recovered as long as $j + 48 \leq i$ (see Sec. 2.1). This already holds with high probability for two sessions, but can be repeated as many times as necessary to obtained the required result.

Forcing Keystream Reuse in Practice With the attack in Figure 4, the attacker plays the role of B and thus would need some way to force reuse of the keystream. At first glance, the above attack does not seem very practical as the only way to force keystream reuse is when the same RC4 key is reused. Above, it was assumed that the same torrent was being accessed in both runs of the MSE handshake; thus, the only way the keystream would be reused is if the negotiated Diffie-Hellman key $S$ was the same in both runs. We give two examples of how an attacker might accomplish this; results of running these attacks on different BitTorrent client implementations are given in Section 5.

Keystream reuse using trivial subgroups. With $p = 2q + 1$ a safe prime, the only small subgroups of $\mathbb{Z}_p^*$ are the trivial ones; that is, $\{1\}$ of multiplicative order 1 and $\{-1, 1\}$ of order 2. The Diffie-Hellman key can be confined to one of these trivial subgroups by raising the public keys sent to the power of $2q$ or $q$, respectively [13]. A simple example of this attack follows. A attempts to open a connection to B; the attacker is in the middle and impersonates B, receives Message 1 and sends the public key value 1 in response, records Message 3 from A and drops the connection. The process is repeated again, either for the same A or different A. The Diffie-Hellman key $S = 1$ is the same in both runs of the MSE handshake, and the attack in Figure 4 is most likely successful. Unlike the MSE specification, most standards explicitly state to validate public keys; for example, the Wireless USB association models specification [14].

<table>
<thead>
<tr>
<th>VC</th>
<th>CryptoProvide</th>
<th>len(PadC)</th>
<th>PadC</th>
<th>len(IA)</th>
<th>IA</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1 = 0000000000000000 0000002 \ldots$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
</tr>
<tr>
<td>$b_0 \ldots b_7$</td>
<td>$b_8 \ldots b_{11}$</td>
<td>$b_{12}b_{13}$</td>
<td>$b_{14} \ldots b_{14+j-1}$</td>
<td>$b_{14+j} \ldots b_{14+i-1}$</td>
<td></td>
</tr>
<tr>
<td>$c_2 = 0000000000000000 0000002 \ldots$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
<td>$\oplus$</td>
</tr>
<tr>
<td>$b_0 \ldots b_7$</td>
<td>$b_8 \ldots b_{11}$</td>
<td>$b_{12}b_{13}$</td>
<td>$b_{14} \ldots b_{14+j-1}$</td>
<td>$b_{14+j}b_{15+j}b_{16+j} \ldots$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 4. MSE Secret key recovery attack by keystream reuse.
**Keystream reuse using discrete logs.** Keystream reuse can also be forced if computing discrete logs of the public keys sent in the Diffie-Hellman key agreement is possible. For example, A sends $g^{b_1} \mod p$ and the attacker sends $g^{b_1} \mod p$, records Message 3 from A and drops the connection. Now A sends $g^{a_2} \mod p$. Assume the attacker can somehow compute $a_1$ and $a_2$. The Diffie-Hellman negotiated key for the first session was $S_1 = g^{a_1 b_1} \mod p$. To force keystream reuse in the second session, the attacker chooses $b_2$ such that $a_1 b_1 \equiv a_2 b_2 \pmod{\text{ord}(g)}$ holds. When the attacker sends $g^{b_2} \mod p$ in the second session, the negotiated key $S_2 = g^{a_2 b_2} \mod p = S_1$ and the same keystream will be used in the second session. The textbook example of how computing discrete logs could be easy for a given client implementation is poor pseudo random number generation—for example, seeding with a 32-bit value or repeated seeding based on the system clock or CPU counter.

### 4.3 Torrent Fingerprint Leakage

As the protocol uses the weak shared secret $\text{SKey}$ as part of the encryption key, the devices communicating must be able to negotiate which key to be used. Clients seed many torrents concurrently, thus determining which $\text{SKey}$ to use in MSE is tricky. When the communication is initiated, the devices presumably share the same $\text{SKey}$, the seeder simply does not know which key the downloader is using (and thus what torrent is being accessed). In the current implementation, the client tells the seeder which key to use in Message 3 in Figure 2 by sending a hash of the $\text{SKey}$; we denote this as the *torrent fingerprint*. An active man-in-the-middle is able to obtain this fingerprint using XOR as it knows the negotiated Diffie-Hellman key $S$. As there is no randomness added to this hash, the torrent fingerprint (as the name implies) is unique per torrent; a good analogy is to that of comparing salted password hashes (e.g. classical Unix password authentication) to password hashing with no salting.

The fingerprint leakage may lead to recovery of the $\text{SKey}$ and/or the actual file being downloaded. As the $\text{SKey}$ values are distributed within the torrent files, which are distributed to clients using normal web servers, the attacker can, after seeing a hash of some $\text{SKey}$, browse through the Internet for torrent files and compute SHA-1 hashes of them offline. At some point, the attacker may find the same fingerprint it has already seen. This could be considered a brute-force attack if torrents are taken at random, or a dictionary attack if an attacker has a fixed set of torrents they wish to check the torrent fingerprint against. In either case, the keyspace is very limited and all the keys are distributed on the Internet. For example, the administrator of a torrent website serving torrent files could easily, with one SQL query, generate all the torrent fingerprints of every torrent available from its server (and even publish this list). Adding per-session randomness to this hash could prevent such an attack (at the significant cost of seeding client performance), but still does not prevent the calculation of the hash values online even when randomness is included (although this is somewhat less of a threat).

This leakage also leads to the following security issue: even though the attacker is not able to directly tell which torrent is being downloaded, it can say if the torrent is the same as downloaded by another client in another instance as the $\text{SKey}$ and thus torrent fingerprint is unique for each torrent file.

The situation is illustrated in Figures 1 and 5. In Figure 1 the client is downloading pieces from multiple seeders. As for all these seeders the $\text{InfoHash}$ is the same and the same hash is sent in messages 3a, 3b and 3c, the attacker is able to tell that in all these connections the same file is being downloaded. Figure 5 depicts a situation where two separate swarms have been created. If the attacker is active in at least one pair of devices sharing and downloading a piece of a file in both of the swarms, it is able to tell if the same file is being downloaded by simply comparing the torrent fingerprints.
5 Vulnerabilities on Implementations

As we were interested in seeing how the real implementations handle the previously described security weaknesses, we implemented our own client capable of acting as both a client and a server in MSE. This was done as many BitTorrent clients are closed source; even with open source, understanding the implementation (and its flaws) can be quite difficult. By implementing a custom client, we were able to obtain full control and a clear idea of how different clients have implemented MSE. Next, we list some properties of tested clients.

5.1 Popular Clients

In 2006-7, Digital Music News conducted a study on the penetration of individual BitTorrent clients [15]. Statistics were collected from users voluntarily using an online virus scan site. Over 1.7 million PCs were examined. Table 1 (left) lists the results; (right) shows P2P software marketshare. The data was gathered by PC Pitstop as late as January 2008 [16], where over one million PCs were examined. We can conclude that µTorrent has by far the greatest market penetration for a BitTorrent client, at least for Windows.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Client</th>
<th>Installations (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>µTorrent</td>
<td>5.56</td>
</tr>
<tr>
<td>2.</td>
<td>BitTorrent</td>
<td>2.28</td>
</tr>
<tr>
<td>3.</td>
<td>Azureus</td>
<td>2.11</td>
</tr>
<tr>
<td>4.</td>
<td>Bitcomet</td>
<td>1.89</td>
</tr>
<tr>
<td>5.</td>
<td>Bitlord</td>
<td>1.27</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Client</th>
<th>Marketshare (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LimeWire</td>
<td>37.19</td>
</tr>
<tr>
<td>µTorrent</td>
<td>13.51</td>
</tr>
<tr>
<td>BitTorrent</td>
<td>5.31</td>
</tr>
<tr>
<td>Ares</td>
<td>4.35</td>
</tr>
<tr>
<td>Emule</td>
<td>3.69</td>
</tr>
<tr>
<td>BitComet</td>
<td>3.64</td>
</tr>
<tr>
<td>Azureus</td>
<td>3.05</td>
</tr>
<tr>
<td>Other</td>
<td>29.21</td>
</tr>
</tbody>
</table>

Table 1. Popularity of BitTorrent clients.

The clients we tested for vulnerabilities are listed below. From this list, the degree of support for different MSE options ranges greatly.

*BitTorrent 6.0.2 (Build 8388).* Windows, closed source. This is the “official” BitTorrent client. Through Options, Preferences, BitTorrent, there are three options for Protocol Encryption,
Outgoing: Disabled, Enabled, and Forced. There is a checkbox for “Allow incoming legacy connections”.

µTorrent 1.7.7 (Build 8179). Windows, closed source. Through Options, Preferences, BitTorrent, there are three options for Protocol Encryption: Outgoing: Disabled, Enabled, and Forced. There is a checkbox for “Allow incoming legacy connections”.

BitComet 0.99. Windows, closed source. Under Options, Options, Advanced, Connection, there are three options for Protocol encryption: Auto Detect, Always, and Disable.

Azureus 3.0.5.0. Multi-platform, Java, open source. Through Tools, Options, Connection, Transport Encryption, there are two options for Minimum encryption level: Plain and RC4. “Require encrypted transport” enables and disables MSE. There are two checkboxes for fallback options to allow incoming and/or outgoing unencrypted connections, as well as an option to support the cryptoport tracker extension.

KTorrent 2.1. Linux, C/C++, open source. Through Settings, Configure KTorrent, General, under Encryption there are two checkboxes for “Use protocol encryption” and “Allow unencrypted connections”.

5.2 Results

A summary of the attack results is given in Table 2; we provide details of the individual attacks below.

Encryption downgrade. We tested the clients in two directions: the custom client acting as party A (initiating connections, client) and as party B (receiving connections, server). In both scenarios, the real client was set to allow only encrypted (i.e. RC4) connections. Our custom client then attempted to either provide or select (ignoring the other party’s CryptoProvide field) plaintext only; according to the MSE specification, it is up to the client to drop the connection in these cases, although for this attack scenario, as previously mentioned it would be much more convenient to prevent the attack with the use of a MAC. The clients µTorrent and BitTorrent were found to be vulnerable; we were unable to find a difference between the “Enabled” and “Forced” for the “Outgoing” option of Protocol Encryption. KTorrent, Azureus, and BitComet all rejected selecting an unsupported encryption method, and hence were not found to be vulnerable.

Keystream reuse, trivial subgroups. To test for this vulnerability, three different values were sent as the public key to the real clients: values of 1, \( p-1 \), and 0. If the MSE handshake was successful, forcing keystream reuse via subgroup confinement is possible for that particular client. As the MSE specification does not specify to drop connections when receiving such values, it is up

<table>
<thead>
<tr>
<th>Client</th>
<th>Encryption downgrade</th>
<th>Keystream reuse, subgroups</th>
<th>Keystream reuse, discrete logs</th>
<th>SKey Recovery</th>
<th>Fingerprint leakage</th>
</tr>
</thead>
<tbody>
<tr>
<td>µTorrent</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BitTorrent</td>
<td>✓</td>
<td>✓</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>BitComet</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
</tr>
<tr>
<td>Azureus</td>
<td>×</td>
<td>×</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>KTorrent</td>
<td>×</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2. Summary of client vulnerabilities; ✓ =Vulnerable, × =Not Vulnerable.

* In sessions initiated by an Azureus client (e.g. acting as A), the BitTorrent handshake is sent in plaintext first—thus the shared secret is instantly revealed; we cannot explain such behavior.
to the implementation (thus these keys are valid according to the MSE specification, but it is still entirely possible that the implementation has foreseen such attacks). Many cryptographic packages perform such public key validation automatically, and a client that does so is clearly less likely to be vulnerable. Only two of the clients examined are open source; KTorrent’s public key portion of the MSE implementation is done using a simple BigInteger package, and thus it is easy to identify the vulnerability. The clients µTorrent, BitTorrent, and KTorrent were all found to be vulnerable, while Azureus and BitComet both dropped the connection.

Keystream reuse, discrete logs. As mentioned above, only two of the clients are open source; we only examined these two clients for this particular attack. Azureus uses the canned Java methods for random number generation, hence we did not attempt any attacks on computing discrete logs with Azureus. However, KTorrent uses the standard C srand function to seed the pseudo-random number generator (PRNG). The seed provided by the current system time, reset every 10 calls. The function srand casts the provided seed as a 32-bit integer, and therefore it has a total entropy of $10 \cdot 2^{32} \approx 2^{35}$; see Figure 6, with the vulnerabilities highlighted in red. An attacker can easily compute all of these values offline, or attempt to run a more intelligent attack by guessing the seed based on the time.

Torrent fingerprint leakage. As this vulnerability is inherent to the MSE protocol, any client implementing MSE is clearly vulnerable.

6 Conclusion

During the past few years, the BitTorrent protocol has gained a large interest between users of the Internet for payload and content delivery, accounting for a significant portion of network traffic. The MSE protocol was designed to obfuscate such data, as well as provide limited confidentiality and authentication between peers.

In this paper, we have identified a number of significant weaknesses in the MSE protocol. We emphasize that these protocol weaknesses are not useful for ISPs wanting to throttle BitTorrent bandwidth on their networks, but lead to frighteningly feasible targeted attacks by ISPs or law enforcement agencies to reveal seemingly confidential data. We have shown that MSE does not provide a good defense against such targeted attacks.

At a minimum, we recommend the following changes to the MSE specification:

1. Add a Message Authentication Code (MAC) to the messages;
2. Drop connections if public keys (say $K_A$) do not satisfy $1 < K_A < p - 1 \pmod{p}$;
3. Remove or randomize padding that is encrypted, specifically the PadC and PadD values.

A solution to the torrent fingerprint leakage needs further investigation, taking efficiency, practicality, and security into account.

In conclusion, MSE still does a good job at data obfuscation as a whole. However, users expecting anything other than obfuscation, such as data confidentiality or authentication, cannot rely on MSE as the attacks presented here have shown.
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Abstract

Software patterns are key building blocks used to construct the architecture of a software system. Patterns also have an important role during the architecture assessment phase, as they represent the design rationale, which is central to evaluation. This work presents a quantitative approach to assess the security of a pattern-based software architecture. In particular, security patterns are used to measure to what extent an architecture is protected against relevant security threats. To this aim, threat coverage metrics are associated to security patterns and an aggregation algorithm is proposed to compute an overall security indicator. The proposed approach helps in comparing design alternatives and choosing the best candidate.

1 Introduction

The problem of assessing the level of security of a software system is still largely open. This is because the complexity of today's systems is becoming cumbersome. Systems are growing bigger and are often the result of tangled composition. They are more interconnected and more heterogeneous in the technologies they adopt. In this complex context, the security discipline lags behind in the area of quantitative assessment methods. Most of the literature focuses on the low end of the spectrum, i.e., on assessing the security posture after deployment.

The software architecture discipline is able to counteract the mentioned limiting factors factors to the assessment of security. It is well known that the software architecture is the key place where software qualities (including security) are embedded in a software system. It is also recognized that the software architecture provides a manageable abstraction, in terms of size and complexity, to perform an effective (often critical) quality assessment on the system in a holistic way. In this respect, some approaches exist, but they are qualitative in nature [3]. To the authors' knowledge, no approach exist that quantitatively assesses security at the software architecture level.

Software patterns are key building blocks used to build the architecture of a software-intensive system [1]. Patterns also have an important role during the architecture assessment phase, as they represent the design rationale, which is central to evaluation [3]. The main contribution of this paper is to provide a quantitative approach to assess the security of pattern-based software architectures. In particular, security patterns are leveraged to measure to what extent an architecture is protected with respect to relevant security threats. To this aim, threat coverage metrics are associated to security patterns and an aggregation algorithm
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is proposed to compute an overall security indicator for the software architecture that instantiates the patterns. The proposed approach helps in comparing design alternatives and choosing the best candidate. In the context of this work, the fit criterion for the best candidate is represented by the best protection against the most dangerous threats.

The rest of this paper is structured as follows. First, in Section 2 we introduce the case study we use as an example throughout the paper. Then, in Section 3 we sketch the results of our previous works on which this paper is based. Section 4 describes how to determine the threat coverage of a security pattern. In Section 5 we show how the values can be aggregated and present an algorithm for that purpose. The results are validated on the case study in Section 6. Section 7 discusses the proposed approach. Related work (Section 8) and concluding remarks (Section 9) close the paper.

2 Case study

We use the following case study as a running example to illustrate our approach. An on-line publishing system has to be designed and the system should be able to receive news articles from journalists and advertisements from advertisers, allow editors to design upcoming editions of the newspaper using the news and advertisements, and provide access to the editions to customers. Obviously, next to providing the primary functionalities, there are a number of security-related issues which have to be encompassed in the system design, such as availability of the service, integrity of news items, and authentication of actors (journalists, customers, and so on).

3 Background

Previous work has studied the existing security pattern landscape and has shown how patterns can be used to fulfill security requirements in software design [4, 14, 18]. In this section, some of the previous results that are relevant to the present work are outlined.

Reuse of well-know and time-tested solutions (i.e., patterns) is a widely accepted software engineering practice. Patterns are even more relevant in the secure software engineering discipline because of the recognized principle of reusing community resources to avoid reinventing ad-hoc solutions from scratch.

Unfortunately, not all published security patterns are of straightforward use to the software developer, as they do not belong to the proper level of abstraction and lack a sufficiently detailed description. In order to address this problem, a preliminary list of patterns which are directly usable to the software engineer (so-called core patterns), have been collected in [18]. The security patterns in this repository were used in selection of patterns for the case study presented in this paper.

To make optimal use of the pattern inventory, a methodology is needed that supports the selection of the right set of patterns for the (security) requirements at hand. Such methodology is presented in [14]. It enables the traceability of selection decisions as far as patterns and requirements are concerned. Such a relation is needed to perform the evaluation of the resulting pattern-based architecture, i.e., to determine how well the requirements are satisfied with the instantiation of a specific set of patterns.

The link from security requirements to security patterns is not obvious, as requirements are domain-dependent while patterns (by definition) are not. To solve this mismatch, security objectives are used as ‘intermediaries’. Indeed, security objectives provide an abstraction that is conceptually close to requirements. However, objectives are domain-independent and can be completely enumerated. This allows attaching patterns to security objectives independently from the domain of their application.

1 The remainder of this paper focuses on security patterns only. We refer to them with ‘pattern’ for brevity.
We use the security Objectives Decomposition that is shown in Figure 1, which is based on [14]. There are four top security objectives (authentication and authorization are auxiliary objectives). These four objectives are often used to describe security as a whole [16, 8]. The high level objectives are, in turn, decomposed according to the areas of their applicability (e.g., application, data in transmission, stored data). This level of decomposition helps to sort patterns according to what (and in what context) they should protect. Further decomposition requires more details about the design of the system, which are not available at this high level of the analysis.

Each security requirement (or group of related requirements) has a motivation and rationale that lead to its definition. In general, it is straightforward to interpret such a rationale as a security objective associated to the requirement. By creating an association between requirements and objectives in the problem domain and between objectives and patterns in the solution domain, a link is establish that can be leveraged in two directions. Top-down, it drives the selection of patterns from requirements and bottom-up, it supports the traceability of design solutions back to the requirements.

A visualization of the above concepts is given in Figure 2. For ease of reference, in the following of this paper we refer to this as the Requirements Tree. In particular, the figure presents the relationship between requirements, objectives, and patterns for the case study of Section 2. Every requirement is connected with a security objective as follows. The analyst chooses the top objective from Figure 1 (integrity, confidentiality,
Example 1  In Figure 2, requirement *Prevent corruption of news items while they are stored in the system (R2)* is connected to *Integrity of stored data*. On the other hand, *Users always must be able to read the news (R3)* is associated to the *availability* top objective. This means that the availability of news stored in the database, its transmission to the customer, and the provisioning of data should be protected against denial-of-service attacks.

4 Metrics for Security Patterns

In our approach, the assessment of a security-enhanced architecture is performed in two stages. First, we must determine the level of protection each group of patterns provides to the architecture. Second, these low level contributions need to be aggregated, using the Requirements Tree, into an overall security indicator. In this section we deal with the first problem and Section 5 describes the second one.

4.1 Mapping threats to objectives

The level of protection of a software system against various classes of threats represents the result of the implementation of security requirements. In order to measure protection against threats, a reference list of threats must be identified. In this work, we use the threats included in Microsoft’s STRIDE methodology [6]. This choice is driven by two reasons. First, the threats mentioned in STRIDE are meant to be used for the threat modelling activities performed during the architectural phase of the software development life-cycle. Therefore, they naturally fit into the context of this work. Second, STRIDE is a well-known and mature technique that has been successfully adopted in several software projects. STRIDE might not be exhaustive concerning the range of potential architectural threats. This issue, however, is not in scope for this work.

In STRIDE, threats are organised into tree structures, called *threat trees*. As shown in Figure 4, each tree has a generic threat class as its root (e.g., “DoS against a process”) that is decomposed into more specific threats via AND/OR branches. The decomposition can proceed further as necessary, but is limited, on average, to three levels. The resulting trees are similar to the well-known attack trees [15] although STRIDE threats are more general.

Each threat tree can be unambiguously mapped to a corresponding elementary objective of the Objectives Decomposition as shown in Figure 3.

4.2 Rating threat severity

Each threat has a different severity degree. For instance, vulnerabilities leading to some threats can be easier to discover. Similarly, carrying out a specific threat scenario can be costlier than others. We assign weights to each elementary threat to capture this difference.

The weights can be determined by a risk assessment method that assigns severities to threats. In this work our preference went naturally to Microsoft’s DREAD [12], the companion method of STRIDE. The DREAD approach considers five factors contributing to the severity of a threat:

\[ \text{DREAD} = \text{Impact} + \text{Remediation} + \text{Exploitability} + \text{Remote} + \text{Access} \]

---

2There is only one minor exception: to match the accountability objectives (i.e., auditability and non-repudiation), the branches of the “repudiation of data flow” threat (i.e., repudiation of transactions and repudiation of messages, respectively) had to be considered.
**STRIDE threat trees**  | **Elementary security objectives**
---|---
Spoofing an external entity or process | Authentication
Tampering with data store | Integrity of stored data
Tampering with data flow | Integrity of transmitted data
Tampering with a process | Integrity of application
Repudiate message | Non-repudiation
Repudiate transaction | Auditability
Information Disclosure of data store | Confidentiality of stored data
Information Disclosure of data flow | Confidentiality of transmitted data
Information Disclosure of a process | Confidentiality of application
DoS against data store | Availability of stored data
DoS against data flow | Availability of transmitted data
DoS against a process | Availability of application
Elevation of Privileges for processes | Authorization

Figure 3: Threats to security objectives

- **Damage potential (D):** how great the damage of exploiting the threat could be.
- **Reproducibility (R):** how easy it is to repeat the attack.
- **Exploitability (E):** how easy it is to exploit the vulnerability.
- **Affected users (A):** how many users can be affected if the attack is successful.
- **Discoverability (D):** how easy it is to discover for an attack that the threat presents in the system.

At this stage, we only consider the DREAD factors that are related to the “likelihood” of the threats, i.e., Reproducibility, Exploitability, and Discoverability—here we do not consider the factors related to the “impact”, i.e., Damage potential and Affected Users. The impact is brought into the picture later on in Section 5, where the impact due to the failure of a requirement is considered.

As shown in Figure 4, for each of the factors of interest, an analyst should rate the specific threats (in gray) on a scale from 1 to 3 (as in the DREAD methodology). The severity $s_i$ of a specific (i.e., leaf) threat $t_i$ of a root threat $t$ is then computed as the normalized sum of reproducibility $R_i$, exploitability $E_i$ and discoverability $D_i$:

$$s_i = \frac{(R_i + E_i + D_i)}{\sum_{\forall t_i \in t} (R_i + E_i + D_i)}$$

**Example 2** For the denial-of-service against a process threat tree (see Figure 4), the following severities can be assigned to the specific threats: Consume application-specific resources $s=7$, Consume fundamental resource $s=8$, Input validation $s=5$, Tampering with on-disk process $s=4$. The total sum equals 24. Dividing each resulting number by 24, the final weights are $0.291, 0.333, 0.210$ and $0.166$.

The only exceptions to this method are the threats with AND-decomposition branches. For each AND-branch the sum (coverage) is calculated separately. Then the minimal sum among these alternatives is used to normalize all values (for all branches). The rationale behind this is that the success of exploiting the root threat depends on successful compromising of all branches. This means that in order to protect the system we need to reduce the probability to compromise at least one branch. In other words, the level of protection of the elementary objective depends on the level of protection of the best protected branch, i.e., the branch which is less likely to be compromised. This allows us to consider only one (i.e., the strongest) branch. This exception is illustrated in the following example.
Example 3 Consider the threat Information disclosure of data flow which violates Confidentiality of data transmission in our example (Figure 5). Note that the first two (on the left) and second two elementary threats are AND-branches. That is why the lowest scoring child nodes should be selected when choosing the normalization value and adding the rest values: \(7+4=11\) vs. \(5+7=12\). Then adding the score of the another OR branch (i.e., 3) to the minimal sum (i.e., 11) the normalization value becomes: \(11+3=14\). This results in the following values of 0.500, 0.286, 0.357, 0.500, and 0.214. Note that the sum of all values does not equal 1 (it is greater), since the AND-join implies that only one of the branches should be chosen.

4.3 Determining threat protection

In this section, the security patterns are matched against threats in order to determine the level of protection they offer. This is the building-block metric on which the rest of the approach is based. The level of protection is computed as the prevention of a set of threats associated to the security objectives the pattern contributes to achieve.

Often a pattern provides reasonable protection against a threat but it does not cover it entirely. In some
cases a pattern may offer only marginal protection for a threat. This usually happens when the main contribution of a pattern is to satisfy one objective, and has some side effect on a secondary objective.

The level of protection of a pattern against a threat is determined in a semi-qualitative way, by assigning one of the following values: 0, 0.1, 0.5, 0.9, 1. The idea behind these values is the degree of the attacks (realising a certain threat) that will be prevented if the patterns are applied. These values denote the percentage of threat mitigation, 0 being ‘not at all’ and 1 being ‘completely’. Values 0.1 and 0.9 are preferable to denote side-effects of some patterns and impossibility to satisfy some objectives completely (e.g., availability).

Example 4 As shown in Figure 5, SECURE PIPE provides a 100% protection against No channel confidentiality threat of Information Disclosure of data flow (1) while cannot give the same certainty for men-in-the-middle attack (0.9). Similarly, REPLICATED SYSTEM (not shown in the figure) increases the probability to withstand a DoS attacks which are based on providing invalid inputs (DoS against Process) to a program but does not provide a complete solution (0.5). Finally, APPLICATION FIREWALL can provide some side-effect to "access to memory" but this is just a small contribution (0.1).

In case that several patterns contribute to the same threat, their contributions should be seen as the probability that at least one of the independent protection mechanisms is able to protect the system against this threat, i.e., the ‘defense in depth’ principle. In other words, if several patterns protect the system against the same leaf threat \(t_i\) with coverage \(p_{i1}, p_{i2}, \ldots\) then the overall protection against the threat \(p_i\) will be:

\[
p_i = 1 - \prod_j (1 - p_{ij})
\]

### 4.4 Computing the overall coverage

Finally, the protection values assigned to leaf threats (via the patterns) can be aggregated to determine the overall coverage for the threat tree. The aggregation can be seen as a weighted function. The computation considers all instantiated patterns supporting a given objective (protecting against corresponding root threat) and produces overall coverage for the objective. The protection values of the patterns (determined according to Section 4.3) are multiplied by the severity of the threats and then summed up:

\[
c_t = \sum_{i \in t} p_i \times s_i
\]

When considering AND-branches, the contributions for each branch are summed up separately, and the difference between the most protected branch (with the lowest sum value) before the implementation of the patterns and after is assigned to the AND-branch. In other words the total coverage of AND branches \((B_1, B_2, \ldots)\) can be calculated as follows:

\[
c_{AND} = \min(\sum_{i \in B_1} (s_i), \sum_{i \in B_2} (s_i), \ldots) - \min(\sum_{i \in B_1} (s_i \times (1 - p_i)), \sum_{i \in B_2} (s_i \times (1 - p_i)), \ldots)
\]

The rationale behind this is has been explained in Section 4.2. Note, that after implementation of several patterns another AND branch may become tougher for an attacker.

When the level of protection against the root threat is found, the same number is assigned to the corresponding leaf node at the Requirements Tree.

---

3In general, we acknowledge that the contributions of several patterns to a given objective may not be independent from one another. However, we make this simplification to keep the computation more manageable.
Example 5  For DoS against a process threat (see Figure 4), an analyst has defined the following security patterns: LOAD BALANCER and REPLICATED SYSTEM. These two security patterns cover Consume application specific resource, Consume fundamental resource threats 0.5/0.5 and 0.5/0.5 correspondingly. Weights (as it was determined in Example 2) are 0.291, 0.333, 0.21 and 0.166. The overall protection against DoS against process threat is the following sum: 0.291 * (1 - (1 - 0.5) * (1 - 0.5)) + 0.333 * (1 - (1 - 0.5)) + 0.21 * 0 + 0.166 * 0 = 0.468.

This part of the analysis is hard for non-experts. In particular, the hardest and error-prone steps are: identifying the contributions of patterns to elementary threats, assigning severity degrees to elementary threats, and identifying benefits of patterns (coverage values). On the other hand, these steps are context independent. This means that the results, once achieved, can be (re-)used in any other system. In other words, the analysis can be done thoroughly by highly experienced security experts and then used for analysis in during system development by (non-expert) security designers. Moreover, pattern providers or a Trusted Third Party organisation can do a number of on-site experiments and get realistic statistics which can be used for more thorough definitions of values. This value must be included in the description of the pattern. We assume that the average protection value of a pattern should be the same in all contexts (e.g., being context-independent).

5 Aggregation of metrics

In order to aggregate the values computed for the elementary objectives, we assign weights to the edges in the Requirements Tree. At the top-most part of the tree, weights are assigned to reflect the contribution of each requirement to the overall security goal (see Figure 2). These weights reflect the impact of each individual requirement, for instance, by quantifying the expected monetary loss if the requirement fails.

Example 6  Consider the four requirements for the on-line publication system (see Figure 2). The following possible losses can be assigned to each requirement, as follows: \( R1 = 20,000 \) $, \( R2 = 80,000 \) $, \( R3 = 100,000 \) $, \( R4 = 40,000 \) $ (total = 240,000 $). Thus the normalised weights will be 0.083, 0.333, 0.417 and 0.167, respectively.

Weights for other edges can be determined in a similar way. The losses caused by failures of objectives are determined and then normalised for every parent-child relationship in the Requirements Tree.

Given this weighted graph, it is possible to verify how well a set of patterns satisfy the security needs of the system-to-be. First of all, we choose a set of patterns which we would like to test. Their contribution towards satisfying the elementary objectives is determined, as shown in Section 4. Using the weights denoting how the selected security patterns impact the satisfaction of elementary objectives, the contributions of each individual pattern can be aggregated. This is done by applying a weighted function to each objective node, starting from the bottom of the Requirements Tree. This process results in a degree of satisfaction of the general security goal (i.e., the value of the fictitious top node in the Requirements Tree). Algorithm 1, built using our previous work on aggregation of security metrics [11], formally describes the core procedure.

6 Experiment

The experiment mentioned in this section is based on a comparison between two student designs of the system described in Section 2. Two lists of selected patterns from each design were compiled (as shown in Figure 6) and are compared with our methodology.
Algorithm 1 Calculation algorithm

Require: \( RT = \langle N, E \rangle \): Requirements Tree: \( N \) - nodes(objectives), \( E \) - edges
\( SL_{\text{leaf}} \): protection values of elementary objectives;
Ensure: \( SL[\cdot] \) Satisfaction value of the all security objectives
Assign received contribution values to elementary objectives
\( SL[N_{\text{leaf}}] := SL_{\text{leaf}} \);
For each node store number of incoming edges
\( \text{SOURCE}[N] := |\text{Incoming}(E)| \);
Add elementary objectives to a working set
\( \text{HEAP-insert}(N_{\text{leaf}}) \);
while \( \text{HEAP} \) is not empty do
\( \text{HEAP-extract}(n') \); \{randomly\}
For each outgoing edge from the node
\( \text{for} \langle n', n \rangle \in \text{Outgoing}(n') \) do
Reduce the counter for non-traversed incoming edges
decrement(\( \text{SOURCE}[n] \));
if all incoming edges are traversed
if \( \text{SOURCE}[n] = 0 \) then
compute weighted function for the new node
\( \text{for all} n'_i, \langle n'_i, n \rangle \in \text{Incoming}(n) \) do
\( SL[n] = SL[n] + L(\langle n'_i, n \rangle) \ast SL[n'_i]; \)
add the new node to the working set;
\( \text{HEAP-add}(n); \)

<table>
<thead>
<tr>
<th>Group 1</th>
<th>Group 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Secure pipe</td>
<td>Secure pipe</td>
</tr>
<tr>
<td>Secure service Facade</td>
<td>Secure service Facade</td>
</tr>
<tr>
<td>Session</td>
<td>Session</td>
</tr>
<tr>
<td>Secure Logger</td>
<td>Secure Logger</td>
</tr>
<tr>
<td>Audit Interceptor</td>
<td>Audit Interceptor</td>
</tr>
<tr>
<td>Authentication Enforcer</td>
<td>Container Managed Security</td>
</tr>
<tr>
<td>Authorization Enforcer</td>
<td>Check-pointed System</td>
</tr>
<tr>
<td>Application Firewall</td>
<td>Comparator-checked Fault-tolerant System</td>
</tr>
<tr>
<td></td>
<td>Replicated System</td>
</tr>
<tr>
<td></td>
<td>Load Balancer</td>
</tr>
</tbody>
</table>

Figure 6: Tested sets of patterns

The teams have chosen two different strategies in selecting the patterns. The first group focuses on selecting a minimal but sufficient set of patterns to achieve the proposed requirements, given only a limited implementation budget. The second team put more effort in providing the best security solution, ignoring implementation cost. To these ends, the first group decided to use an Application Firewall—which contributes to many objectives—when Group 2 decided to use a Check-pointed System and Comparator-checked Fault Tolerant System to increase the integrity of the software, and combine them with a Replicated System and Load Balancer to raise the protection against DoS attacks.

In Figure 7, the complete Requirements Tree with attached security patterns selected by Group 1 is depicted. The weights attached to the edges represent the importance of the lower objectives to the higher ones. The weights assigned to the edges connecting patterns and elementary objectives have been calculated by the method proposed in Section 4 using STRIDE threat trees. Details are omitted for the sake of simplicity.

Using our approach, the satisfaction of the overall security goal is calculated to be 33.1% for the set of patterns chosen by Group 1. Applying the same strategy to the second set of patterns, the calculated score is
36.8%. This can be expected, as the second group chose both the Replicated System and Load Balancer, which contribute greatly to the one of the most important requirement for the publishing system, i.e., Availability of the application (R3). On the other hand, the difference is mitigated somewhat since the Application Firewall has a positive impact on many objectives, including availability. This leads us to the conclusion that, although the second set of patterns provides better protection, the two solutions are comparable in terms of security and the first team designed a more cost-effective solution.

Note that, though the final values are only approximately 35%, this does not indicate that the chosen protection is weak. Even if we assign maximal values to the elementary threats which can be covered on architectural level (i.e., if we assume a 'perfect' architectural solution), the maximum satisfaction level achievable is only 56.8% for this example. Indeed, many threats in STRIDE threat-decomposition trees are only relevant to the detailed design, or even the maintenance phase, of the system. While an argument can be made that the analysis should therefore be conducted without considering design and maintenance threats, the authors are of the opinion that it is important to give a feeling to the software creator about the level of requirements satisfaction at each stage of the software development. A second reason why the computed scores for the examples do not reach 100% quality of protection is that some issues (such as consume fundamental resources) cannot be solved perfectly, i.e., there is no such thing as 'perfect security'. A third and final reason is that no patterns are available for many threats which can be solved, in theory, on the architectural level. For example, protection against Information Disclosure of Data Store is very poorly represented in the available body of published security patterns.

7 Discussion

The proposed approach applies at the highest level of abstraction of software design in order to identify potential issues as early as possible. In contrast to implemented and deployed software, it is impossible to perform real-world measurements and assess level of protection of the concrete product empirically. For
this reason it is particularly important to reuse context independent measures whose applicability can be extended to several contexts.

In our approach we used decomposition trees for security objectives and threats. These trees by no means can be proven to be complete, hardly any methodology can provide such guarantee, because the notions of both security and threats are abstract and (most importantly) constantly evolving (e.g., new threats appear). Thus, we have chosen the most complete decompositions that (as of now) suit our purposes.

Further, in the experiments we assigned the contributions and severity levels according to our experience. We must stress that in this paper we propose an approach, but not concrete values. Such values should emerge from either practitioners experience or databases of historical data (which are not available yet).

Finally, further validation is required. However, several challenges are to be faced in this respect. First, in order to get any real-world data one should actually create a software and measure the outcome by comparing several alternatives. Even better, a number of different applications should be tested in order to verify whether the assumptions about context independence really hold. In practice, the software should be exercised in a real setting, which is hard to realise. In alternative, several design variants of a software could be created and evaluated by means of experts. This baseline, then, could be compared with the outcome of the proposed methodology. Another option would be to evaluate existing software application in order to see which one in reality had less design flaws. The problem with this approach is that the design should be based on patterns and the necessary documentation should be. This combination of constraints makes the task of finding suitable case studies particularly tricky (especially in the open source domain).

8 Related work

The problem of security evaluation has received a lot of attention recently. One of the main arguments that makes this problem very important is that the ability to measure security of a system enables choosing the best protection strategy. This leads to the problem of identifying suitable security metrics. Nichols and Peterson [13] proposed and described a number of security metrics which can be used to evaluate the protection against the OWASP top ten vulnerabilities. Although all these metrics are useful for assessment of a specific property, they cannot be used as indicators of the overall security level as they are very specific. Another example of security metric is the attack surface size, which was introduced by Manadhata and Wing [10] as an indicator of the level of security. The method evaluates the functions that the software provides, rather than the security installed to protect the software. Other metrics can be found in [9].

Common Criteria (CC) [7] is a security evaluation method in which a product is evaluated against a specific set of requirements. The product receives an Evaluation Assurance Level (from EAL1 to EAL7) if it satisfies all the requirements for this level. CC is a qualitative method for software evaluation while our approach is based on quantitative assessment though with some subjective values (e.g., level of protection).

CORAS [17] provides a number of ways to model security during software design, and facilitates risk analysis. Risk analysis is more an asset-based methodology, while we focus more on requirements for the software, which allows the application of the approach from the earliest steps of the design.

Also in the area of risk assessment, Clark associates risks to the so-called mission tree, i.e., a tree-based representation of the company specific goals [2]. The evaluation of the risk associated with the mission (i.e., the company top-level goal) is based on the value of the assets at stake.

S. V. Houmb et. al. present a cost-benefit trade-off analysis for aspect-oriented risk-driven development [5]. The idea of the analysis is to use Bayesian Belief Network in order to find the components contributing to Return on Security Investments. Differently from our approach, Houmb proposes a qualitative analysis. Moreover, our main focus is the software base rather than the system and thus we pay more attention to reusable software components (patterns). Also, in our approach we use the same metric (threat coverage) for all nodes of the used tree and thus simplify the analysis.
Finally, the idea of using security patterns to combine security metrics (through security objectives) is also used in [4]. However, the focus of [4] is on assessing and monitoring whether the implemented patterns are working as intended. Our approach evaluates security relative to how well threats are mitigated.

9 Conclusions

In this paper we have presented a novel approach to quantify the security-related qualities of a software architecture adopting security patterns. We use threat coverage as the basic metric for the evaluation. We have also presented an algorithm that aggregates low-level measures associated to these security patterns into an high-level indicator. By applying this algorithm to alternative proposals of software architectures, it is possible to identify the candidate that better satisfies the requirements (in terms of mitigating the threats obstructing the fulfillment of the requirements). The potential of our approach has been illustrated via a case study in the domain of digital publishing.

An interesting research hypothesis is that relationships between patterns (benefit, dependency, impairment, conflict, and alternative) have an impact on the low-level metrics. That is, it is not yet understood how patterns behave, in terms of threat coverage, whenever they are considered in groups. Another interesting issue is the further validation of the approach. These and similar topics are still open to future work.
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Abstract

We investigate how to model type systems for computationally secure information flow within the limits of the type system of Jif — an extension of Java with types for tracking the flow of information. In particular, we consider a type system proposed by Laud and Vene which can handle encryption keys as first-class data. We show how the typing decisions of Laud-Vene type system can be captured using the declassification mechanism of Jif, and present a Jif class for “keys” that encapsulates all necessary information releases. The rules that a user of the defined class has to follow, in order to be consistent with the Laud-Vene type system, can be syntactically checked in a straightforward manner.

1 Introduction

The question of secure information flow in a program (or a larger system) arises if the program has inputs and outputs of different security levels. A common way of specifying secure information flow is non-interference [10] stating that inputs of higher security levels must not affect the outputs of lower security levels at all.

There exists various means to statically check whether a program is non-interferent. Type systems are one of such means. They are mature enough for being included in software development tools, e.g. Jif [16], an extension of the Java programming language with security levels for values and locations. The Jif compiler statically checks the validity of security annotations, thus ensuring that a program compiles only if it is non-interferent. However, non-interference is often a too strong property for realistic programs. Hence Jif also contains means to declassify information; to assign to it a lower security level than would be mandated by the type system.

For programs containing cryptographic operations, non-interference is obviously not the correct formalization for secure information flow. Indeed, a ciphertext depends on the plaintext, and an attacker with an unbounded amount of resources would even be able to find the plaintext from a ciphertext, but nevertheless one would like to consider a program releasing encrypted secrets as secure, because a reasonable attacker cannot deduce anything about the secret inputs from the ciphertexts it sees. A notion of computational non-interference is suitable here, demanding only computational, not absolute independence of a program’s secret inputs and public outputs. There also exist type systems enforcing such a property for programs containing cryptographic operations; they are more lax than the type systems for non-interference.

The type systems for computational non-interference have not yet found their way to development tools. Some of the simpler systems (e.g. the type system of [19]) can be readily modeled in Jif, using its declassification mechanism to lower the security level of ciphertexts. But these simple type systems put serious restrictions on the manipulation of cryptographic material — they do not consider the encryption keys as the first-class data that can be manipulated by programs. In this paper we investigate how a type system enforcing computationally secure information flow, not putting restrictions on the programs [14], can be modeled in Jif. As a
result of this paper we show that the type system [14] can be modeled in Jif with an exception of encryption cycles. We have to use the declassification mechanism during the encryption, but we also have to track the flow of keys, and consider what happens when information from several sources is combined.

2 Related Work

Static analysis for verifying the programs for secure information flow was started by Denning [8], a suitable type system for a simple imperative language, together with solid semantical underpinnings were first proposed by Volpano et al. [21]. The extensions for the Java type system to track the information flow — the decentralized label model — were proposed by Myers [16], subsequently implemented in the Jif compiler. Later, similar extension has appeared for Caml [17]. The enforcement of information flow policies can also be added to a programming language through a suitable library / sublanguage [15]. Among those extensions, Jif is certainly the most mature one, having been used for larger projects, e.g. an e-voting application [6] and a secure e-mail client [11]. A semi-recent overview of language-based information flow security and the static methods to enforce it is given by Sabelfeld and Myers [18].

Language-based analysis of computations containing cryptographic primitives was started by Abadi et al. [2, 1] and extended to a full imperative programming language by Laud [12, 13]. In these papers, a data flow analysis was proposed. A type system similar in expressiveness was proposed by Laud and Vene [14]. Later, several type systems for computationally secure information flow have been proposed. Smith and Alpizar [19] gave a simple type system that handled encryption (but also decryption) with a single key that could not be accessed otherwise. Courant et al. [7] modified this type system to handle deterministic encryption (i.e. pseudorandom permutations). Askarov et al. [3] have proposed an abstraction of the encryption primitive and devised a type system for it. The type system, similarly to [14], does not constrain the operations performed with cryptographic data. Fournet and Rezk [9] give a similar type system to a language containing public-key encryption and signatures and use this language to soundly implement information flow policies for accessing shared memory. Vaughan and Zdancewic [20] have introduced an information-packing primitive (which provides confidentiality) and integrated it into the decentralized label model. We are not aware of any previous attempts to model these type systems in Jif.

3 Details of the Jif Type System

Jif is a security-typed language that extends Java programming language by adding types to define different security policies. These policies are expressed by using a decentralized label model. A principal is an entity that can express security requirements.

A principal can also delegate authority to another principal. If principal $p$ delegates authority to principal $q$ then the principal $q$ is said to act for principal $p$, written $q \geq p$. Principal $\perp$ may act for all other principals whereas principal $\bot$ permits all other principals to act for it. Jif also allows to form principal conjunctions and disjunctions. Principal $p \& q$, a conjunction of principals $p$ and $q$, allows $p \& q$ to act for both $q$ and $p$. Principal “$p, q$”, a disjunction of principals $p$ and $q$, permits both $q$ and $p$ to act for it.

The label consists of two policies: the confidentiality and integrity policy. The confidentiality policy allows the owner to specify which principals may read certain information. It is formed by conjunctions and disjunctions of reader policies $o \rightarrow r$, where $o$ is the owner of the policy and $r$ is the specified reader. The policy says that the owner $o$ allows certain information to be read
by principal $q$ only if $q$ is the owner $o$ or if $q$ can act for $r$. Also, reader policy conjunctions and disjunctions can be formed. The conjunction $c \sqcup d$ enforces both $c$ and $d$. Thus the information may be read by principal $c \sqcup d$ only if both $c$ and $d$ allow it. The disjunction $c \sqcap d$ says that the information may be read by principal $c \sqcap d$ if one of the two $c$ and $d$ allow it. The least restrictive confidentiality policy is $\bot \rightarrow \bot$, as all principals know that the information may be read by all principals. The most restrictive one is $\top \rightarrow \top$, because only $\top$ can read the information.

The integrity policies are defined dually to confidentiality policies. These policies allow the owner to specify who may have influenced certain information. The writer policy $o \leftarrow w$ says that according to owner $o$ principal $q$ may have influenced the information only if $q$ is the owner $o$, or may act for $w$. Similarly to reader policies conjunctions and disjunctions of writer policies can be formed. The most restrictive writer policy is $\bot \leftarrow \bot$, as all principals know that any principal may have influenced the information. The least restrictive writer policy is $\top \leftarrow \top$, because all principals know that only $\top$ may have influenced the information.

Labels are pairs that consist of a confidentiality policy and integrity policy, written \{c; d\}, where $c$ is a confidentiality policy and $d$ is an integrity policy. Each variable (whether local, or instance, or class) has a label associated with it; the label of a variable $x$ is denoted by \{x\}. These labels must generally be specified by the programmer (otherwise a default label is used), but for local variables, the Jif compiler may be able to infer them automatically. The label of an expression is the join of the labels of its subexpressions; the Jif compiler makes sure that information with a more restrictive label is never stored in a variable with a less restrictive label. To allow such stores, the programmer may declassify or endorse some expression, relaxing either its associated confidentiality or integrity policy. Whenever some principal’s policy is relaxed this way, the Jif compiler verifies that the code currently executing has the authority of this principal.

The variables are not the only objects to have labels. Each program point has a label (usually inferred) characterizing the level of the information that has affected the program’s control flow whenever it reaches this program point. Only those variables can be assigned to whose label is at least as restrictive as the label of the program point containing the assignment. Jif also relies on explicit label annotations while arguing about interprocedural flow of information. The programmer has to annotate the arguments of methods, as well as their return values. Similarly, all exceptions that a method can throw have labels characterizing the flow of information that lead to the throwing of this exception. To prevent implicit flows through assignments made inside the method, the method also has the begin-label that lower-bounds the label of the program points where this method is called from.

The methods in the Jif language may be label-polymorphic. For such methods, the programmer can restrict the polymorphism by declaring that the labels of parameters must satisfy certain constraints. These constraints are verified by the Jif compiler at each program point where this method may be called; these constraints can also be relied on inside the method body. Jif also allows classes to be parameterized by labels or principals; this mechanism is similar to the generics of Java. Each time an object is created, these label and principal parameters are instantiated.

The above description of Jif covers only the features our implementation uses. For a complete overview we refer to [5].

4 Laud-Vene Type System

The type system [14] has been designed to check for the computational security of information flow (CSIF) in a simple imperative language (the WHILE-language) where the set of operations has been extended with key generation (nullary) and encryption (binary). In defining CSIF, let
us assume that each variable of the program has either high or low security level. A program has CSIF if the initial values of its high-security variables are computationally independent of the final values of its low-security variables. Two random variables $X$ and $Y$ are computationally independent if no efficient algorithm, given the values of $X$ and $Y$ can tell whether these values come from the same experiment (a run of the program) or different experiments.

A typing assigns a type to each variable. A type system puts restrictions on possible typings. These restrictions make sure that the information does not flow from high-typed (or -security) variables to low-typed variables, unless it is encrypted inbetween. The set of types is quite rich, because there are various kinds of secrets whose flow has to be kept track of. Besides the secret inputs we also have to track the various keys. Let $G$ be the set of program points where keys are generated. Let the set of basic secrets be $T_0 = \{h\} \cup G$ where $h$ denotes the secret inputs. The elements of $T_0$ denote the various kinds of data that need protection. The set of encrypted secrets is $T_1 = \{\{t\} \mid t \in T_0, N \subseteq G\}$. The type $\{t\}_N$ denotes the amount of information contained in a basic secret $t$ that has been protected (through encryption) by at least one key from each of the key generation statements in $N$. The encrypted secrets are ordered by the amount of information still present in them: we have $\{t\}_N \leq \{t'\}_N'$ if $t = t'$ and $N \subseteq N'$. An information type of a variable is basically a set of encrypted secrets, meaning that the value of the variable can depend from only these encrypted secrets (the information type of a variable depending only on public data is the empty set). Given an information type $T \subseteq T_1$, it may be possible to simplify it. First, we may drop from $T$ all its non-maximal elements. Second, if $\{t\}_{N \cup \{i\}} \in T$ and $i \in T$ (here $i$ denotes $\{i\}_g$) for some $i \in G$ then we may replace $\{t\}_{N \cup \{i\}}$ with $\{t\}_N$. This simplification corresponds to the ability to decrypt with known keys.

Besides the information type, each variable also has the usage type. It is either $\text{Key}_N$, denoting that the variable can be used as a key and its value was generated in one of the program points in $N \subseteq G$, or it is $\text{Data}$, denoting that the variable is not a key.

Let $\gamma$ be a typing; it assigns a pair $\langle T, U \rangle$ of information and usage types to each variable. For some variable $x$, let $\gamma_{\text{Data}}(x)$ be its information type if it is considered to be non-key: if $\gamma(x) = \langle T, \text{Data} \rangle$ then $\gamma_{\text{Data}}(x) = T$, and if $\gamma(x) = \langle T, \text{Key}_N \rangle$ then $\gamma_{\text{Data}}(x) = T \cup N$ (possibly simplified). Each statement $x := o(x_1, \ldots, x_k)$ in the program imposes certain constraints on $\gamma$. For a “non-special” $o$ we just require that $\pi_2(\gamma(x)) = \text{Data}$, $\pi_1(\gamma(x)) \geq \gamma_{\text{Data}}(x_1)$ and $\pi_1(\gamma(x)) \geq T_{\text{pc}}$ where $T_{\text{pc}}$ is the current program counter label (the least upper bound of all $\gamma_{\text{Data}}(b)$, such the execution of this program point is controlled by an if- or while-statement whose guard is $b$).

For a key generation statement $x := \text{Gen}()$ at the program point $i$ we have the constraints $\pi_2(x) = \text{Key}_N$ for some $N \supseteq \{i\}$ and $\pi_1(x) \geq T_{\text{pc}}$. An assignment $x := y$ can be typed as in the previous paragraph, but if $\pi_2(\gamma(y)) = \text{Key}_N$ then we may also choose to satisfy the constraints $\pi_2(\gamma(x)) = \text{Key}_N$, where $N \subseteq N'$, $\pi_1(\gamma(x)) \geq \pi_1(\gamma(y))$ and $\pi_1(\gamma(x)) \geq T_{\text{pc}}$. Finally, for a statement $x := E\text{nc}(k, y)$, where $\pi_2(\gamma(k)) = \text{Key}_N$ we may also choose to satisfy the constraints $\pi_2(\gamma(x)) = \text{Data}$, $\pi_1(\gamma(x)) \geq T_{\text{pc}}$ and $\pi_1(\gamma(x)) \geq \{\{t\}_{M \cup \{i\}} \mid \{t\}_M \in \pi_1(\gamma(k)) \cup \pi_1(\gamma(y)), i \in N\}$. As we mentioned before, the type of a secret input variable must be at least $\langle\{h\}, \text{Data}\rangle$. Similarly, the least upper bound of $\gamma_{\text{Data}}(y)$ for all public outputs $y$ must not be $\langle\{h\}\rangle$ or higher. If these conditions and all constraints from previous two paragraphs hold, then the program has computationally secure information flow. Note, however, that the security of the encryption scheme under key-dependent messages [4] is necessary for this to hold. In [14] the simplification rules for sets of encrypted secrets were more complex, allowing the type system to detect encryption cycles and deem them insecure. These rules are probably too complex to be modeled within the Jif type system. Still, even without considering encryption cycles, the modeling task remains interesting.
5 The Principles of Modeling

There is a special Key class defined so that only keys generated by that class can be used for encryption. The class implements the methods for generating new keys (realized in the constructor) and encryption. As we also want to allow one to access the “actual value” (as a bit-string) of the key, there will also be a method that returns it.

In [14], a type consisted of an information type and a usage type. We will obviously use Jif’s labels to track the information types of values. A value has the usage type Key\_N only if it is an object of class Key, otherwise it has the usage type Data. The class Key is parameterized with something that allows us to track the set N of possible generation points of that key.

The public and private inputs are modeled by having a fixed principal H that is allowed to read private data (the public data can be read by ⊥). For each key generation point g ∈ G we also introduce a principal P that is allowed to read the keys generated at this point. Besides P, we also introduce the principal P\_ that certainly does not know the keys generated at the point g. On can form conjunctions and disjunctions of these principals. For example, P\_1 \& P\_2 is a principal that knows the keys generated at g\_1, but certainly does not know the keys generated at g\_2. The principal P\_\& P\_ does not exist — i.e. it is considered to be equivalent to ⊤ and it may not occur in the program text.

If information in variable x can be read by someone who acts for the principal X and the key k was generated at g (represented by the principals P and P\_), then the ciphertext Enc(k, x) may be read by someone who acts for the disjunction X, P\_. The necessary declassification from X to X, P\_ is performed by the encryption method of the Key-class. Similarly, if a key k\_1 generated at g\_1 is encrypted with a key k\_2 generated at g\_2 then the result can be read by P\_1, P\_2. A pair consisting of Enc(k\_2, k\_1) and Enc(k\_3, k\_2) (where k\_3 is generated at g\_3) can be read by the principal ((P\_1, P\_2)\& (P\_2, P\_3)).

In [14], a program has computationally secure information flow if the least upper bound of the types of its public variables is not h or greater. While modeling this type system in Jif, the programmer has to explicitly state that least upper bound. The public variables may be read by a principal of the form P\_1 & … & P\_k & P\_1 & … & P\_j with \{i_1, ..., i_k\} ∩ \{j_1, ..., j_l\} = ∅. The use of this label is more clearly explained in Sec. 7.

6 The Key-class

The class for encryption keys, given in Fig. 1, contains methods for key generation, encryption and for returning the value of the key. In the declaration of a variable that is of type Key, written Key{11,12}{1} k, the label 11 must be of the form {p->P1&…&Pn; p<-∗} and 12 of the form {p->NotP1&…&NotPn; p<-∗} for some principal p that has the authority to execute the declaration of k. In the syntax of Jif, ∗ denotes ⊤. Jif does not check that the two labels are of the correct form (first one containing P\_1 & … & P\_n and the second one P\_1 & … & P\_n), but this syntactic check could be easily included somewhere in the development environment. The variable k may contain keys generated at one of the points g\_1, …, g\_n. The covariance of the label parameters is used in the subtyping decisions; this allows the assignments of the form k\_1 = k\_2; where the keys pointed to by k\_1 may have been created in at least as many program points as the keys pointed to by k\_2.
The instance method `encrypt` takes a principal `p` and plaintext `pt` as arguments. The principal `p` must have authorized the call to `encrypt`, as stated by the precondition `caller(p)`. This is needed because the method uses declassification to properly model the weakening of the restrictions on information flow according to type system [14] and thus the authority of the concerned principal is required. The other two restrictions `{pt}<!={p->*;p<-*},{this}<!={p->*;p<-*},caller(p)` assure that labels `{pt}` and `{this}` for the plaintext and the key only contain policies of principal `p`. See Sec. 9 for a discussion of this restriction. As the actual encryption method `encAES` uses both `key` and `pt` then the label of the result `r` is a conjunction of the two labels: `{this;pt}`. The label of the ciphertext `r` is then declassified to also allow the text to be read by the principal who surely does not know the key used for encryption. Thus the new label of the ciphertext is a disjunction `pt meet 12`. As the label `{r}` only contains the policy of the principal `p`, there exists sufficient authority to perform the declassification.

The `Key`-class also contains the method `value` for returning the actual value of the key. The method will just convert the array of bytes `key` to a string and restrict its label. This restriction is manifested as the label of the return value of the `value`-method.

If a program makes use of the class `Key` and does not contain any declassification statements
Figure 2: Example 1

outside of this class, then Jif’s type system puts “the same” restrictions on it as the type system of Laud and Vene. We believe that this statement could be formalized as a theorem; however we do not currently intend to do so. It would require a formalization of the Jif type system to an extent that we are not aware of having been done. Also, our goal has been “similarity” of the behavior of type systems, not their total coincidence. Indeed, we have already seen a difference (the encryption cycles) between the two type systems. The next section shows that there are other differences as well.

7 Examples

Fig. 2 presents the most basic example of using the Key-class. We generate a key (the two principals associated with this key generation statement are \( P1 \) and \( \text{NotP1} \)), use it to encrypt a secret (denoted by having the confidentiality policy \( p \rightarrow H \)) plaintext and output a ciphertext. The program is secure according to the type system of [14] and the Jif compiler also accepts it. Similarly to Java, Jif starts the execution of the program from a method named \texttt{main}, with the correct signature. In Jif’s case, this signature also includes the principal \( p \), under whose authority the program is executed. Jif’s standard library includes the labeled versions of input and output streams; in our example, \( \text{out} \) is an output stream that can print values whose labels are no more restrictive than \( L \). By defining the label \( L \), we are stating the least upper bound of the labels of the public variables, as required in the end of Sec. 5. Jif does not verify that \( L \) is of the shape required in Sec. 5, but this simple syntactic check could be embedded elsewhere.

But if in addition to ciphertext \( x \) the value of the key \( k \) is also output (as shown in Fig. 3, where the method signature is no longer shown), then Jif rejects the program because the label of \( k . \text{value}() \) contains the policy \( \{ p \rightarrow P1 \} \) which is not less or equal to \( L \). We cannot add this policy to \( L \) (although the Jif compiler would not complain) because that would violate the conditions put on \( L \) in Sec. 5.

In the example in Fig. 4 two keys \( k1 \) and \( k2 \) are defined. The first is used to encrypt the plaintext, while the second is used to encrypt the first key. Both ciphertexts are output. The Jif compiler accepts this program, because the first ciphertext may be read by \( \text{NotP1} \) (and also
by \( H \), while the second ciphertext may be read by \( \text{NotP2} \) (and also by \( P1 \)). The label \( L \) is of the correct form.

Fig. 5 demonstrates double encryption: here \( x2 \) is a ciphertext that may be read by each of the principals \( H, \text{NotP1} \) and \( \text{NotP2} \). Hence we may output \( x2 \) and also one of the keys (chosen statically). Note the value of the label \( L \) — it states that the key(s) generated at the program point \( g1 \) are public.

The key that is used for encryption may also depend on other values as shown in figure 6. The value of the key \( k3 \) depends on some other (public) value. The labels 11 and 12 in the declaration of \( k3 \) have to contain both \( P1/\text{NotP1} \) and \( P2/\text{NotP2} \), otherwise the assignment to \( k3 \) is not allowed because of incompatible types. After encrypting the plaintext \( pt \) with the key \( k3 \) the ciphertext \( x \) may be read by principal \( \text{NotP1}&\text{NotP2} \) (but not just \( \text{NotP1} \) or \( \text{NotP2} \)). Still,
```java
{  
    final label L = new label {p->P1&NotP2; p<-*};  
    PrintStream[*L] out = ... 

    Key[{p->P1;p<-*}, {p->NotP1;p<-*}] k1;  
    k1 = new Key[{p->P1;p<-*}, {p->NotP1;p<-*}];()  

    Key[{p->P2;p<-*}, {p->NotP2;p<-*}] k2;  
    k2 = new Key[{p->P2;p<-*}, {p->NotP2;p<-*}]();  

    String{p->H;p<-*} pt = "Plaintext";  
    String x1 = k1.encrypt(p, pt);  
    String x2 = k2.encrypt(p, x1);  
    out.println("x2: " + x2 + " k1: " + k1.value()); }
```

Figure 5: Example 4

```java
{  
    final label L = new label {p->NotP1&NotP2; p<-*};  
    PrintStream[*L] out = ... 

    Key[{p->P1;p<-*}, {p->NotP1;p<-*}] k1;  
    k1 = new Key[{p->P1;p<-*}, {p->NotP1;p<-*}];()  

    Key[{p->P2;p<-*}, {p->NotP2;p<-*}] k2;  
    k2 = new Key[{p->P2;p<-*}, {p->NotP2;p<-*}];()  

    Key[{p->P1&P2;p<-*}, {p->NotP1&NotP2;p<-*}] k3;  
    k3 = (...) ? k1 : k2;  

    String{p->H;p<-*} pt = "Plaintext";  
    String x = k3.encrypt(p, pt);  
    out.println("x: " + x); }
```

Figure 6: Example 5

the label L allows us to output x.

The example in Fig. 7 differs from the previous one only in the confidentiality policy on the information from which there is an implicit flow to k3. That policy is now {p->P3}, instead of {}, and that is also the confidentiality policy of k3 itself. According to the type system of [14], the ciphertext x can now be read by either of the principals H&P3 and NotP1&NotP2. Hence the program is still secure and it should suffice to define L as in Fig. 7.
Jif, however, acts differently. It considers there to be information flow from the target of the method call (k3) to the result of the method call (x). Hence, according to Jif, x can be read by either of the principals H&P3 or NotP1&NotP2&P3. The program in Fig. 7 does not compile. We could add P3 to L, thereby making it compile again, but then we could not output any ciphertexts created with the key k (this is still allowed in [14]).

Such an assumption by Jif cannot probably be overcome, as long as encrypt is an instance method and the occurrences of declassification are constrained to be inside the class Key. On the other hand, this assumption is also not a weakness of Jif, because it is necessary each time the target of the call is nil. The language used in [14] does not allow the possibility of a key being undefined.

8 Static Method for Encryption

The assumption made by Jif on the information flow from that target of a method call to the result of that call could be overcome if we implement encryption as a static method, as shown in Fig. 8. In addition to a principal p and a plaintext pt, the static encryption method takes a key k as an argument. The method saves k.key in kv, but before dereferencing k it declassifies it, such that the possible NullPointerException that may be thrown does not have a too restrictive label. After saving k.key in kv, the static method works the same way as the instance method.

This static encryption method is typed almost like in the type system [14] with the exception of handling the NullPointerException. Using this method instead of the instance method would allow us to compile the example in Fig. 7. Besides the fact that handling the NullPointerException is not correct according to the type system [14], handling it also might
be cumbersome and thus the instance encryption method is used where implicit information flow does not occur.

9 Conclusions and Discussion

We have shown that existing tools for secure programming (in particular, Jif) are also well-suited for making sure that programs have computationally secure information flow. The next logical step would be the extension of Jif to include encryption in its policies. So far we have not really made use of the decentralized label model; in fact, we have actively tried to work around it by stating that there is a single principal \( p \) whose policies we are concerned with. Indeed, Laud and Vene [14] also do not consider multiple principals. Hence the extensions of this work also have to consider important theoretical problems, e.g. the integrity of keys.
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Abstract

Protecting privacy is often conceived and implemented as a matter of controlling the flow of identity and identity-related information. This, for instance, is the strategy of much privacy legislation and business privacy policy. Such approaches are increasingly weakened by the ability of data-mining techniques to fuse these partial identities into a complete identity, even using attributes that are not normally considered to be identifying.

We propose instead that the solution to protecting privacy is the use of artificial identities, generated robustly using cryptographic techniques and managed by individuals as they wish (with ultimate traceability when required by, for example, law enforcement). The existence of a framework that can protect privacy even in the presence of large-scale data collection and analysis makes it possible for individuals and their agents to participate in online activity without the reluctance that is increasingly associated with current approaches.

1 Introduction

The overwhelming benefits of conducting business online, for organizations as well as individuals, have led to a fast-paced growth of web services and applications, such as e-commerce, e-banking, e-universities, and e-government. Managing individuals’ identities, attributes, preferences, and privileges is an important issue. Systems that facilitate the management of such information are called identity-management systems (IMS).

A feature expected of IMS is preserving individual privacy. The fear of loss of privacy or identity theft may limit willingness to use web services. A recent survey by the Center for the Digital Future at the University of Southern California showed that more than 60 percent of Americans are extremely worried about their privacy when shopping online [6]. This represents a significant increase from the 47 percent recorded in 2006. Many identity-management systems, both commercial and research, have been developed or extended to handle privacy better. Some well-known examples are Liberty Alliance [14], Shibboleth [20], WS-Federation [21], CardSpace [8], U-Prove [10], Idemix [3], and Prime [2].

Although these systems differ in their approaches to privacy, they agree on assumptions and strategies. These systems work with partial identities and regulate the flow of data involving these identities. They share the assumption that privacy is achieved by allowing only “safe” flows. Several issues make this assumption and strategies based on it inadequate to protect individual privacy.

1. Knowledge-discovery and data-fusion technologies are able to associate partial identities and so to allow reconstruction of good approximations to complete identities. This is true even if each partial identity does not contain data that would normally be considered as identifying. For example,

1This work has been partially funded by the Privacy Commissioner of Canada
the work of [11, 17] show that anonymized users’ records in movie rating datasets can be traced back to the actual users with the help of a little auxiliary information (e.g., a user mentioning the name of a movie in a public forum). Another example appears in [15], where the genomic data of anonymized patient records are linked to the actual patients.

2. Individuals may not be able to see the boundaries between organizations with whom they share information. For example, they may deal with two apparently-different organizations that are actually part of the same conglomerate and which may feel entitled to share information internally.

3. Federated IMS, such as Liberty Alliance and WS-Federation, regulate the flow of partial identities between identity providers and service providers using privacy policies and individual consent. Ill-designed policies and/or consents without full awareness may lead to catastrophic violations of individual privacy.

4. Federated IMS require identity providers to be available whenever individuals interact with service providers. This in itself may give enough information for identity providers to profile individuals.

5. Anonymous credential systems, such as U-Prove and Prime, use zero-knowledge proof of knowledge techniques instead of policies and consents. This removes the necessity for policies and results in anonymous transactions; however, accountability is maintained by giving a trusted third party the power to de-anonymize individuals. This contradicts the motivation of using anonymous certificate systems in the first place. Moreover, unnecessary replicas of an individual’s identity are created every time that individual is involved in a transaction.

These issues suggest that protecting individual privacy requires reconsidering conventional assumptions and strategies.

1.1 A novel approach to privacy

The underlying problem with the previously-mentioned IMS is that individuals’ real identities are involved in individuals’ transactions, if only in a limited way. To overcome this problem we suggest the use of artificial identities, called personas. Personas do not store partial identities. Instead, a persona is just a way to ensure SPs that there is an IDP acting as a guarantor for the individual possessing that persona. This implies that it is much more difficult, if not impossible, to fuse personas. We can think of a persona as acting as an identity representing someone in one or more interactions, for example, a short-term email address that someone uses to subscribe to a service, or one-time use credit card. The goals of the proposed approach are:

i. Empowering individuals to interact with service providers through personas, eradicating the risk of exposing real identities.

ii. Enabling individuals to create their desired personas and limiting the role of identity providers in certification.

iii. Allowing service providers to verify individuals’ claims and to determine whether personas are presented by their rightful owners, both without the need to contact identity providers.

iv. Giving identity providers the means to trace personas to the individuals they represent when this is required by a legal process.

These goals allow an individual to reap the benefits of enhanced service at organizations by being a good customer, without allowing these organizations to realize that these good customers are all the
same person. Thus the individual controls the sharing of information among organizations, rather than
the organizations controlling it, perhaps without knowledge or consent.

The contribution of this paper is a novel approach to privacy that achieves these goals, and an archi-
tecture and design of a persona-based IMS that supports the laws of identity given in [5].

Section 2 describes various active commercial and research IMS. Section 3 draws the line between
persona-based IMS and other IMS. Our approach to privacy protection and an IMS based on that ap-
proach are described in detail in Section 3. Section 4 addresses the design of one instance of the pre-
sented IMS. In Section 5, a discussion is provided and some open problems are described.

2 Identity Management

The two areas closely related to this proposed design are federated identity management and anonymous-
certificate systems. Liberty Alliance, Shibboleth, WS-Federation, and CardSpace are examples of fed-
erated IMS. U-Prove and Prime are anonymous-certificate systems. Liberty Alliance and Shibboleth are
based on the Security Assertion Markup Language (SAML) [18]. WS-Federation and CardSpace are
based on the Web Services (WS-*) framework.

2.1 Liberty Alliance and Shibboleth

Liberty Alliance is a consortium that includes Sun, HP, General Motors, and many other global cor-
porations. The consortium’s mission is to provide open standards for the development of federated
identity-management systems. The architecture advocated by Liberty Alliance has three frameworks:
the Identity Federation Framework (IDFF), the Identity Web-Services Framework (IDWSF), and the
Identity Services Interface Specifications (IDSIS). IDFF provides a single means for sign-on for indi-
viduals, and simple session management. IDWSF uses IDFF to establish permission-based attribute
sharing, service discovery and description, and the associated security profiles. IDSIS builds on both
IDFF and IDWSF to support a wide range of applications such as e-wallets and calendar services [16].
Shibboleth from Internet 2 is an open-source IMS for single sign-on across organizations. Shibboleth is
used mainly by educational institutions.

Liberty Alliance and Shibboleth use SAML for specifying the communication of identity-related
information between individuals and providers. SAML 2 extends SAML 1.1 to include the Liberty
Alliance IDFF and Shibboleth. Therefore, Liberty Alliance 2 and Shibboleth 2 use SAML 2 as a basis
for secure communication and for basic identity services such as single sign-on [16].
2.2 WS-Federation and CardSpace

Founded by Microsoft and IBM, WS-federation is a component in the WS-* framework. As with other federated IMS, WS-federation defines how identities can be federated among different providers. WS-federation shares the same goals as Liberty Alliance, but differs in the design and technologies used. CardSpace from Microsoft is an IMS focusing on the individual perspective. Identities are managed at individuals’ machines. CardSpace is also based on WS-*. Figure 1 shows the relation among the various IMS.

A typical usage scenario in Liberty Alliance, Shibboleth, WS-Federation and CardSpace goes as follows (refer to Figure 2a). An individual visits a service provider’s (SP) site. To authenticate this individual, the SP redirects the individual to her identity provider’s (IDP) site. The IDP authenticates the individual and redirects her to the SP, where the redirection message contains a proof that the individual has been authenticated.

2.3 U-Prove, Idemix, and Prime

U-Prove from Credentica, recently acquired by Microsoft, is an anonymous-certificate system. U-Prove focuses on security and privacy aspects of identity management. Prime is another anonymous-certificate system funded by the European Union and several corporations. Similar to U-Prove is Idemix, developed at IBM. In addition to privacy, Idemix also tackles the problem of sharing credentials. Prime attempts to illustrate how European regulations regarding privacy can be incorporated into IMS. U-Prove, Idemix, and Prime help individuals controlling the flow of their identity-related information.

A typical usage scenario in U-Prove, Idemix Prime goes as follows (refer to Figure 2b). An individual visits an SP site. To authenticate to the SP, the individual uses a certificate obtained previously from her IDP. The individual uses zero-knowledge proofs to convince the SP that the individual has a valid certificate from the IDP.

3 Persona-based Identity Management

The idea of artificial identities has already been used in a small way. Many people use throwaway email addresses as identifiers to sites that require them, since it is easy to disassociate oneself from such an address if it is misused by the site owner. Cash is a form of anonymous, but guaranteed, financial identity. Historically, letters of introduction served the same purpose. Our approach is an attempt to formalize this behavior by specifying the required requirements, architecture, and operations.

This section presents the building blocks needed to realize the proposed persona-based IMS. First, we start by defining some terminology.

Persona: A persona is an artificial identity that represents an individual in one or a set of interactions.
Service provider (SP): An entity providing services to individuals, for example an online store.
**Persona provider (PP):** A particular form of SP that provides persona-related services to individuals, for example registering and vouching for personas. This is an equivalent role to identity providers in conventional IMS.

**Persona-based IMS (P-IMS):** A system that implements the requirements, architecture, and operations listed below.

### 3.1 P-IMS requirements

A persona, \( P \), possessed by an individual, \( D \), is represented by a triple of the form \( P = (PP, I, A) \). \( PP \) is the identity of the persona provider vouching for \( P \), \( I \) is the identity that \( D \) wishes to assume, and \( A \) is a list of attributes claimed by \( D \). \( D \) can register at any number of \( PP \)s, can request more than one persona from a given \( PP \), and can use a persona \( P \) at any SP that trusts \( PP \). The persona \( P \) can also be used to register at another \( PP \) as if it is an individual, so that personas can be nested. \( D \) can convince SPs and other \( PP \)s that she is the rightful owner of \( P \) and can use it without either contacting her \( PP \).

The following are the most common privacy requirements mentioned in the literature. We adopt them as requirements for the proposed P-IMS.

- **Individual anonymity.** An SP’s knowledge of an individual is limited to what is available in the persona presented to that SP by that individual.
- **Persona unlinkability.** Different personas possessed by an individual cannot be linked.
- **Persona unforgeability.** It is hard for anyone to create a certificate valid with respect to a \( PP \) without the cooperation of that \( PP \).
- **Persona traceability.** If a persona \( P \) is successfully verified at an SP, then \( P \) should be traceable by the corresponding \( PP \) to \( D \), where \( D \) is the persona used to generate \( P \).
- **Selective release of attributes.** Given a persona \( P \), containing a list of attributes \( A \), an individual should have the ability to show \( P \) to an SP, but with some elements of \( A \) kept secret from that SP.
- **Persona federation.** A group of \( PP \)s and SPs should be able to federate their collections of personas.
- **Multi-show unlinkability.** Different uses of the same persona at the same SP are not linkable by that SP.

### 3.2 How P-IMS are different from other IMS?

Conventional IMS are susceptible to data-fusion techniques since they expose “non-identifying” attributes to SPs which may allow different partial identities to be merged into a single complete identity. For example, demographic data at the level of zipcode/postal code is readily available, and it is easy to identify a family with, say, six children simply by knowing their zipcode – even though zipcodes and number of children are not normally considered identity attributes. Anecdotal results using collaborative filtering suggest that a single person can be identified, with high probability, knowing only their taste for two or three less-popular items. Almost any attribute for which an individual has a slightly unusual value can become a key, i.e., an identifying attribute. Unsurprisingly, knowing a few partial identities provides a wealth of such values that can be used to create a record about the individual that is much more revealing and precise than its parts. P-IMS aims to prevent information flow from \( PP \) to SP, except for guaranteeing required individual properties; and prevents fusion because the apparent identities of different interactions cannot be connected with one another.

**How are P-IMS different from federated identity management?**

1. P-IMS avoids the flow of partial identities which may be used to re-construct complete identities.
2. P-IMS does not need to manage policies and user consents.
3. In federated IMS, pseudonyms and security tokens are created and managed by identity providers. For pseudonyms and security tokens to work, identity providers need to be online.
How are P-IMS different from anonymous certificate systems?

1. P-IMS simplifies the verification operation. With one signature operation, an individual can produce a signature over her actions, prove the possession of a certificate from her identity provider, and convince the service provider that accountability is ensured.

2. In anonymous-certificate systems, pseudonyms and security tokens contain encrypted identifying information, for accountability purposes. Although encrypted, the risk of exposing such identifying information may not be tolerable for some applications. In P-IMS, once an individual registers a set of personas at a PP, she can use them without the PP’s assistance. Moreover, the individual can be sure that no identifying information is stored by a PP.

3.3 P-IMS Architecture and operations

The architecture of P-IMS is similar to those in anonymous-certificate systems. Individuals get their personas from PPs and use them at SPs. Figure 3 shows one scenario of an individual dealing with two PPs and two SPs. The operations that a P-IMS implements are:

Operations at PPs

- \( \text{wrap} : \text{persona} \times \text{attributes} \rightarrow \text{persona} \times \text{anchor} \times \text{secret} \). \( \text{wrap} \) is an operation executed by an individual D at a PP. \( \text{wrap} \) takes from D as input a persona, P, and a set of claimed attributes, A. If D is entitled to have A, \( \text{wrap} \) returns a persona \( P' \) made by combining P and A. \( \text{wrap} \) also returns an anchor N and a secret S. The anchor binds \( P' \) to P, while the secret is used by D to prove ownership of \( P' \). The secret is given to D and never stored at the PP.

- \( \text{check\_wrap} : \text{persona} \times \text{anchor} \rightarrow \text{boolean} \). \( \text{check\_wrap} \) is used by an individual or a PP to check if a persona and an anchor pair are valid. That is, \( \text{check\_wrap}(P', N) = \text{true} \leftrightarrow \exists (P, A) : (P', N) = \text{wrap}(P, A) \).

- \( \text{trace} : \text{persona} \rightarrow \text{persona} \times \text{attributes} \times \text{anchor} \). \( \text{trace} \) is used by a PP to trace a persona \( P' \) back to a persona P and attributes A. That is, \( \text{trace}(P') \) returns P, A, and N, where \((P', N) = \text{wrap}(P, A) \). The trace operation is essential to ensure accountability and it is only available to the PP that generated \( P' \). It is invoked after an SP proves to a PP that the holder of \( P' \) abused a service (or in other contexts such as law enforcement).

- \( \text{update} : \text{persona} \times \text{actions} \times \text{proof} \rightarrow \text{boolean} \). \( \text{update} \) is an operation for updating D’s persona. The proof parameter is needed if the update is executed by an SP to alter a property of D, for example to charge D for a service.
Operations by individuals

- **show**: \(\text{persona} \times \text{secret} \rightarrow \text{proof}\). Whenever an individual D wants to use a persona P at an SP, **show** is executed to generate a proof F of ownership of P. D then sends P along with F to the SP. Alternatively, **show** can be overloaded to include a set of actions T as follows: \(\text{show} : \text{persona} \times \text{action} \times \text{secret} \rightarrow \text{proof}\), where T specifies which actions D is requesting.

Operations at SPs

- **verify**: \(\text{persona} \times \text{proof} \rightarrow \text{boolean}\). An SP receiving a persona and a proof, uses **verify** to check whether F is a valid proof on P. As with **show**, **verify** is available. If **verify** is passed successfully, the SP knows two facts. First, the individual D is indeed certified by PP to use P. Second, F is a proof that D has requested a service from SP.

Nesting personas

An individual, D, may use the above operations to nest personas, that is, D uses **wrap** at a PP, say PP1, to create a persona. D then executes **show** with the persona received from PP1, and sends the persona and the proof generated from **show** to PP2, another PP. If PP2 trusts PP1, D executes **wrap** at PP2 to get a new persona. The new persona may contain a subset or a superset of the attributes specified in the old persona. Note that PP2 does not check against D and does not know anything about it.

This feature allows individuals to hide their identities behind layers of personas. All PPs who generated a nested persona, except for the first one, do not have the ability to find the individual behind that persona. To find the individual, each PP must execute **trace** at the previous PP. It is worth mentioning that PPs do not execute **trace** unless someone provides them a proof of a misuse.

4 Realizing P-IMS using ID-based Cryptography

This section presents the implementation of a persona-based IMS using identity-based cryptography. First, ID-based cryptography is introduced. Then we show how this cryptographic technique can be treated as a building block to realize a P-IMS. To the best of our knowledge, ID-based cryptography has not been used to implement privacy-enhanced identity management systems. A privacy-enhanced IMS is an IMS which protects the privacy of the individuals using that IMS.

4.1 ID-based cryptography

In public-key infrastructure (PKI), an individual receives her public/private key-pair from a certificate authority. In identity-based cryptography, however, the identity of an individual is the public key. The corresponding private key is generated by a private-key generator (PKG). Thus, PKGs replace certificate authorities. The advantage of ID-based cryptography is that Bob does not need to contact Alice’s certificate authority to encrypt a message for her, as is the case in PKI. Bob uses Alice’s identity as the public key for encryption, whereas Alice uses her private key to decrypt messages as in PKI.

ID-based signatures are the signing mechanism in ID-based cryptography. Bob’s PKG computes his private key and sends it to Bob. Bob uses the private key to sign messages, whereas Alice uses Bob’s identity as the public key. ID-based signatures were initially proposed in [19] and the first practical realizations appeared in 2001 by [1, 9]. A system which facilitates ID-based signatures provides the following methods:

- Setup: Initializes some public parameters P and creates the master key MK. 
  
  \(\text{Setup} : \text{Security\_Parameter} \rightarrow P \times MK\)
- **Extract**: Generates $\text{PK}_{\text{ID}}$, a private key for a given ID, using $P$ and $\text{MK}$.
  \[ \text{Extract} : P \times \text{MK} \times \text{ID} \rightarrow \text{PK}_{\text{ID}} \]

- **Sign**: Outputs a signature $S$ on a message $M$ using $P$ and $\text{PK}_{\text{ID}}$.
  \[ \text{Sign} : M \times P \times \text{PK}_{\text{ID}} \rightarrow S \]

- **Verify**: Verifies whether $S$ on $M$ has been generated by an ID.
  \[ \text{Verify} : M \times S \times P \times \text{ID} \rightarrow \text{boolean} \]

With these methods implemented, an individual with an identity $\text{ID}$ may request her PKG to extract the private key associated with $\text{ID}$. The individual then may sign any message $M$, while verifiers may verify the signature using that individual’s $\text{ID}$. Secure and efficient ID-based cryptography and signature schemes have been described in the literature [7, 12, 13].

One common problem with ID-based cryptography is key escrow. PKGs are the entities generating private keys, and thus, are capable of forging valid signatures. Our application of ID-based signatures, however, can easily avoid this problem. We show how to avoid the problem of key escrow in Subsection 5.2.

### 4.2 Architecture and operations

The following is the adaptation of ID-based signatures to realize P-IMS. For brevity, we will denote an individual by $D$, personas by $P$, attributes by $A$, anchors by $N$, secrets by $S$, actions by $T$, certificates by $C$, proofs by $F$, signatures by $\text{Sig}$, messages by $M$, master-keys by $\text{MK}$, the private key of $\text{ID}$ by $\text{PK}_{\text{ID}}$, and public parameters by $\text{PM}$. Each $\text{PP}$ is considered as a PKG, whereas each $\text{SP}$ is considered as a verifier. Let each $\text{PP}$ run $\text{Setup}$ to generate $\text{MK}$ and $\text{PM}$, and publish the set of $\text{PM}$ publicly.

Before proceeding, we need to define a function named $\text{compute}_{\text{ID}}$. $\text{compute}_{\text{ID}} : \text{String} \rightarrow \text{ID}$, where String is any finite-length string and $\text{ID}$ is a fixed-length string. $\text{compute}_{\text{ID}}$ could be any secure hash function. For each operation performed by P-IMS, we recall the definition and provide the implementation.

#### Operations at PPs

- **wrap**: $\text{persona} \times \text{attributes} \rightarrow \text{persona} \times \text{anchor} \times \text{secret}$. When $D$ executes $\text{wrap}(P, A)$ at $\text{PP}$, $\text{PP}$ determines whether $D$ is entitled to have $A$. If $D$ is entitled, $\text{PP}$ uses the tuple $(P, A)$ to generate $P'$ which is a composite of $P$ and $A$.
  
  $\text{PP}$ runs $\text{compute}_{\text{ID}}(P')$ to get $\text{ID}$; uses $\text{Extract}(\text{PM}, \text{MK}, \text{ID})$ to get $\text{PK}_{\text{ID}}$; and then executes $\text{compute}_{\text{ID}}(P, P')$ to get $N$. Finally, $\text{PP}$ signs $C$ containing $P, P', N,$ and $\text{PK}_{\text{ID}}$ and sends it back to $D$. $N$ binds $P'$ to $P$, whereas $\text{PK}_{\text{ID}}$ is the secret $S$. Note that $\text{PP}$ does not need to store $C$, since all the information can be generated from $P$ and $P'$. Therefore, $\text{PP}$ needs to keep the tuple $(P, P')$.

- **check_wrap**: $\text{persona} \times \text{anchor} \rightarrow \text{boolean}$. When $D$ executes $\text{check}_\text{wrap}(P', N)$ $\text{PP}$ looks up $P$ such that $N = \text{compute}_{\text{ID}}(P, P')$. If such an $N$ exists, $\text{PP}$ returns true.

- **trace**: $\text{persona} \rightarrow \text{persona} \times \text{attributes} \times \text{anchor}$. trace is used for accountability, and thus it presupposes that show and verify have been executed, that is, $D$ has already used $P$ for services at some $\text{SP}$. (Refer to the realization of show and verify below.) $\text{PP}$ receives the tuple $(P, \text{Sig})$ from the $\text{SP}$. $\text{PP}$ may rerun $\text{verify}$ to verify $\text{Sig}$ on $P$. Since $\text{PP}$ has a list of $(P, P')$ pairs, trace is a matter of looking up $P'$ in a data structure containing pairs.

- **update**: $\text{persona} \times \text{actions} \times \text{proof} \rightarrow \text{boolean}$. This operation is domain- and application-specific, and therefore, omitted for now.

#### Operations by individuals

208
show : persona × secret → proof. Whenever D wants to show(P), D signs P with PK_ID stored in D’s C. This is done using the Sign method: Sig = Sign(P, PM, PK_ID). Sig is the implementation of F. D then sends P and Sig to an SP. Alternatively, D may sign the tuple (P, T).

Operations at SPs

verify : persona × proof → boolean. First, SP runs ID = compute_ID(P). The verify operation is easily mapped to the verify method in ID-based signatures as: boolean = verify(P, Sig, ID, PM)

5 Sample Scenario and Discussion

To better understand the system, a sample scenario is provided to illustrate the execution of the different operations. This section also discusses the issues related to P-IMS and mentions some open problems.

5.1 Sample scenario

Bob wants to buy a train ticket from SP1. For the sake of argument, let SP1 allow for student discounts. For Bob to buy the ticket with the student discount, he needs to prove to SP1 that he is a student. He also needs to present a credit card or other financial means of paying for the transaction. Bob is a registered student at university U1, and he has a credit card from financial institute FI1. The scenario assumes that a P-IMS is in place, and that Bob and SP1 can both use it. The following shows how Bob can buy a ticket at a student discount from SP1 in a private manner.

If Bob already has personas from U1 and FI1, he executes the show operation with SP1 twice: once as proof1 = show(persona_U1, secret_U1), and the other as proof2 = show(persona_FI1, secret_FI1).

Using the notation in Section 4, Bob uses the Sign method.

\[ \text{Sig}_{\text{persona}_{U1}} = \text{Sign} (\text{persona}_{U1}, PK_1, PM_{U1}, ID_1) \]
\[ \text{Sig}_{\text{persona}_{FI1}} = \text{Sign} (\text{persona}_{FI1}, PK_2, PM_{FI1}, ID_2) \]

where PK1 and PK2 are the private keys associated with persona_{U1} and persona_{FI1}, respectively. ID1 and ID2 are the IDs extracted using compute_ID(persona_{U1}) and compute_ID(persona_{FI1}). PM_{U1} and PM_{FI1} are public parameters for U1 and FI1, respectively.

SP1 executes verify twice.

\[ \text{verify}(\text{persona}_{U1}, \text{Sig}_{\text{persona}_{U1}}, PM_{U1}, ID_1) \]
\[ \text{verify}(\text{persona}_{FI1}, \text{Sig}_{\text{persona}_{FI1}}, PM_{FI1}, ID_2) \]

If both verify operations are passed, SP1 is convinced that Bob is a student at U1 and he has a credit card from FI1. SP1 is also convinced that proof2 is sufficient to claim the money from FI1. SP1 may execute the update operation at FI1 to charge Bob for the ticket.

If Bob does not have one of the personas, he has to request it from either U1 and/or FI1. Bob may, alternatively, want to use new persona instead of an old one. These two cases require Bob to execute the wrap operation with U1 and/or FI1. Assume Bob creates persona_{U1} and persona_{FI1} using the following.

\[ \text{persona}_{U1} = \{I1, \{\text{status} : \text{undergraduate}, \text{graduation} : \text{September2010}\}\} \]
\[ \text{persona}_{FI1} = \{I2, \{\text{type} : \text{creditcard}, \text{expiry} : \text{December2011}\}\} \]
I1 and I2 are the assumed identities that Bob wishes to use. They could be nicknames, random strings, or even the empty string. The main reason for an assumed identity is to allow Bob to collect loyalty bonuses at SP1.

Now Bob can execute the wrap operation at U1 and FI1 using the following.

\[
\begin{align*}
\text{(persona}_{U1}\text{), } & \text{PK1, anchor1) = wrap(persona}_{U1}\text{)} \\
\text{(persona}_{FI1}\text{), } & \text{PK2, anchor2) = wrap(persona}_{FI1}\text{)}
\end{align*}
\]

U1 and FI1 generate PK1 and PK2 using the extract method.

\[
\begin{align*}
PK1 & = extract(ID1, PM_{U1}, MK1) \\
PK2 & = extract(ID2, PM_{FI1}, MK2)
\end{align*}
\]

where MK1 and MK2 are U1 and FI2 master keys.

If, for some reason, SP1 determined that Bob cheated, SP1 can present the personas and proofs to U1 and/or FI1. For example, Bob can use persona\textsubscript{U1} after he graduates. U1 and/or FI1 can then trace the personas back to Bob. To trace Bob, U1 and FI1 execute

\[
\begin{align*}
\text{trace(persona}_{U1}\text{, Sig}_{\text{persona}_{U1}}) \\
\text{trace(persona}_{FI1}\text{, Sig}_{\text{persona}_{FI1}})
\end{align*}
\]

Figure 4 is an illustration of the scenario.

5.2 Analysis and open problems

The first issue discussed is key escrow, which is inherited from ID-based signatures. We can avoid this problem by allowing individuals to have public/private keys as in PKI. Whenever an individual D requests a PP to wrap a persona, D must send his public key. D’s public key is available to the PP only. The only operation affected is the show operation, where D should sign the persona with her private key as well as with the private key associated with the persona. Since even PP cannot forge the signature of her private key, the problem of key escrow is completely avoided. The verify operation is not affected since SPs are interested in whether PP is vouching for the persona or not. Other solutions for the key-escrow problem are presented in the literature, for example in [12].

The second issue is the selective release of attributes. Let D, an individual, have a persona P at PP. To control the release of attributes A, D requests PP to issue a persona such that each element in
A is encrypted with a different label. Encryption with labels [4] allows Bob to encrypt a message with his encryption key and a label, that is, \( \text{encrypted} = \text{Encryption}(\text{message}, \text{label}) \). Alice needs the decryption key and the same label for decryption, that is, \( \text{message} = \text{Decryption}(\text{encrypted}, \text{label}) \).

Once PP encrypts each attribute in P with a different label, D can choose which labels are sent to which SP.

The third issue is proving the security of P-IMS and show how the requirements presented in Subsection 3.1 are met. Since we utilize ID-based signature schemes that have been proven to be secure (refer to [7, 12, 13]), an informal security analysis is sufficient for the purpose.

The security proof of [13] allows an adversary to:

1. Make queries to the hash functions and public parameters of the identity-based signature scheme.
2. Make queries to an oracle \( O_1 \), which returns the secret key corresponding to a given identity.
3. Make queries to an oracle \( O_2 \), which returns the signature on a message for a given identity.

The adversary is then challenged to forge a signature \( S \) on behalf of an identity ID, of his choice, on a message \( M \). Of course, the adversary cannot make a query to the oracles with the challenge as input. It has been proven that the adversary cannot succeed in this challenge.

Based on the proof in [13], an individual with a secret key from her PP is assured that no one else can forge signatures on her behalf. This takes care of persona unforgeability. Service providers are also assured that if they receive a valid signature from an individual, then this signature must have been generated by a secret key issued by the individuals’ PP. This takes care of persona traceability. Individual anonymity and persona unlinkability follow from the fact that personas contain no partial identities.

A PP’s knowledge about an individual’s transactions can be greatly limited by the individual subscribing to multiple PPs, such that the persona from one PP is used to subscribe to another PP, that is, creating a chain or other topology. Linking an individual’s actions will require the cooperation of many PPs which is unlikely to happen.

The following are open problems in P-IMS

1. Supporting the multi-show unlinkability of a persona.
2. Deterring individuals from sharing their personas. Anonymous-certificate systems discourage sharing by tying security tokens/pseudonyms to some private information, for example, a credit-card number. Sharing the pseudonym means sharing the credit-card number.
3. Utilizing cryptographic methods to hide PP identities from SPs. Some E-cash systems allow banks to issue e-coins for individuals, where individuals can use the e-coins at an SP without revealing the identity of the banks. This approach utilizes a trusted third party that becomes the entity interacting with SP.

6 Conclusion

In this paper, a novel approach for protecting individual privacy in IMS has been presented. The proposed persona-based IMS let individuals conduct anonymous transactions with service providers, while ensuring accountability. The individuals are in full control of the creation of their personas. Moreover, service providers do not need persona providers to be online to verify personas, attributes, and actions. Accountability is ensured without putting individuals’ real identities at risk. P-IMS, furthermore, does not rely on privacy policies that control the flow of identity information since this inherently risks the fusion of this partial information into a complete identity.
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