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Abstract

The title of this thesis is Correlating Structure and Reactivity: MoS$_2$ Nanoparticles for Hydrogen Evolution. In the work, MoS$_2$ nanoparticles have been imaged with UHV STM on different substrates to relate their structure with their activity for hydrogen evolution measured at ambient conditions.

The MoS$_2$ morphology on etch pitted highly ordered pyrolytic graphite was imaged showing 3-4nm wide, 1-1.5nm high particles of MoS$_2$ on the surface. The binding of the particles to the substrate was very weak and increased annealing temperatures during preparation of the particles and the introduction of sputter defects were chosen as a strategy to improve the conditions for resolving the particles. During these experiments, the Besenbacher group achieved the first resolved imaged of hexagonal MoS$_2$ nanoparticles on HOPG and further studies on this system was therefore stopped.

The attention was then turned to studying MoS$_2$ on Au(111). On the Au(111) surface MoS$_2$ nanoparticles were synthesized using annealing temperatures of 400°C and 550°C and characterized by XPS and STM verifying that that both preparation procedure yielded primarily triangular or truncated triangular MoS$_2$ nanoparticles. The morphology as a function of coverage was investigated and for the single layered morphologies, the activity for hydrogen evolution was measured in an electrochemical cell at ambient conditions. The activity was shown to scale with the edge length of the particles, identifying the active site for the reaction to the particle edge. Finally, the activity of the active site was shown to be in the high range, above that of the common metals.
Resumé

Titlen på denne afhandling er Korrelation af struktur og reaktivitet: MoS$_2$ nanopartikler til brintudvikling. I det præsenterede arbejde er MoS$_2$ nanopartikler blevet afbildet med UHV STM på forskellige overflader for at kunne relaterer strukturen af disse partikler til deres brintudviklingsaktivitet ved gængse betingelser.

På æts-modificerede HOPG overflader er MoS$_2$ morfologien blevet afbildet og viser 3-4nm brede, 1-1.5nm høje MoS$_2$ partikler. Partiklernes binding til substratet er meget svag og en strategi af øgede temperaturer under præparationsproceduren og introduktion af sputringsdefekter blev valgt for at forbedre afbildningsbetingelserne på overfladen. Under disse eksperimenter, opnåede Besenbacher gruppen de første billeder der viste opløsning af heksagonale MoS$_2$ partikler på HOPG og videre studier på dette system blev derfor stoppet.
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Chapter 1

Introduction

1.1 Heterogeneous catalysis and Surface Science

Catalysis is a far spanning field, which provides modern society with a range of chemicals, pharmaceuticals, commodities, fertilizers and fuels as well as means for preventing pollution [1, 2]. Most catalytic processes are liquid or gas-phase reactions that are catalyzed heterogeneously on the surface of transition-metal based particles. Compared to the uncatalyzed reactions, these surfaces enable energetically favorable reaction pathways, where one or more reaction barriers are lowered, enabling a higher rate of the reaction. The reactions typically proceed in a series of elementary steps on the surface, such as adsorption, diffusion, reaction and desorption of product. In each of these steps the interaction between the surface of the catalyst and molecules and atoms going through the step has an impact on the barriers for that step, ultimately determining the rate of the reaction. In understanding heterogeneous catalysts it is vital that one understands the surface of the catalyst material on an atomic level, as different surface geometries - sites - will influence the reaction steps differently. In the simplest case, one kind of site lowers the rate-limiting step of the reaction much more than any other sites, and thus determines the overall catalytic performance; the catalytic turnover scales linearly with the exposed active surface sites of the catalytic nanoparticles.

Industrial catalysts consist of catalytic nanoparticles on highly porous supports, that among other things serve to optimize the number of active sites exposed. The shape and size of the catalytic nanoparticles is influenced by the interaction with this support material and determines the distribution of sites exposed on the particle surface. The complex structure of the
catalyst and the environments of the catalytic particles under operating conditions make the investigation of the catalytic surfaces in this setting immensely difficult. Therefore the general approach is to ease the investigation and the understanding of the catalyst by breaking it down into different components and study these.

In surface science this is generally done by studying model systems in well-defined environments. The most simple model system is low-index single crystals studied in Ultra High Vacuum (UHV). Much insight has been gained from such studies [1, 3], but this type of model system does not enable the study of the undercoordinated surface atoms on a nanoparticle. The effect of these can be elucidated by the study of a slightly more complex system: stepped single crystals. In fact, studies of such surfaces indicate that the undercoordinated step sites may completely dominate the catalytic activity, as the activity of these sites may be orders of magnitude larger than the terrace sites [4]. An example where such simple model systems have provided valuable insights into a reaction, is ammonia synthesis, where studies have shown that the crystal steps completely dominate the activity and insight from surface science has enabled the design of better catalyst based on understanding the trends of molecule-surface interaction [4–8].

The next step up in complexity of the model systems is of course to study catalytic nanoparticles on a simple support material e.g. a single crystal. This is more challenging both due to the increased complexity of the model system, but also due to the fact that many of the spectroscopies of surface science are averaging techniques, which do not resolve the diversity of the nanoparticles, which will have a certain size and shape distribution. Therefore in these studies microscopies have proven essential to the understanding [3, 9].

Similarly to the increased complexity in the material of the model, the complexity of the environment of the model system may also be increased. Reactivity is rarely straightforwardly measured in UHV setups as most reactions take place at pressures that are either un-realizable in UHV chambers or just destroy the well-controlled vacuum if a chamber is subjected to them. The most simple approach to gauge activity is adsorption and/or exchange-type studies in UHV [1, 2]. Here the activity is not measured, but vital adsorption, desorption or recombination steps in a reaction are followed either by TPD-type experiments, exchange experiments or STM imaging of e.g. adsorbed or decomposed molecules. Approaching industrial conditions, one may attach a so-called high pressure cell to a UHV chamber, allowing studies at pressures above $10^{-6}$ Torr that will destroy the vacuum in a
separated part of the chamber, where higher pressures may be realized [1]. Another approach is to subject ones well-controlled and UHV characterized model system to industrial conditions outside the chamber. This is very rarely straightforward as problems with sample oxidation by the air, lack of enough signal from the very low surface area of the model systems, corrosion etc. often occur.

The model systems studied in the work presented in this thesis are MoS$_2$ nanoparticles on two different substrates. The activity of the model system is measured under ambient conditions. Thus the model systems and conditions presented here strive to climb the latter of complexity of model systems in the aim to relate the catalytic activity to the sites on the nanoparticulate catalyst.

1.2 Hydrogen evolution

Alternative energy carriers such as hydrogen are of growing interest as fossil fuels pose increasing environmental concerns and are expected to become increasingly costly and less easily available [10–12]. If hydrogen is to become viable as an alternative energy carrier technological improvements and cost reductions are needed in its production and storage and in fuel cell technology [10, 13, 14]. Today, the dominating way of producing hydrogen is by steam reforming of natural gas, but hydrogen can also be produced cleanly and renewably e.g. by electrolysis if the current is supplied from renewable sources such as hydro, solar or wind energy. Electrolysis is the splitting of water into hydrogen and oxygen by applying a voltage difference between to electrodes, one catalyzing the formation of hydrogen, the other the formation of oxygen. Unfortunately, the hydrogen evolution reaction, by which hydrogen is formed, is catalyzed most effectively by Pt-group metals which are scarce and expensive [15]. Thus if the scheme of using electrolysis to produce hydrogen is to become viable, new materials are needed.

Hydrogen evolution is the reaction whereby $H_2$ molecules are formed electrochemically from protons and electrons in solution. The overall reaction can be written

$$2H^+ + 2e^- \rightarrow H_2$$

The reaction takes place at an electrode, supplying electrons and catalyzing the reaction. In acidic solutions it is generally agreed that the reaction proceeds by the adsorption of atomic hydrogen at the electrode surface [15, 16]

$$H^+ + e^- + \ast \rightarrow H\ast$$
This is followed by one of two pathways to the formation of molecular hydrogen, either hydrogen is formed from two adsorbed hydrogen atoms

\[ 2H^* \rightarrow H_2 \]

or it is formed by the reaction of an adsorbed hydrogen with another proton and electron

\[ H^+ + e^- + H^* \rightarrow H_2 \]

Irrespective of the pathway, two electrons are used in the formation, and thus the current drawn is a measure of the turnover of the reaction.

Usually, hydrogen evolution has been investigated using electrochemistry techniques in combination with spectroscopic techniques for catalyst characterization [15]. The activity for hydrogen evolution is measured by the exchange current density; a measure of the catalytic turnover at equilibrium voltage in terms of the current evolved in the reaction normalized to the electrode surface area [17–20]. From peaks in cyclic voltammograms and the slopes of exchange current densities plotted against voltage, electrochemist can in some cases gain insight on e.g. the binding of surface species during reaction and the reaction mechanism, but many factors complicate these interpretations [15].

Analogous the descriptions of turn over in the field of gas-phase catalysis, the exchange current density has been related to kinetic parameters. The logarithmic plot of the exchange current density as a function of physico-chemical parameters such as experimentally determined work-function, metal-hydride enthalpy of formation and Gibbs free energy of hydrogen adsorption [18–20] have shown volcano-type relations. Volcano relationships basically reflect the Sabatier principle; a general framework in catalysis that explains that optimal surfaces exhibit moderate binding energies of reaction intermediates. Recently, a simple kinetic model was described which shows that the exchange current density should be well-described by the Gibbs free energy of hydrogen adsorption \( \Delta G_H \) [17]. A volcano relationship was found by showing that the best electrode materials are those for which the reaction is thermo-neutral, i.e. the Gibbs free energy of hydrogen adsorption \( \Delta G_H \) is zero. This trend is based on a simple kinetic model and therefore one may expect the criterion of \( \Delta G_H \cong 0 \) to be necessary but not sufficient. Experimentally determined exchange current densities of pure metals plotted as a function of the DFT-calculated \( \Delta G_H \) confirmed the predictions of the model as seen in figure 1.1. The calculation of a free energy
of hydrogen adsorption by DFT is relatively fast, and thus the criterion allows one to use DFT as a screening tool for new materials, speeding up and perhaps widening out the search for better materials as the experimental effort can be focused on those materials predicted by the model to be most interesting.

Figure 1.1: Volcano plot of the exchange current density as a function of the DFT-calculated Gibbs free energy of adsorbed hydrogen for the pure metals. Samples are polycrystalline unless otherwise noted. The Gibbs free energies are from [17]. Exchange current densities are from [19, 21–24]

1.3 MoS$_2$ for hydrogen evolution

When searching for an optimal material for a catalyst for a reaction, one place to look for inspiration is in enzymes. Many enzymes are essentially catalysts for reaction needed in our bodies. For hydrogen evolution one may look at e.g. the enzyme hydrogenase or the enzyme nitrogenase which both catalyze the evolution of hydrogen. This was the approach of Berit Hinnemann and Jens Nørskov in Paper I. The active centers of these enzymes also fulfill the criterion of $\Delta G_H \approx 0$ as seen in figure 1.3, indicating that this may be true for all good hydrogen evolution catalysts. Searching for other materials that obey the criterion, MoS$_2$ nanoparticles were found to be interesting.

MoS$_2$ nanoparticles have received much interest as they have been used as desulphurization catalysts for decades and are also of interest in the field
of photocatalysis [25–27]. MoS$_2$ consists of trilayers of S, Mo and S in a hexagonal lattice as illustrated in figure 1.2. The trilayers stack like sheets of graphite, held together by van der Waals forces, but also exist as single trilayers depending on the support and surrounding conditions. The most common form is the 2H-MoS$_2$ form, which is the form found in the natural form pure MoS$_2$, molybdenite [28]. In the 2H-MoS$_2$ form, the second layer is translated one half compared to the first. MoS$_2$ also exists in a 3R-MoS$_2$ form where the layer positions repeat every three layers [29] as well as in more unordered structures like the rag structure [30].

![Figure 1.2: The structure of a MoS$_2$ trilayer. The atomic distances in the basal plane are 3.15Å. The two possible terminations of the (0001) plane are seen to the right: the S edge and Mo edge. In sulphiding conditions the Mo edge will be additionally sulphided. When stacked the trilayers are held together only by van der Waals forces, separated by 6.15Å from Mo to Mo [31].](image)

Previous studies of MoS$_2$ as a hydrotreating catalyst have extensively characterized the catalyst using a large range of techniques [25, 27]. The relation between the activity (and selectivity) and the geometric and electronic structure of the catalyst has been studied extensively, and the structure of the active phase of the catalyst has been established to be MoS$_2$ nanoparticles on high area and porosity $\gamma$-AlO$_3$ supports, largely by extended x-ray absorption fine-structure spectroscopy (EXAFS) [25]. For the hydrodesulphurization (HDS) reaction the activity has long been associated with the edge of the particles as the basal plane is very inactive [25, 32, 33]. TEM imaging of the nanoparticles gives limited resolution of the particle shapes as sufficient contrast is usually only present, when the particles are imaged edge on [34]. The growth of the particles is usually such that the MoS$_2$ particles lie with the basal plane parallel to the substrate, although edge-bonded
structures have also been observed [27, 35, 36]. Recently, basalplane images of MoS$_2$ particles have been obtained using high-angle annular dark-field scanning transmission electron microscopy [37], but a detailed characterization of the structure of the particles is still generally beyond the reach of electron microscopies.

Further light has been shed on the detailed structure of the MoS$_2$ nanoparticles by a recent combination of STM and DFT studies by the Besenbacher and Nørskov groups. STM images of MoS$_2$ on Au(111) revealed that the MoS$_2$ nanoparticles on this surface were single layered triangular or hexagonal particles depending on the sulphiding conditions and that a bright rim lined the particle edge, attributed by DFT to a conducting state in the otherwise semiconducting MoS$_2$ following the particle perimeter [38–40]. The Mo edge of the particles was shown to be more stable than the S edge and the Mo edge was shown to be sulphided. The sulfur termination can be either dimers as observed or monomers depending on the sulphiding conditions. The activity of the edge was finally indicated by adsorption studies using hydrogen and thiophene [41, 42].

![Figure 1.3: The calculated free energy diagram for hydrogen evolution for Au(111), Mo(110), Pt(111), hydrogenase, nitrogenase and MoS$_2$.](image)

The DFT calculated free energy diagram of MoS$_2$ nanoparticles for hydrogen evolution can be seen in figure 1.3. As seen in the figure, $\Delta G_H$ for
MoS$_2$ is close to zero, indicating that this may be a very interesting hydrogen evolution catalyst. The DFT calculations are based on MoS$_2$ nanoparticles terminated by the Mo-edge with sulphur monomers, which is the predicted termination under the employed reaction conditions [43]. The first hydrogen adsorbing on the sulphided Mo edge is strongly bound, whereas the second hydrogen adsorbs with a Gibbs free energy of 0.08eV. Thus the reaction turns over at this hydrogen coverage, and therefore this is the relevant value of $\Delta G_H$. This is also the value seen in figure 1.3, from which it can be seen that $\Delta G_H$ for the hydrogen adsorption on MoS$_2$ is on the same order with opposite signs of that of Pt, which seems very promising. It is interesting to note, that in both MoS$_2$ and the nitrogenase enzymes, the sulfur atom that binds the hydrogen is twofold bound to a transitionmetal atom, Mo and Fe respectively, a coordination which might be important for the catalytic activity.

![Figure 1.4: Polarization curves for Pt, carbon support and MoS$_2$ cathodes.](image)

Having identified MoS$_2$ to be a candidate as a good hydrogen evolution catalyst, its ability to catalyze hydrogen evolution was tested experimentally. This was done by Jacob Bonde in Paper I in a membrane electrode assembly with a platinum electrode on one side and a MoS$_2$ on graphite electrode at the other. The measured I-V curves (polarization curves) are seen in figure 1.4 and show that MoS$_2$ is a reasonable catalyst material; hydrogen is evolved at an overpotential of 0.1-0.2V. This experimental test shows that MoS$_2$ indeed catalyzes the hydrogen evolution reaction as predicted lending weight to the DFT based predictions.
1.3.1 Unanswered questions

Having seen that nanoparticulate MoS$_2$ is a catalyst for hydrogen evolution a number of questions remain. How good is this catalyst, what is its structure and is the active site for the reaction on the edge as proposed? These cannot be answered from the experiments in the membrane electrode assembly. Here highly controlled and characterized experiments are needed. We therefore set out to answer these questions by preparing UHV MoS$_2$ model systems, characterizing them using STM and measuring their activity under ambient conditions.

1.4 Thesis outline

In this chapter an introduction to the field of surface science and heterogeneous catalysis was given and the motivation and background of the work presented in the following parts of the thesis was described. In chapter 2, the experimental techniques used in the work are presented with special emphasis on Scanning tunneling Microscopy which is the core technique applied. Chapter 3 describes STM experiments on a MoS$_2$ on HOPG model system. Chapter 4 describes STM experiments on a MoS$_2$ on Au(111) model system and links these to hydrogen evolution activity measurements on the model system. Finally, the conclusions are summarized and an outlook on further investigations is given.
Chapter 2

Experimental techniques

The experimental techniques applied in the work presented in this thesis include X-ray photoelectron spectroscopy and scanning tunneling microscopy in UHV and electrochemical measurements of the activity for hydrogen evolution. This combination of techniques allows for the chemical composition of the surface of sample to be analyzed and the structure of surface the samples to be imaged under the well-controlled UHV conditions after which the activity under ambient conditions of the carefully prepared and characterized UHV samples can be measured and linked to the structure and composition of the samples.

2.1 X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS) is based on the simple principle of radiating x-ray photons onto the sample, where the energy of these photons may be transferred to electrons bound in the atoms of the sample. This will allow the electrons to escape the atom with a kinetic energy corresponding to the photon energy, $h\nu$, minus the binding energy the electron had in the atom, $E_{\text{binding}}$, and the work function of the sample, $\phi_{\text{sample}}$

$$E_{\text{kin}} = h\nu - E_{\text{binding}} - \phi_{\text{sample}}$$ (2.1)

If the photons used in the spectroscopy have a well-defined known energy, measuring the kinetic energy of the escaped electrons will result in a spectrum with peaks corresponding the the energy levels of the electrons in the sample atoms. The kinetic energy measured $E'_{\text{kin}}$ is related to the kinetic energy of the electron when it escapes the surface through the aligning
of the fermi levels of the sample and the analyzer, which results in

\[ E'_{\text{kin}} + \phi_{\text{analyzer}} = E_{\text{kin}} + \phi_{\text{sample}} \]  

(2.2)

where \( \phi_{\text{analyzer}} \) is the work function of the analyzer. The peaks in the spectrum therefore have energies given by [44]

\[ E'_{\text{kin}} = h\nu - E_{\text{binding}} - \phi_{\text{analyzer}} \]  

(2.3)

The species present in the sample can be identified by referencing the spectrum to the spectra of the atomic species, which is available in a reference handbook [45, 46].

The method is surface sensitive because the escaping electrons have a relatively low mean free path in the surface, which ensures that only electrons escaping atoms in the surface layers escape the sample and are detected. The deepest layers probed in XPS spectra are \( \sim 20\text{Å} \) into the surface of the sample.

In this work, a RQ 20/38 dual Al/Mg anode X-ray source and a PHOIBOS 100 hemispherical energy analyzer from SPECS were used in the XPS measurements.

### 2.1.1 Qualitative analysis

The general features seen in an XPS spectrum are a number of peaks; singlets and doublets, superimposed on a background, which increases on the lower kinetic energy side of each peak.

The background increase on the lower kinetic energy side of each peak is a result of electrons undergoing energy losses, when escaping the sample.

There are four kinds of peaks that may occur in a spectrum. They are energy level peaks, ghosts, satellites and energy loss peaks. The energy level peaks are generally more intense than the other peaks, their intensity reflecting the amount of the corresponding species in the surface. Ghost peaks correspond to traces of radiation from the anode not in use and are therefore shifted by the energy difference between the Mg and Al K\(^{\alpha}_12\) lines (233eV). Satellite peaks correspond to radiation from other peaks than the K\(^{\alpha}_12\)-peak in the energy distribution of the x-rays from the anode. Energy loss peaks are peaks corresponding to excitation levels of the surface plasmons. The different kinds of peaks are observed with a declining frequency in XPS spectra in the order they are listed here.

The energy level peaks are singlets for s orbital electrons, and doublets for p, d and higher orbitals. The energy splitting of the levels is due to spin
Figure 2.1: A broad XPS spectrum of an unclean Ru sample acquired using a Mg anode
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orbit coupling. Further splitting may also occur, but has not been identified in our spectra. Depending on the chemical surroundings of an element its energy levels will shift slightly, which is known in XPS as the chemical shift of a peak. This may allow for not only the identification of the chemical species in a surface but also their chemical state, e.g. whether a metal is in a metallic, oxidized or sulphided form.

In figure 2.1 an example of a broad XPS spectrum of a Ru sample is seen. The spectrum covers a large energy range and reveals the presence of an abundance of species, as it was taken when the sample was not clean. Peaks from Ru, Cu, O, Mo, Ar, Si and C are seen in the spectrum as indicated by the labels. The Ru, Mo and Cu peaks are all expected to be present in the spectrum as an area including the Ru sample, Mo sample plate and Cu sample house contributes to the spectrum with the analyzer settings used. Ar most likely comes from a prior sputtering of the sample. The remaining peaks from Si, O and possibly C are due to impurities in the sample.

2.1.2 Quantitative analysis

From an XPS spectrum the relative concentrations of the species in the sample can be found by analyzing the peak intensities.

The intensity of a peak is the product of the probability for emission of a photoelectron per incident photon \( P_{xk} \), the number of photons \( F_{h\nu} \) and the transmission function of the analyzer \( T(E_{xk}) \)

\[
I_{xk} = P_{xk} F_{h\nu} T(E_{xk})
\]

where \( I_{xk} \) is the intensity from the energy level \( k \) in the species \( x \) [47].

\( P_{xk} \) is given by

\[
P_{xk} = \sigma_{xk} N_x \lambda_{xk}
\]

where \( \sigma_{xk} \) is the cross section of level \( k \) in the element \( x \), \( N_x \) is the concentration of the species \( x \) in the surface and \( \lambda_{xk} \) is the mean free path of an electron emitted from level \( k \) in species \( x \), travelling through species \( x \).

Usually, the intensity can be expressed simply as

\[
I_{xk} = S_{xk} N_x F_{h\nu}
\]

where \( S_{xk} \) is known as the sensitivity factor and is available in reference materials.
Thus knowing the sensitivity factors and keeping the x-ray intensity constant, the relative intensities of peaks from level $k$ in species $x$ and level $l$ in species $y$ give the relative concentrations of species in the surface

$$\frac{I_{xk}}{I_{yl}} = \frac{S_{xk}N_x}{S_{yl}N_y} \quad (2.4)$$

In practice, the intensities are found by fitting the peak shapes observed by subtracting a background and fitting the peak shapes by bell shaped curves, such as e.g. Lorentzians and Gaussians with reasonable widths. For doublet peaks, requirements of a fixed splitting found in reference materials and a $2j + 1$ degeneracy are also often inferred.
2.2 Scanning Tunneling Microscopy

Scanning tunneling microscopy provides images of the topmost layer of the surface. It utilizes the quantum mechanical phenomenon tunneling to probe the local density of states at the Fermi level. This is done by holding a very sharp metallic needle (the tip) very close to the surface, applying a bias to it and scanning it across an area on the sample, while keeping the tunneling current between the tip and the sample constant. As the tunneling current is exponentially dependent on the distance between the sample and the tip, the vertical movement of the tip will image the topography of the surface.

There are two ways of operating the STM: Constant current mode and constant height mode. In constant current mode, the tip is moved towards and away from the sample, keeping the tunneling current constant, while scanning it across the sample. The image is generated by plotting the movement of the tip. In constant height mode, the tip is held at a constant height above the surface and the image is generated by plotting the measured tunneling current.

The images presented in this work are all in constant current mode. The tunneling parameters, i.e. current and voltage, used when acquiring a STM picture displayed in this work are stated, where the image is presented.

Theoretical treatment of the tunnel current is difficult, because the tunneling phenomenon is quantum mechanical and the exact geometry and composition of the system of tip and sample is unknown. Therefore large amounts of work has been done, investigating STM theoretically under a variety of different simplifying assumptions. This work is described elaborately in [48].

Tersoff and Hamann [49, 50] provided a simple description of the tunneling current, providing insight into the interpretation of STM images, by using Bardeen’s formalism to describe the tunneling current and applying it to a simple description of the tunneling conditions. Bardeen’s formalism [51] uses a time dependent treatment based on perturbation theory treating the tip and sample as two non-interacting systems instead of trying to solve the problem for the combined system. In this formalism the tunneling barrier is assumed rectangular and a transfer Hamiltonian describing the electron tunneling from the tip to the sample, is used. In three dimensions this leads to the following expression for the tunneling current

\[
I = \frac{2\pi e}{\hbar} \sum_{\mu, \nu} \{f(E_\mu) [1 - f(E_\nu + eU)] - f(E_\nu + eU) [1 - f(E_\mu)]\} \cdot |M_{\mu\nu}|^2 \delta(E_\nu - E_\mu)
\]
where \( f \) is the Fermi distribution function, \( U \) is the applied bias between the tip and the sample, \( E_\mu \) and \( E_\nu \) are the energies of the unperturbed electronic states of the tip, \( \psi_\mu \), and the sample surface, \( \psi_\nu \), in the absence of tunneling. Finally \( M_{\mu\nu} \) is

\[
M_{\mu\nu} = -\frac{\hbar^2}{2m} \int dS \cdot (\psi_\mu^* \nabla \psi_\nu - \psi_\nu \nabla \psi_\mu^*)
\]

where \( S \) is any surface lying entirely in the vacuum region between the tip and the surface of the sample [48].

Tersoff and Hamann applied this approach to STM, assuming that the tip is spherical at its very end, so that its wavefunction can be approximated with an s-shaped orbital, and taking the low bias and low temperature limit [49, 50]. The expression for the tunneling current can then be reduced to

\[
I = U \cdot n_t(E_F) \cdot e^{2\kappa R} \cdot n_s(E_F, r_0)
\]

where \( n_t(E_F) \) is the density of states at the Fermi level, \( E_F \), for the tip, the decay rate \( \kappa \) is \((2m\phi)/\hbar\), where \( \phi \) is the effective local tunneling barrier height, \( R \) is the radius of the curvature of the end of the tip and \( n_s(E_F, r_0) = \Sigma_\nu |\psi_\nu(r_0)|^2 \delta(E_\nu - E_F) \) is the surface local density of states at the Fermi level evaluated at the center of the curvature of the end of the tip \( r_0 \).

Thus images obtained with the STM are not simply images of the sample topography as they may appear at a first glance, but may be understood as maps of the local density of states at the Fermi level provided that the tip wave function can be approximated by an s-orbital and that the density of states at the Fermi level of the tip does not change during the imaging.

If the exponential decay of the wavefunctions in the vacuum region is put into this equation, it is seen that the tunneling current and the distance, \( s \), between the tip and the sample are exponentially related,

\[
I \propto e^{-2\kappa s}
\]

which is the basis of the very high lateral sensitivity of the STM. If a single atom on the tip sticks out 1Å it will carry 90% of the tunneling current [2].

Within the Tersoff-Hamann model, features on the surface are imaged according to the way they influence the LDOS of the surface. This has been further supported by calculation by Lang [52, 53], showing that e.g. S and He adsorbed on a jellium surface are imaged as a protrusion and a depression respectively. Thus if the local density of states is enhanced or depleted by e.g. an adsorbate, the STM image will show a protrusion or depression.
as the tip has to move away from or closer to the surface to maintain a constant current.

In summary, the STM images are maps of the local density of states of the surface. As a very first approach to interpreting STM images, one may think of it as a surface topography, as features such as steps are imaged in this fashion. For images on the atomic scale or where two different materials are present on the surface this picture is insufficient for the interpretation of the images. Here one must remember that the images reflect the local density of states, and interpretations of the images should be careful and preferably supported by e.g. DFT calculations of the structures observed.

2.2.1 The Construction of the Århus STM

The total STM unit is attached to a flange on the UHV-chamber. It can be seen in figure 2.2. As can be seen the STM unit is very compact. This has the advantage of keeping the resonance frequency of the unit high, in order to obtain the required steadiness of the system, that allows controlled movement of the tip by picometers, without which the atomic resolution would be entirely lost.

When operating the STM, the STM unit is hanging from three springs in its corners, which prevents most of the vibrations of the chamber from being transferred to the STM unit. However, the damping they supply is not enough to protect the STM from unusually large vibrations, so large vibration sources should be kept away from, or isolated from, the chamber.

The sample is fastened to the STM by sliding it under two flat springs on top of the STM unit, as seen in figure 2.3, which fix the sample to the unit.

The Approach of the Tip to the Sample

The tip is approached to the sample with the help of a linear motor, which is seen in figure 2.3. It consist of three cylindrical piezoelectric elements; an upper, a middle and a lower one. The tip is placed on top of the scanner tube, which is mounted on top of a rod that goes though the linear motor (See figure 2.3).

Piezoelectric elements are characterized by the fact, that they expand and contract depending on the voltage applied to them. The upper and lower piezos will expand and contract in the horizontal plane, while the middle piezo expands and contracts in the vertical plane. This is what makes the
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The STM unit. The STM is the small cylinder inserted in the block hanging from springs.

The linear motor moves the tip up in the following way: First the lower piezo is clamped, holding the rod. The upper piezo is unclamped and middle piezo is contracted. This moves the rod upwards [54]. Then the upper piezo is clamped, the lower piezo unclamped and the middle piezo expanded. This expands the nanoworm, while keeping the rod in position and bring us back to the first step. Repeating these steps a sufficient number of times brings the tip up to the surface of the sample.

To avoid a collision between the tip and the sample, a desired tunneling current is set in the software. A feedback loop, in the electronics controlling the STM, measures the tunneling current during tip approach and stops the tip movement, when this current is obtained. Finally the piezos are relaxed, while maintaining the distance between the tip and the surface of the sample and the STM is ready to scan the tip across the surface.
Scanning the Tip Across the Surface of a Sample

When the STM unit is disengaged and the tip brought close to the surface of the sample, the STM is ready to scan the tip across the surface. The scanning movement is performed by the scanner tube. The scanner tube is a hollow cylindrical piezoelectric element, consisting of four sheet electrodes each covering a fourth of its circumference, as indicated in figure 2.3.

The tube is bend in the x-direction by applying opposite voltages to the two opposing electrodes that are parallel to this direction[54]. Similarly, it is bend in the y-direction by applying an asymmetrical voltage on the two other electrodes. The length of the tube is altered by changing the voltage on the inside of the tube, thus elongating or contracting the entire tube.

For the horizontal movement (in the xy-plane), a voltage is supplied from the computer and a range of the deflection is set to either 0, 1 or 2. An attenuator, which is basically a variable resistance, scales the voltage to the voltage needed to deflect the scanner tube, within the chosen range of deflection. The voltage from the computer is supplied through a digital port with a limited number of bits. Thus the voltage signal can only take a given number of values, and as the voltage is scaled the separation between the possible values is also scaled. A large deflection range, corresponding to a large voltage range, results in a relatively poorer spatial resolution of the movement than a small deflection range. This means that the lowest possible deflection range for a given image size should always be chosen to give the best possible resolution.

The prediction of the deflection corresponding to a certain voltage is approximated by two third order polynomials, which are used in two different deflection ranges and together constitute the algorithm for predicting the required voltage. This model works quite well[54]. However it can’t counteract effects like the creep of the piezoelectric material, which stems from the fact that there is a small time constant on the expansion of the piezos, when a voltage is applied, nor can it counteract heat-induced drift[54]. Fortunately, these effect are easily identified when scanning, the first as a twisting in the first image after a large movement of the tip and the second as a movement of the scanned area from scan to scan although no movement was intended.

For the z movement, the computer supplies a voltage corresponding to the desired constant current and sets a variable called the gain. The voltage is fed into an amplifier, which amplifies this signal according to the gain.
This variable works by the same principle as the range of deflection for the xy movement. A small gain gives a large deflection range. As with the range, choosing the gain is a trade off between a large deflection range and a high resolution of the z-motion. A high gain is required to avoid driving the tip into the sample, when there are large differences in the heights of the sample, whereas a small gain is needed to get a good resolution of the STM image.

The deviation of the tunneling current from the desired level scales the signal once more, either lowering the voltage on the piezos, if the current is too high, or increasing the voltage, if the current is too low. The sensitivity with which the STM should react to a change in the tunneling current is adjusted with a second gain parameter. A high value of this parameter makes the STM track the tunneling current very closely and a low value corresponds to running the STM in constant height mode. The largest possible value should always be chosen when scanning in constant current mode, but it may be necessary to lower the value slightly, if an resonance frequency is observed in the images.

**Acquiring a Good Tip**

When scanning with the STM it is essential to have a sharp tip. If one atom on the tip is 1Å closer to the sample than the rest, it will carry 90% of the current. This is the way of obtaining sharp images. However, acquiring this state of the tip is not straight forward.

In the work presented here a W tips have been used. The tips are made by electrochemical etching of a W wire in a NaOH solution. This should produce a sharp tip. The sharpness of a tip is checked by microscope before putting it in the STM, but at the level that is important for tunneling, the tip curvature can of course not be resolved by optical microscopes and one simply has to hope for the best.

Once the tip is installed in the STM, several things can be tried to improve the state of the tip. None of them are a sure way to success, and the process of getting a good tip is often a mixture of patience and luck. With the Aarhus type STM tips cannot be exchanged in UHV and it is therefore usually worth the effort to improve on a tip once it has been installed.

The methods are more or less drastic, and typically, the more drastic they are the, more effective they are. Thus we would typically make an assessment of how bad the tip is, and start with the less drastic approaches relevant to its state. In the order from less to the more drastic the methods
are: Giving it time to recover, moving to different area, reversing the polarity of the tunneling voltage, increasing the tunneling voltage for a period of ten seconds, increasing the tunneling voltage for a longer period, dipping the tip into a metallic surface, using a high voltage method and finally opening the chamber and replacing the tip. There is a reasoning behind each method, but exactly what is going on is not fully known nor understood. There is an element of chance involved in restoring the tip.

Giving the tip time and moving it is done in the hope that any atoms, it might have picked up, will fall off. To increase the chances of any atoms falling off, the polarity of the tunneling voltage can be reversed, disturbing the system. Increasing the tunneling voltage is done in the hope of either ripping atoms of the tip and onto the surface or from the surface onto the tip. Increasing the time in which this is done, combines this method with the "give it time" approach.

Dipping the tip into a metal surface on purpose is a slightly drastic yet relatively effective method of improving the tip. The tip is dipped into the surface while measuring the current as a function of the height of the tip. The height, to start and stop the tip at, can be chosen, and the height is then changed in a steady movement up and down. When a (hopefully) good tip is achieved, the tunneling current should suddenly increase, when the tip is moved towards the sample, and suddenly decrease, when the tip is moved away from it. The height, at which the current, increases should be larger than when it decreases and the difference in current before and after the in/decrease should be of the order of 10nA-20nA.

The high voltage method is essentially the same method as the method mentioned above, where the tunneling voltage is increased. The difference is that using this method, the voltage is increased to higher voltage by an external source. As high voltages are not desirable in the STM, the method should be considered a last resort before having to replace the tip and it is very rarely used.

When all the methods mentioned above have failed to improve a poor tip, the only choice left is to open the chamber and replace it. This is of course a timely process and in addition to this, tips are not in abundance as they are difficult to produce.
2.2.2 STM Images

Acquiring Good STM Images

Acquiring good STM images requires a number of factors to be considered. STM images in their nature are very local snapshots of the state of a surface. Therefore one needs to ensure that the images taken are representative. To do this, large overview images should complement smaller close up images of the surface. Also, images should be made of several different areas of the sample. To ensure the validity of the images the general features seen in the images should be observed repeatedly in successive images, but only once within one image, as a repetition of the image features indicates a double tip. Also the scanning speed should be varied for comparison of images to ensure that periodic structures (e.g. atomic lattice patterns) are real and not simply periodic noise signals.

When scanning the highest possible vertical and horizontal resolution achievable should be used. This involves both considerations of the range and gain as above, but also a consideration of the size of the image relative to the number of pixels in it. When scanning, the scanning program allows the images scanned to have a number of different pixels. We have traditionally scanned 256×256 pixel images, as these are acquired reasonably fast and the program shows four consecutive images when scanning in this size, easing the comparison of images while scanning. However, if small details are wanted in large images, such as e.g. atomic resolution on a 200Å×200Å scale, a larger number of pixels are needed. This can be achieved as 512×512 pixel images can be scanned. When scanning in this size, the program only shows one image on the screen, making comparison of images harder and at the same time causing the image acquisition to be slower.

Finally, to achieve good resolution the right scanning parameters should be chosen. To obtain highly resolved images a sharp tip is needed and the tip-sample distance should be small, i.e. the tunneling resistance low [48]. That means that the tunneling parameters influence the images such that low voltages and high current should give the best resolution. The highest resolution is therefore obtained when the tip is very close to the sample and the currents fairly high, which also means that these tunneling parameters offer the greatest chances of tip-surface interactions. Depending on the system this may or may not need to be a concern when scanning.
Interpreting STM Images

When scanning the tip across the surface, the local density of states at the fermi level of the surface is mapped out. This map is the STM image. If always keeping in mind, that what is actually seen is the density of states, one can describe the image as the topography of the surface. This is often a fair approximation and it eases the basic interpretation of the images.

In figure 2.4 an STM image is seen. The color scale goes from black, representing low parts of the image, through red to yellow, representing high parts of the image. The image has been chosen as an example, because it contains all the features seen in the STM images presented in this thesis; terraces, steps, atomic lattice pattern and isolated protrusions and extrusions. In the image, a terrace is seen, on the upper left half and three steps are seen in the lower right half of the image, as lines across which the color changes rapidly. On the terrace an atomic lattice pattern is clearly visible as a hexagonal mesh of circular protrusions. Isolated protrusions appear as bright yellow spots, both on the terrace and the steps and small depressions are seen as small dark spots on the terrace. To further illustrate what this
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A traditional version of an STM image shows, figure 2.5 is the same image represented in a 3D fashion. Here protrusions and depressions appear as such and the structure of the stepped part of the image appears clearer. This representation of the images naturally infers the view of the images as topographic images in ones mind, and it is therefore important to stress that the image represents the local density of states and that the depressions and protrusions may not be topographic features of the sample, but local depletions and enhancements of the density of states. The advantage of the 3D representation is that it shows details that one may otherwise not see due to the limitations of the color scale in normal images as e.g. the structure of the protrusions in this case.

Data representation

When an STM image is acquired, it is rarely free of small amounts of noise and the surface is often tilted slightly with respect to the STM. Therefore raw data often needs filtering. This can be done fairly easily using STM image processing programs.

The tilting of surfaces is a result of a small misalignment between the natural scanning plane of the piezo motor and the plane of the surface of the sample. The image tilt may be corrected by STM software. Careful tilt-correction is important when measuring apparent heights in an image. On the other hand, a tilting of the surface may at times be helpful in displaying STM images, as tilting may allow details on several terraces to be seen as is the case in figure 2.4.

The raw data behind figure 2.4 is seen in figure 2.6. In figure 2.7 the same image is seen after it has been smoothened by averaging each data point relative to the nearest neighboring points. As seen smoothing removes the line noise of the image and it will also reduce irregular noise patterns. If a regular noise pattern is seen, this may be removed by fft-filtering, removing the corresponding peak in the fourier transform of the image and performing an inverse transform to obtain the filtered image. There are many filtering techniques available as the knowledge from general image processing can be used in the filtering of STM images. Filtering is a balance between representing the data nicely and staying true to the data by not removing too much of the original information in data. When choosing to filter the image it is important to be aware of this balance, and applying filtering only to a degree where the actual features of the image are not compromised or distorted by the attempts to enhance them.
Calibrating STM images

The lengths and heights measured on an STM image need calibration, as they depend on the length of the tip used when scanning and the characteristics of the piezo elements of the scanner tube.

To calibrate the vertical distance measured, a feature with a well known height is needed, i.e. a feature is needed where the height measured is the height of the feature and not an apparent height. Such a height will often be available in the form of a step on a clean surface.

The horizontal calibration requires the measurement of a well known horizontal distance. Here an atomic spacing of the substrate is often used. The horizontal calibration is typically different in different directions, which should be considered. The horizontal calibration may be performed in real space by measuring a number of atomic spacings, but where possible calibration by using fourier transforms of the image is preferable, as this typically averages over more data than the real space measurements.

Usually the uncalibrated image sizes are quite close to the actual image sizes and therefore calibration is usually not necessary unless high precision is required, e.g. if atomic distances are measured.
2.3 Electrochemical activity measurements

This section serves as a short introduction to the electrochemical measurements presented in this thesis. All electrochemical measurements were made by Thomas F. Jaramillo.

The activity for hydrogen evolution is measured by measuring the current resulting from voltage sweeps in an electrochemical cell. As the voltage is swept in a negative potential window, a current will start to flow generated by the hydrogen evolution reaction. The current will increase exponentially with the voltage as illustrated in the left side of figure 2.8. To extract the exchange current density at zero potential, the current measured is fitted to the Tafel equation \[ i = i_0 e^{-\beta \eta F/RT}, \] where \( \eta \) is the overpotential [15]. By extrapolating this fit to zero overpotential the exchange current density \( i_0 \) is found as illustrated on the right hand side of figure 2.8. Naturally, when comparing the extrapolated exchange current densities from different samples it is important that they have very similar Tafel slopes, i.e. the slope of the fitted data in the right half of the figure, as the extrapolation results in small deviations of slope having large impact on the found exchange current densities.

![Figure 2.8](image.png)

Figure 2.8: An illustration of the principles behind extracting the exchange current density from the measured current of a negative voltage sweep in an electrochemical cell.

The cell used in the measurements presented in this thesis is designed to only expose the top facet of the samples from the UHV chamber to the electrolyte to ensure that only the well-characterized part of the sample contributes to hydrogen evolution. The cell itself is simply a teflon beaker in the bottom of which a hole has been drilled. By sealing this with a viton
o-ring onto the surface of the sample, only the 0.10cm$^2$ center of the top facet of the sample is exposed to the electrolyte solution. The measurements are performed in a H$_2$SO$_4$ electrolyte solution, which serves to provide an excess of protons available for the reaction. The overpotential used in the Tafel equation is relative to the Normal Hydrogen Electrode (NHE) which is a standard in electrochemistry. In practice this is inconvenient to work with and during measurement, the voltages are instead held relative to a Saturated Calomel Electrode (SCE) and subsequently can be converted to voltages relative to the NHE.
Chapter 3

MoS$_2$ on HOPG

In this chapter the nanoparticulate MoS$_2$ catalyst is studied in a MoS$_2$ on HOPG model system, which is a very realistic model system as graphite in more rough forms are other used as substrates in electrochemistry [16]. The model system is also interesting as interesting in the HDS reaction where MoS$_2$-based carbon supported catalysts have shown high activities [55–58]. In this work, the HOPG is etch pit modified to allow better pinning of the nanoparticles to the substrate and the morphology of the nanoparticles is studies by STM.

3.1 Sample preparation

3.1.1 Substrate preparation

Graphite is a layered material consisting of sheets of covalently bound C in a hexagonal lattice, which are held together by van der Waals forces as seen in figure 3.1. The graphite layers are very inert and HOPG is therefore simply cleaned by scotch tape cleaving it in air. This peals of the top layers of the graphite, exposing a very flat graphite surface as seen in figure 3.2. The graphite layers stack such that every second atom in the top layer is directly on top of an atom in the layer below (A type) and the others are directly above the center hollow between six atoms in the next layer (B type) as seen in figure 3.1. This is reflected in STM images of the surface as seen in the inset in figure 3.2; As the B-type atoms are imaged as protrusions whereas the A-type are imaged as hollows, the spacing between protrusions in atomic scale images of the HOPG surface is 2.46Å [59–61].

Depositing nanoparticles on the flat HOPG surface, the particles bind very weakly to the plane of the sheets and agglomerate at defects such as
Figure 3.1: The structure of HOPG. Left: top view of the basalplane of HOPG, illustrating the positions of the atoms in the second layer relative to the top layer. The C-C distance in the plane is 1.42Å and the in-plane lattice constant 2.46Å. Right: The stacking of HOPG layers. The layers are separated by 3.35Å [48].

steps, as could be expected from such an inert surface. The particles that remain on the plane will easily be moved by the interaction with the STM tip [62]. The stronger binding to the steps of the graphite can be utilized to pin the clusters to the surface by inducing etch pits in the HOPG surface [62–64]. Etch pits are single layer holes formed by oxidizing surface defects in the graphite, basically inducing increased step density on the surface. Etch pits have been long known to form in graphite [65] and their formation is well-characterized [66].

In this study, etch pits are formed by sputtering the HOPG surface lightly with 160eV Ar$^+$ ions for 20 seconds at a flux resulting in a chamber pressure of $1.5 \times 10^{-7}$Torr and subsequently heating it to 630°C for 5 minutes in air. The air reacts away the graphite from the defect and not the intact graphite plane, creating an etch pit. The HOPG is heated by placing it on a resistively heated Si wafer, which acts as a hotplate and heats the HOPG sample. The temperature is monitored with a thermocouple on the back of the Si wafer. The resulting HOPG surface is always etch pitted, although the extend of the pits vary. Figure 3.3 shows an etch pitted HOPG surface with intermediate sized pits.

Reintroducing the sample into vacuum, it is annealed to 600°C degrees to desorb any adsorbates from the background and the sample plate, achieving a clean HOPG surface, which is ready for MoS$_2$ deposition.
3.1. SAMPLE PREPARATION

Figure 3.2: STM image of cleaved HOPG showing the flatness of the cleaved HOPG on a large scale. Inset: Atomically resolved area of the HOPG surface. Large image: 10000Å x 10000Å, 1.0nA, 525mV Inset: 50Å x 50Å, 0.64nA, 363mV

Figure 3.3: STM image of etch pitted HOPG showing medium sized pits. 1000Å x 1000Å, 0.4nA, 526mV

3.1.2 MoS$_2$ preparation

MoS$_2$ is synthesized on the HOPG surface by physical vapor deposition of Mo in a background pressure of H$_2$S and subsequent annealing in the same H$_2$S atmosphere. The synthesis is performed immediately after pre-annealing the HOPG to desorb any background adsorbates. As the sample is cooling and reaches 177 °C, H$_2$S is backfilled into the chamber to a pressure of $10^{-6}$ Torr. When the sample temperature has further dropped to 147 °C, Mo is deposited. The sample is then allowed to cool to 100 °C, before it is annealed to allow the particles to crystallize. After this annealing, the H$_2$S leak valve is closed when the sample has cooled to 95 °C. This preparation procedure is taken directly from the STM studies of MoS$_2$ on Au in the Besenbacher group [38, 67], where an annealing temperature of 400 °C for 15 min was used.

The preparation procedure is illustrated schematically in figure 4.1. As a starting point we used exactly the same preparation procedure as had been used by the Besenbacher group. In later experiments the Mo dosing
Figure 3.4: The MoS$_2$ preparation procedure. The sample is heated to the pre-annealing temperature, typically 600°C, and while cooling H$_2$S is let into the chamber at 177°C, Mo dosed at 147°C and the sample further cools to 100°C. Then the sample is annealed at the annealing temperature for 15min and when cooled to 95°C the H$_2$S leak valve is closed. The dots represent temperatures that are not changed when changing the preparation parameters.

rate and annealing temperature where adjusted, but the general design of the preparation procedure was maintained. It should be noted here that when changing the annealing temperature, the pre-annealing temperature was always kept at least as high.

The Mo doser is homemade and based on resistive heating of a Mo filament made from a 0.5mm, 99.95% Mo wire. The Mo filament is thoroughly outgassed and the cleanliness of the evaporated Mo is checked by XPS. The rate of the Mo doser was determined before each deposition using a Quartz Crystal Microbalance (QCM). After outgassing, the Mo wire becomes very brittle and therefore great care is taken to avoid any strain when mounting the filament in the doser. Also, another identical Mo doser was added to the chamber in order to minimize the number of bakes due simply to a broken Mo filament. An E-beam doser, where a Mo rod is heated by electron bombardment, would not be as affected by the problem of the brittleness of the Mo. However, the choice to use the filament based doser despite this drawback was made because HOPG is very easily sputtered and this type of doser would create the risk charged Mo ions that would not land softly on the HOPG surface but rather go deeper into the HOPG structure, which was not the intension here.
The \( \text{H}_2\text{S} \) is supplied from an N25 purity bottle supplied by Air Liquide. It’s purity was checked with the mass spectrometer.

The preparation procedure was initially tested on a \( \text{Au}(111) \) sample, to ensure that the MoS\(_2\) structure seen in [38] was reproduced. As seen in figure 3.5 this was the case; the MoS\(_2\) nanoparticles are flat, primarily triangular particles, with the characteristic edge state on the particle perimeter.

![STM image of MoS\(_2\) on Au(111) from a test of the preparation procedure showing single-layered triangular MoS\(_2\) nanoparticles. 500Å x 500Å, 0.6nA, 312.5mV](image)

Figure 3.5: STM image of MoS\(_2\) on Au(111) from a test of the preparation procedure showing single-layered triangular MoS\(_2\) nanoparticles. 500Å x 500Å, 0.6nA, 312.5mV

### 3.2 MoS\(_2\) morphologies on HOPG

MoS\(_2\) nanoparticles were initially prepared on HOPG in the same way as it had been done on \( \text{Au}(111) \). The resulting morphology, however, was very different, with large particles, which looked non-crystalline in their structure, as seen in figure 3.6. The particles typically appear to be 3-4nm across and 1-1.5nm high.

Technically, scanning the particles requires great care as the particles are easily picked up by or swept away by the tip when scanning to closely or too fast. The effects are clearly seen when scanning, tip changes are very frequent and particle removal events are seen by the disappearance of the particle from one scanning line of the image to the other. To minimize this, care must be taken when scanning. The scanning speed should be kept...
very low to allow the best possible chances for the STM to react to changes in height and relatively high tunneling voltages and low tunneling currents should be used to have larger tip-sample distance and weaker tip-particle interaction. This is a trade-off between minimizing the tip interactions with the surface so that it does not disturb the surface and keeping sufficiently strong interaction to ensure that the details in the images are still seen.

The image in figure 3.6 represents this balance. The tunneling parameters are gentle enough that particles are rarely moved, but the shapes of steps of the HOPG surface are still reasonably resolved. The particle shapes observed, however, are somewhat different from the triangular flat particles seen on Au(111).

The sulphidation of the particles should be ensured by the ratio of H$_2$S to Mo impinging on the surface. The Mo dosing rate corresponds to $\sim 1 \cdot 10^{-3}$ ML/s and the H$_2$S background pressure of $1 \cdot 10^{-6}$ Torr corresponds to 1 L/s, which should provide an H$_2$ excess which secures sulphidation of the Mo. The composition of the particles could not be checked by XPS as the focussing of the hemispherical analyzer was malfunctioning, resulting in very poor signal and a large signal from the area around the sample, where a Mo housing and a Ta sample plate contributed to XPS lines on top of where the
MoS$_2$ lines would lie. As the Mo and H$_2$S purity had been confirmed and the MoS$_2$ was reproduced on Au(111), MoS$_2$ should be formed on the HOPG surface. To further ensure ourselves that the particles observed were MoS$_2$, we reconfirmed the formation of the known morphology on Au(111) and lowered the Mo dosing rate to $\sim 1 \cdot 10^{-4}$ ML/s in the following experiments.

In figure 3.7 MoS$_2$ nanoparticles on HOPG which have been synthesized with the lower Mo dosing rate and a lower coverage to make the particles better separated are seen. The particle separation made the tip changes fewer and ensured that the particles were not overlapping each other improving the chances of resolving their shapes. However, the apparent particle shapes and sizes are unchanged by these changes. The particles observed were therefore concluded to be MoS$_2$ and their shapes more closely examined.

A closeup of these particles is seen in figure 3.8 along with a line profile across a graphite step and one of the particles in figure 3.9. As seen in figure 3.8, the particles lie against the HOPG steps and are very steep with slopes comparable to that of the steps. The particles have slightly elongated shapes which seem to follow the step although the irregularity of the step profile makes it hard to determine exactly. The line profile in figure 3.9 reveals that the slope of the particles is indeed comparable to that of the
step and that they are reasonably flat although an entirely flat basalplane is not imaged. The apparent particle height is 1.3nm corresponding to the geometric height of 2-3 MoS$_2$ layers [31].

The slope of the HOPG step, clearly shows that observed particles shapes are convolutions of the real particle shapes and the shape of the tip. Such convolutions are well-known and may lead to large overestimations of the particle size and large deviation between the imaged particle shape and the real particle shape [62]. Taking the slope of the steps as indicative of the added slope to a vertical step by the tip-convolution of its shape, one may speculate on the deconvoluted shape of the particle. With such considerations, a closer look at the line profile in figure 3.9 indicates that the particles have vertical sides and a width in the range of 2nm. The particle size is therefore in the same range as those observed in industrial MoS$_2$ catalysts [37, 68].

To further investigate the particle shapes, a flatter or simply larger morphology of the particles or a stronger pinning of the particles to the surface was needed, such that the tip convolution would not dominate the apparent particle shapes. In the literature, three different approaches were identified
to possibly achieve this: Studies of both Au and Ru nanoparticles on etch pits had shown that by making the nanoparticles large enough to fill the etch pits, they would be pinned to the surface and start to grow to large flat morphologies [63, 64]. Unfortunately this would lead to very large particles, tens of nanometers wide, which would less resemble the particles in industrial catalysts, and this option was therefore discarded. Studies of large MoS$_2$ crystals on HOPG by Li et al [69, 70] had shown that a morphology of layered MoS$_2$ would spread out and flatten with annealing to high temperatures in H$_2$S. And finally, studies of Ag nanoparticles on sputtered HOPG had shown that the particles were pinned more strongly to such a surface than to an etch pitted surface [62, 71]. These latter two approaches of sintering at high temperatures in H$_2$S and sputter defecting the HOPG to further pin the particles seemed appealing and we therefore decided to explore both routes.

Attempts to achieve resolvable particle shapes

![Figure 3.10: STM image of a MoS$_2$ sample prepared with an annealing temperature of 650°C. The line is the basis of the line profile in figure 3.11. 500Å x 500Å, 0.6nA, 526mV](image1)

![Figure 3.11: Line profile across a MoS$_2$ particle and HOPG pit as indicated in the inset image. Top: The height and line scan scales at 1:1 ratio. Bottom: Expanded height scale showing details of the profile.](image2)

Sintering the particles to temperatures as high as 1000 °C after deposi-
tion or by elevating the annealing temperature in the preparation procedure yielded no major changes in the average size or height of the observed particles. Occasionally particles were seen on which a flatness of the particle top could be observed as seen in figure 3.10, but these were very rare and their basalplane shape still not resolvable. A line scan across such an island which had been annealed to 650°C during the preparation procedure is seen in figure 3.11. As the particle size and apparent height is approximately the same for particles prepared without the elevated temperatures, one might speculate that the flatness of the top of the particles is seen due to an improved crystallinity. However, annealing temperatures had been used up to 1000°C, and no indications were seen that the number of these very few particles with clearly flat top planes was increased with the increased annealing temperatures.

Figure 3.12: STM image of MoS$_2$ on sputtered etch pitted HOPG. The sputtering after etch pitting was 4 times the sputtering used in the etch pitting procedure. 2000Å x 2000Å, -0.5nA, -998mV.

Whatever the annealing temperature used, if the scanning parameters were changed to increase the resolution of the finer details of the particles however, they would be moved by the tip.

Providing better pinning to the substrate was therefore also necessary to obtain resolvable particles. Initially we simply sputtered an etched HOPG sample before deposition before MoS$_2$ deposition, creating a surface with both defect types for nucleation. The resulting morphology is seen in fig-
Figure 3.12. The particles seem to prefer binding to the steps rather than the sputter defects, which are also very few in the image. This lead to an investigation of the influence of the pre-annealing on the sputter defects, which turned out to be healed to a large extent during this part of the preparation procedure, meaning that the sputter defecting should be performed immediately prior to the Mo deposition to provide a reasonable sputter defect density for the MoS$_2$.

### 3.2.1 Ending our experiments

Unfortunately, during these experiments we experienced major STM failure as the coarse movement stopped working. After many replacements of parts and repeated failure of the coarse movement subsequent to H$_2$S exposures, it was concluded that the inchworm was somehow corroded by H$_2$S such that after one or only a few exposures to H$_2$S it would stop working. This was surprising, as the STM is an Aarhus STM from the Besenbacher group who have not had this problem with their STM in their MoS$_2$ studies on Au. However it turned out that our STM was a newer generation of the Aarhus STM than the one used for those studies, and that a new material had been taken into use in the inchworm, explaining the difference in the H$_2$S tolerance of the two instruments. It appeared that we had simply by chance started out with an inchworm that had a relatively high tolerance although it had this inherent weakness, and that we were not so lucky with the replacement parts we had used in the repairing process.

Meanwhile we were aware made that the Besenbacher group had also taken up the studies of MoS$_2$ on HOPG and had gotten the very first images of a hexagonal shape on a basal-plane bonded MoS$_2$ island on HOPG. The images obtained by the Besenbacher group showed that the basic structure of MoS$_2$ on HOPG was as the one known from studies on Au(111) and we therefore stopped any further studies of MoS$_2$ on HOPG at this point and refocussed attention to linking structure and activity of MoS$_2$ for hydrogen evolution by studying MoS$_2$ on the Au(111).

The results from the Besenbacher group has recently been published [72]. They have used a heavily sputter-defected HOPG surface as a substrate. They observe two different morphologies of the MoS$_2$ nanoparticles. An annealing temperature of 730 °C yielded single layered and hexagonal MoS$_2$ nanoparticles with the conducting edge state clearly seen in the images. Annealing to 930 °C the particles observed are multilayered with 2-5 layers, but still hexagonal with a conducting edge state. The results from the Besenbacher group thus confirmed that the route we were taking of sputter-
defecting and increasing the temperature would have let to more resolvable particle shapes and sizes had we not been stopped the unfortunate STM corrosion problems and at the same time verified that the MoS$_2$ particles observed on Au(111) are analogous to these observed on the more realistic HOPG substrate.
Chapter 4

MoS$_2$ on Au(111)

In this chapter the nanoparticulate MoS$_2$ catalyst is studied in a MoS$_2$ on Au(111) model system. The Au(111) surface provides much better conditions for scanning than the HOPG surface enabling highly resolved images of the nanoparticles to be obtained within a reasonable time frame and at the same time has a reasonably low hydrogen evolution activity. In this work, the morphology of MoS$_2$ is studied with STM and related to the hydrogen evolution activity measurements on the imaged samples.

4.1 Sample preparation

MoS$_2$ is synthesized on Au(111) by dosing Mo in a background pressure of H$_2$S and subsequently annealing in that same H$_2$S atmosphere. The Au(111) surface is cleaned by sputter annealing cycles. Immediately prior to MoS$_2$ deposition the Au(111) sample is heated to 650 °C to ensure a completely clean Au(111) surface. The preparation procedures for MoS$_2$ on Au(111) are illustrated schematically in figure 4.1. The procedures are completely analogous to the MoS$_2$ preparation procedure used in previous studies of MoS$_2$ on Au(111) in the Besenbacher group[38] and the preparation procedure used on HOPG. Two different annealing temperatures are used, 400 °C and 550 °C, and in the following samples synthesis with the former annealing temperature will be referred to as the standard preparation and preparation with the latter will be referred to as the sintering preparation. Likewise, samples resulting from the procedures will be referred to as standard samples and sintered samples, respectively. In this context sintered is to be understood as further sintered as annealing to 400 °C may also cause some sintering.
Figure 4.1: The MoS$_2$ preparation procedure. Prior to MoS$_2$ deposition the sample is heated to 650$^\circ$C. While cooling, H$_2$S is let into the chamber at 177$^\circ$C and Mo dosed at 147$^\circ$C before the sample further cools to 100$^\circ$C. Then the sample is annealed for 15 min at 400$^\circ$C for the standard preparation or 550$^\circ$C for the sintering preparation and when cooled to 95$^\circ$C the H$_2$S leak valve is closed. The dots represent temperatures that are not changed when changing the annealing temperature.

The MoS$_2$ doser and the H$_2$S gas are the same as in the studies on HOPG. To minimize the harmful influence of H$_2$S on the chamber, H$_2$S is dosed through a directed doser which somewhat directs the H$_2$S flow from the leak valve onto the sample. The flow used is such that a background pressure of 1·10$^{-7}$ Torr is achieved. The H$_2$S exposure time is approximately 60-70 min.

The Mo dosing rates are determined by dosing Mo onto a second Au sample calibrating the Mo amount dosed by XPS. This is done to save time as the very low dosing rates made the rate determination with the QCM very time consuming. With XPS a less precise, but fair estimate of the dosing rate can be assessed much faster than with the QCM.

The preparation procedures both yield MoS$_2$ nanoparticles with the well-known features from previous studies of MoS$_2$ on Au [38, 67, 73]: primarily triangular flat nanoparticles with a bright edge state around the particle perimeter. This is seen in figure 4.2 and 4.3 which show STM images of MoS$_2$ nanoparticles synthesized by the two procedures.
The substrate of the MoS$_2$ nanoparticles is not simply a Au(111) surface. During sample preparation the Au(111) sample is subjected to H$_2$S and annealed herein, which may alter its surface. To investigate the effect on the Au surface of the H$_2$S exposure and annealing during MoS$_2$ synthesis, a blank sample was prepared by going through all the steps of the standard preparation procedure except that no Mo was dosed.

Figure 4.4 shows an XPS spectrum of this blank sample. The spectrum reveals no differences from a clean Au(111) surface. The inset shows the binding energy region of the S 2p line, but no sulphur is detected. Similar regions for O and C were also scanned showing that neither O or C is present on the sample. This leads to the suspicion that the substrate is no different from a Au(111) surface. However, measuring the hydrogen evolution on a clean Au(111) surface and the surface of the blank sample, a clear difference is seen. Figure 4.5 shows the hydrogen evolution on clean Au(111) and the blank sample. From the figure it is very clear that the activity of the blank sample is less than that of the Au(111) surface indicating that some of the active sites of the Au surface are blocked.
Figure 4.4: XPS survey spectrum of a broad binding energy window for the blank sample. The peaks in the spectrum are associated with Au. The inset shows the binding energy region of the S 2p peak, showing that no peak is seen.

Figure 4.5: Polarization curves showing the hydrogen evolution in a cathodic potential window for a clean Au(111) sample (black) and the blank sample (blue). Sweep rate: 5mV/s.
To shed further light on this blocking of sites by something not detectable by XPS, STM imaging was invoked. Figure 4.6 shows an STM image of another blank sample. Surprisingly, the surface looks like a clean Au(111) surface. The herringbone is regular and no adsorbates are seen on either larger overview images or closeup images of the terraces and steps. The HER measurement was therefore repeated on this sample to rule out a difference between the two blank samples and the HER data in figure 4.5 were reproduced. H$_2$S desorbs from the Au(111) surface at temperatures of 100K-160K \[74\], which has previously been used in combination with the unchanged appearance of the surface to conclude that the H$_2$S does not influence the Au(111) during the preparation procedure \[67\]. However, H$_2$S has also been shown to desorb at 180K (with a shoulder in the hydrogen desorption at 350K) from a surface of Mo islands on Au(111), which does not mean that H$_2$S will not react with Mo on Au(111) at the temperatures of the preparation procedures.

The only conclusion that can be drawn is therefore that something is adsorbed in very small amounts on the Au surface during the preparation procedure of the blank sample and that this something blocks sites on the surface resulting in a significantly lower activity than on clean Au(111). One
may of course speculate that this something would likely be sulphur and that
these blocked sites might be step sites, but no evidence of this is available.

The blank sample has another difference from the substrate seen in the
images of MoS$_2$ on Au(111): The herringbone is un-distorted. The depo-
sition of Mo onto the Au(111) does not account for this distortion as seen
in [38] and reproduced in figure 4.7, where Mo has been dosed onto a clean
Au(111) using our setup. However, Mo has been reported to interact with
the Au(111) surface if annealed even slightly resulting in a distorted her-
ringbone [75, 76]. The exact nature of the interaction is suggested to be
either a replacement where Mo atoms replace surface Au atoms which dif-
fuse elsewhere [75] or a capping of the Mo particles by Au from the step
edges diffusing onto the particles[76]. Either mechanism would account for
the distorted herringbone seen in our MoS$_2$/Au(111) samples. Fortunately,
the Au bound to the Mo in the particles is repelled by H$_2$S exposure, as the
Mo preferentially binds to S causing the Au to retract from the particles
[76]. The STM images of MoS$_2$ on Au(111) at different coverages shown
later in this chapter illustrate that the herringbone distortion is very similar
for samples with MoS$_2$ coverages above 0.1ML and no effect of the herring-
bone distortion is seen in the hydrogen evolution measurements presented
in this work.

4.3 MoS$_2$ characterization

4.3.1 Spectroscopy

In order to investigate the chemical composition of the samples prepared by
either the standard or the sintered preparation procedure, XPS was invoked.
The XPS spectra are obtained on samples where the MoS$_2$ coverage is in
the single layered regime (see section 4.4). Figure 4.8 shows survey spectra
of a broad binding energy region for both a standard and a sintered sample.
From these only Mo and S can be identified apart from the Au substrate
peaks. The absence of C and O impurities was additionally confirmed by
higher precision spectra of the binding energy regions of their 1s lines.

The chemical states of the Mo and S in the samples are examined by
high precision spectra of the binding energy regions of the Mo 3d and S 2s
lines around 230eV and the S 2p line around 165eV. These spectra are seen
in figure 4.9 for the standard sample which had been annealed to 400 °C
during preparation and in figure 4.10 for the sintered sample, annealed to
550 °C during preparation. The figures also show the de-convoluted peak
Figure 4.8: XPS survey spectrum of a broad binding energy window for a standard sample (black) and a sintered sample (red). The peaks in the spectrum are associated with Au, Mo and S.

shapes on a linear background. In both samples the Mo 3d$_{5/2}$ and Mo 3d$_{3/2}$ lines have binding energies of 228.5eV and 231.7eV consistent with Mo in the 4+ state as expected for MoS$_2$ [77, 78]. The sulphur 2s line lies as a shoulder on the Mo 3d$_{5/2}$ line and the S 2p line is therefore usually used in studies of MoS$_2$ [69, 79]. The S 2p$_{3/2}$ and S 2p$_{1/2}$ lines have binding energies of 162.0eV and 163.2eV for both samples, consistent with sulphur in MoS$_2$ [77, 80]. The ratio of S to Mo for the two samples is found from the peak intensities and sensitivity factors for the S 2p and Mo 3d lines. For the standard sample the XPS data yields a S to Mo ratio of 2.4 whereas the ratio for the sintered sample is 1.8, i.e. both samples have S to Mo ratios consistent with MoS$_2$. The XPS spectra thus conclusively shows that the Mo and S on the Au surface is in the form of from MoS$_2$.

### 4.3.2 Transferring samples

As the preparation of MoS$_2$ is harmful to the STM, the STM was not mounted on the chamber during these experiments. Therefore the samples were imaged by Sebastian Horch in a similar chamber also equipped with an Aarhus type STM. The samples were transferred in a vacuum transfer system in which the pressure is typically in the $10^{-7}$ Torr range. Thus
Figure 4.9: Standard sample XPS spectra of the Mo 3d and S 2s binding energy region on the left and the S 2p region on the right. The peaks are fitted on a linear background with Lorentzian peak shape (FWHM: Mo 3d$_{5/2}$: 1.8eV, Mo 3d$_{3/2}$: 1.8eV, S 2s: 1.6eV, S 2p$_{3/2}$: 1.8eV, S 2p$_{1/2}$: 1.8eV.)

Figure 4.10: Sintered sample XPS spectra of the Mo 3d and S 2s binding energy region on the left and the S 2p region on the right. The peaks are fitted on a linear background with Lorentzian peak shape (FWHM: Mo 3d$_{5/2}$: 1.9eV, Mo 3d$_{3/2}$: 2.1eV, S 2s: 1.6eV, S 2p$_{3/2}$: 1.8eV, S 2p$_{1/2}$: 1.8eV.)
The stability of the MoS$_2$ needs to be such that it withstands such pressures without changing its chemical state or morphology. If the activity for hydrogen evolution is also to be measured and to be compared to the imaged morphology, the chemical composition as well as the morphology of the MoS$_2$ needs to be stable even when subjected to ambient air. This was investigated by both STM and XPS. The MoS$_2$ morphology had previously been determined to be as expected with imaging without transfer of Au during the studies of MoS$_2$ on HOPG. Imaging after air exposure was tested by exposing a standard MoS$_2$ sample to air and transferring it back to our STM chamber and imaging it, before the STM was taken off the chamber. Figure 4.11 shows an image of this sample. Although the image is noisy, the MoS$_2$ morphology is clearly preserved and the edge state is still seen on the particles. Thus from the STM images the MoS$_2$ seems unaffected by the air exposure.

Figure 4.11: STM image of a MoS$_2$ on Au(111) (standard preparation) after exposure to air. The particle morphology seems unaffected by the air exposure. 470Å x 470Å, 0.89nA, 372mV.

XPS measurements of a sintered sample exposed to air reveal that by the air exposure some oxygen is adsorbed on the sample, but chemically the MoS$_2$ is unaffected by this. The oxygen observed in XPS may therefore be suspected to be adsorbed on the Au surface and the STM images suggest that it is diffusing on the surface, making the image slightly noisy, as the oxygen is not seen in any specific locations in the images. Figure 4.12 shows
XPS spectra in the regions revealing the chemical state of MoS$_2$, and no difference is seen in the chemical nature of either the Mo or the S from the air exposure. The sample was subsequently annealed to 200°C to see whether the oxygen reacts with the MoS$_2$ or simply desorbs from the surface. As seen in the figures, the MoS$_2$ was unaffected by this. The oxygen peak did decrease, so apparently, the oxygen is more likely to desorb than react with the MoS$_2$.

The experiments thus confirm that the MoS$_2$ is stable enough to transfer in vacuum before STM imaging and also stable enough to keep its chemical composition and its morphology at ambient conditions justifying the comparison between the STM imaged morphologies and measured hydrogen evolution activities of the samples.

Figure 4.12: XPS spectra of the Mo 3d and S 2s binding energy region on the left and the S 2p region on the right. Red: As prepared sintered MoS$_2$ on Au(111) sample. Blue: The same sample after air exposure. Green: The same sample after annealing to 200°C.

4.3.3 Microscopy

The atomic structure of the MoS$_2$ nanoparticles imaged by STM can be seen in figure 4.13. The structure is the same for particles annealed to 400°C and 500°C. The particle shown in the figure was annealed to 500°C. The atomic distances in the basal plane of the particle is measured to be 3.13Å, which is in good agreement with observations on particles annealed to 400°C [38]. STM images of MoS$_2$ on Au have been interpreted by applying DFT simulations of STM images [39]. On the basal plane the sulphur atoms are imaged as protrusions, whereas the protrusions imaged on the edges do not coincide.
Figure 4.13: Atomically resolved STM image of a slightly truncated triangular MoS$_2$ nanoparticle from a sintered sample. As indicated with the white dots, the structure of the longer edges are consistent with the structure of a sulphided Mo edge. 60Å x 60Å, 1.0nA, 300mV
Figure 4.14: The apparent height of a MoS$_2$ nanoparticle from a sintered sample as a function of bias for a broad negative bias window based on images obtained at a tunneling current of 1.0nA. The geometrical distance of 3.16 Å between S atoms in the top and bottom layer of the MoS$_2$ trilayer is indicated by a dashed line.
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with the atomic positions. Under the sulfiding conditions of these experiments, the Mo edges are terminated by sulfur dimers. These are in registry with the sulfur atoms in the basal plane, but are imaged out of registry as the protrusions on the STM images are located between the sulphur dimers. Closer inspection of the registry of the edge protrusion of the particle in figure 4.13 reveals that the protrusions along the dominating edges of the particle are imaged out of registry and the protrusions along the truncating shorter edges are in registry. The predominating edges are thus sulphur terminated Mo edges and the short edges sulfur edges, which is consistent with the structure of MoS\textsubscript{2} nanoparticles from standard preparation first presented by the Besenbacher group [38].

The apparent height of the MoS\textsubscript{2} nanoparticles is dependent on the tunneling voltage used. Figure 4.14 shows the apparent height as a function of the tunneling voltage. The trilayer MoS\textsubscript{2} sulphur to sulphur layer distance is 3.16\AA and from the figure it is seen that as the voltage increases, the apparent height increases asymptotically towards this value. The values in the figure are measured on a particle post-annealed to 550\degree C, and are in complete agreement with similar data for the standard preparation presented from the Besenbacher group in the thesis of Jeppe Vang Lauritsen [73]. The heights shown in the figure are therefore interpreted as singlelayered MoS\textsubscript{2} nanoparticle heights.

4.4 MoS\textsubscript{2} morphology

4.4.1 Standard samples

As mentioned above, the MoS\textsubscript{2} morphology at low coverages and using the standard preparation is identical to the morphology previously reported in literature. The particles are triangular with a conducting edge state and are well-dispersed on the Au(111) surface. In this study we have investigated a wider range of coverages above the well known morphologies at up to 0.1ML used in the studies by the Besenbacher group. To study activity of the particles we have synthesized at different coverages, to identify the coverage regime where single layered and well dispersed particles are found on the Au(111) surface. Figure 4.15 shows the MoS\textsubscript{2} morphology for area coverages from 0.06ML to 0.31ML, which shows that this regime spans beyond coverages of 0.1ML.

Figure 4.15 shows, that as the coverage is increased, the particle density and particle size increases. The particle shapes are very homogeneous at low coverages showing almost only triangles, but as the coverage increases
Figure 4.15: 470Å x 470Å STM images of standard samples at different coverages showing the MoS$_2$ morphologies. a: Area coverage 0.06ML (0.12nA, 4mV). b: Area coverage 0.11ML (-1.0nA, -967mV). c: Area coverage 0.16ML (-1.1nA, -999mV). d: Area coverage 0.31ML (-1.1nA, -2.0V).
more irregular particle shapes are seen and the triangular shape becomes increasingly truncated. Although the particle shapes become more diverse and truncated, the conducting edge state is preserved, also on the second MoS$_2$ layer.

![Sizedistributions of standard samples for three different MoS$_2$ coverage. The samples included are imaged in figure 4.15 a-c. Black: Area coverage 0.06ML. Red: Area coverage 0.11ML. Blue: Area coverage 0.16ML.](image)

Figure 4.16 shows size distribution for three different coverages corresponding to the single layered regime of morphologies in figure 4.15 a-c. The distributions for the two lowest coverages, 0.06ML and 0.11ML, are narrow and centered around particle areas of 1-2nm$^2$. For the higher coverage sample (0.16ML), the sizedistribution is significantly broader and shifted upwards towards 5nm$^2$. Interestingly, the island density of the samples is 0.011/nm$^2$ for the lowest coverage sample and 0.024/nm$^2$ for the two other coverages. Thus, the initial increase in coverage is achieved by increasing the particle density to 0.024/nm$^2$, after which further increase is achieved
by an increase in particle size. In other words, the growth proceeds by first spreading out on the Au(111) surface and once a certain level is reached, the growth proceeds by a growth of the individual particles.

At some point, the particles become so big that they will coalesce. Image d in figure 4.15 reveals that before this process is completed, second layer growth sets in. In all images second layer islands are occasionally seen as well as particles which are lower than single layer particles and appear to have a height comparable to the level of the Au surface. However these are a few in the three samples in images a-c and the coverages of these samples can therefore be said to be in a single-layer regime. The shift from this single layer morphology to a multilayer growth occurs somewhere between coverages of 0.16ML and 0.31ML on the Au(111) surface.

4.4.2 Sintered samples

Increasing the post-annealing temperature to 550°C yields a sintered version of the morphology obtained by post-annealing to 400°C. Figure 4.17 and 4.18 show two different coverages, 0.17ML and 0.23ML. For the sintered samples, the particle shapes are maintained as truncated single-layer MoS$_2$ nanoparticles with a conducting edge state. In both samples the particle
density is 0.013/nm$^2$. As the coverages of both samples are such that their densities would be expected to be 0.024/nm$^2$ if they were standard samples, it seems that the sintering causes the particle density to decrease. The sintering clearly also changes the particle sizes to what appears in the images to be a mixture of small particles and clearly larger ones. This would indicate an Ostwald-ripening type sintering, where larger islands are formed at the expense of the smaller particles.

The particle size distributions of the two samples are seen in figure 4.19. The smaller particles seen in the images have sizes centered around 5-6nm$^2$, i.e. are of similar sizes to the particles seen for the coverage of 0.16ML for the standard samples. The particle size distributions seem to have two peaks, one for the small particles and another for larger particles of sizes centered around 14-15nm$^2$. The STM image inset in the figure is the top half of
the image in figure 4.18, showing examples of the particle sizes of these two peaks in the size distributions. Contrary to the standard samples, the size distributions for the sintered samples have a very long tail, corresponding to the significant number of very large particles in these samples. The region imaged in figure 4.18 is a part of the larger region seen in figure 4.3, where several of these very large particles are seen.

4.5 Activity measurements

Figure 4.20: Polarization curves and Tafel plots (inset) in a cathodic potential window for 5 MoS$_2$ samples and the blank sample. Dark blue: Standard samples. Light blue: Sintered samples. Main: Polarization curve showing hydrogen evolution on all samples. All the MoS$_2$ samples have Tafel slopes of 55-60 mV/dec irrespective of annealing temperature and coverage. Sweep rate: 5 mV/s. Data is iR corrected.

To investigate the relation between the atomic structure and reactivity for hydrogen evolution of MoS$_2$ nanoparticles hydrogen evolution was measured on the imaged facet of the samples. The MoS$_2$ nanoparticles on Au(111) samples do indeed evolve hydrogen as seen in figure 4.20. The activity of the substrate, when accounting for the H$_2$S exposure and heating, is the activity of the blank sample. Only the hydrogen evolution of the added MoS$_2$ nanoparticles may add to the hydrogen evolution compared to this sample. The current evolved by the hydrogen evolution during anodic
voltage sweeps was measured on the blank sample and on the samples in which the MoS\(_2\) morphology was single layered, i.e. 3 standard samples and two sintered samples. As seen in figure 4.20 the MoS\(_2\) samples are all clearly more active than the blank sample and the differences in the MoS\(_2\) samples are reflected in distinguishable hydrogen evolution curves.

The inset in figure 4.20 shows the Tafel plot of the data, including only the linear region of the data. All MoS\(_2\) samples have very similar Tafel slopes of 55-60 mV/dec and the MoS\(_2\) exchange current densities extracted from the plot may therefore be compared directly.

The exchange current densities extracted may now be related to the different types of sites on the surface. The morphologies of the samples are such that the MoS\(_2\) nanoparticles are single layered, and therefore two general types of sites are seen: terrace sites and edge sites. From the STM images the amounts of each of these two types of sites can be quantified by measuring the area of the MoS\(_2\) nanoparticles, which reflects the number of terrace sites and the length of the particle edge, which reflects the number of edge sites. Using values extracted from STM images to relate to activities measured on 0.10cm\(^2\) requires a verification that the images are representative of the surface. To be able to resolve the particles well enough to extract the edge length and area with reasonable resolution, images of 470Å x 470Å are used. This image size is not small enough that the atoms of the surface are resolved, but not too large; the edge length may easily be identified as the bright edge state is clearly seen as can be seen in the STM images in section 4.4. It is not realizable to image more than a small fraction of the surface; Imaging even 1 promille of the surface would require more than a million images. Therefore, we confirmed that the distribution of the MoS\(_2\) on the surface was even by scanning electron microscopy (SEM) and scanning auger microscopy (SAM) measurements of a sample. This showed a very homogeneous distribution of the MoS\(_2\) over the entire (111) facet of the Au crystal. This is also reflected by the relatively small deviations from STM image to STM image in the area coverage and edge lengths measured and in the very small differences in the size distributions from image to image.

As the areas and edge lengths measured from in the STM images are representative of the sample surface exposed to hydrogen evolution, their relation to the exchange current densities measured may be explored. Figure 4.21 and 4.22 shows the extracted exchange current densities as a function of the MoS\(_2\) area coverage and the MoS\(_2\) edge length determined from STM images of the samples. The area coverage, reflecting the number of MoS\(_2\)
Figure 4.21: The exchange current density of MoS$_2$ samples as a function of the MoS$_2$ area coverage. Open circles: Standard samples. Full circles: Sintered samples.

Figure 4.22: The exchange current density of MoS$_2$ samples as a function of the MoS$_2$ edge length. Open circles: Standard samples. Full circles: Sintered samples.
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terrace sites, does not describe the exchange current density well. The data scattering is large and the samples annealed to 400°C yield higher activities per area than the samples annealed to 550°C. The edge length on the other hand describes the exchange current densities very well. A linear dependence is seen of the exchange current density on the edge length as expected if the activity of a catalytic surface is related to number of catalytically active sites on that surface. In this plot, both data from samples prepared with the standard preparation and sintered samples adhere to this linear dependence. The data does show a little scatter, but considering the inherent uncertainties in the experiments the scatter is very small. The errorbars on the data extracted from the STM images are simply standard deviations, reflecting the differences in the number from image to image, and does therefore not account for any uncertainties related to extracting from the small area imaged to the much larger area measured on in HER. The errorbars on the exchange current densities are standard deviations based on the Tafel plot data. Figure 4.21 and 4.22 show that the active site for the reaction is on the particle edge.

![Figure 4.23: The MoS2 edge length and area coverage. The plot shows great similarity to figure 4.21 as the exchange current density scales with the MoS2 edge length. Open circles: standard samples. Full circles: Sintered samples.](image)

Taking another look at figure 4.21, the positions of the data points here may also be explained. In the plot, the standard samples and the sintered samples are clearly different. With the active site on the edge of the particles, this can be understood by considering the ratios of edge to area in
different particle sizes. The larger a particle is, the less edge it has relative to its area, and consequently the less its activity is per area. Though some particles in the sintered samples have sizes that are similar to the sizes observed in the standard samples, a large population of particles are larger than the ones seen in the standard samples. On average the area to edge ratio is therefore smaller in the sintered samples and thus the activity per area is smaller. If the edge length is plotted as a function of the area coverage the plot should look very similar to the plot of exchange current density as function of area coverage. Figure 4.23 shows such a plot, and indeed the similarity to figure 4.21 is striking.

![Figure 4.24](image)

Figure 4.24: The current density at 150mV of MoS$_2$ samples as a function of the MoS$_2$ area coverage. Open circles: Standard samples. Full circles: Sintered samples.

In addition to using exchange current density as a measure of HER activity, one can also use the current density at a specific overpotential from the polarization curves. In general, this figure of merit is more pertinent on practical devices, such as fuel cells or electrolyzers, whereas exchange current density is a property of more fundamental interest. Figure 4.24 and 4.25 show the current density at 150mV overpotential as a function of the area coverage and edge length analogous to figure 4.21 and 4.22 for the exchange current density. The value of 150mV was chosen because it is a value low enough that the effect of diffusion limitations should be
Figure 4.25: The current density at 150mV of MoS\(_2\) samples as a function of the MoS\(_2\) edge length. Open circles: Standard samples. Full circles: Sintered samples.

negligible for even the most active samples and high enough that all samples evolve enough hydrogen for the resulting current to be clearly higher than background current. The trends in these two figures are the same as for the exchange current density. The area coverage does not describe the current density; the data point for standard and sintered samples have two separate dependencies. The edge length describes the data well, the data for all samples collapse into one linear dependence of the current density on the edge length. The scatter in this plot seems a little larger than for the exchange current density, but the linear trend is still clear.

### 4.5.1 Differentiating between edge sites

Having identified the active site to the edge of the nanoparticles, one could hope to perhaps elaborate even further on its nature. The DFT calculations predict that the Mo edge sites are the active sites, and therefore attempts were made to show this. The Mo edge length was measured in the same way as the edge length, except only including the Mo edge. The Mo edge was estimated on each particle to be the predominating edge, i.e. the longer edges on truncated triangles. On hexagonal particles where the length difference between the two types of edges was not seen, the total edge length...
was simply divided by two as the distinction between the two edges required atomic resolution which was not available in the 470Å x 470Å images. Figure 4.26 and 4.27 shows the exchange current density and current density at -150mV as a function of the Mo edge length. In the figures linear relations are again seen. The scatter of the data however is similar to the plots versus total edge length. It should be noted that a recent publication by the Besenbacher group suggests that the Mo edge dominance, which is very clear on the average sizes nanoparticles they observed, might not be maintained for the smallest particles [81]. Therefore an estimate was made of the impact of this possible change for the smallest particles on the total Mo edge measured and the effect is negligible. The conclusion is that the distinction between different segments of the edge lies beyond the resolution of these measurements.

Figure 4.26: The exchange current density of MoS$_2$ samples as a function of the MoS$_2$ Mo-edge length. Open circles: Standard samples. Full circles: Sintered samples.
4.5. ACTIVITY MEASUREMENTS

Figure 4.27: The current density at 150 mV of MoS$_2$ samples as a function of the MoS$_2$ Mo-edge length. Open circles: Standard samples. Full circles: Sintered samples.

4.5.2 MoS$_2$ activity

Having located the active site for the hydrogen evolution reaction on MoS$_2$ nanoparticles, the turn over frequency (TOF) of the active site may be estimated. The relation between the exchange current density and the edge length is determined by a best linear fit to the data in figure 4.21, yielding a slope of $1.67 \cdot 10^{-20}$ A/nm$_{MoS_2\text{-edge}}$. Remembering that the atomic spacing in MoS$_2$ is 3.15 and that the overall reaction $2H^+ + 2e^- \rightarrow H_2$ yields two electrons per turn over, the turn over frequency is $0.2$ s$^{-1}$.

Comparing this number to the values for Pt and other metals first requires an estimate of their TOFs from their exchange current densities. For Pt(111) the site density is $1.5 \cdot 10^{15}$ sites/cm$^2$ as all surface atoms are believed to turn over for this reaction [82]. Using this density the exchange current density for Pt(111) of $4.5 \cdot 10^{-4}$ A/cm$^2$ [82], yields a TOF of $0.9$ s$^{-1}$. Thus the MoS$_2$ TOF is slightly lower than the Pt value. Pt is the archetypical catalyst for the reaction, but in general the metal surfaces have a wide range of TOFs. Using the Pt(111) density, the exchange current density of $5.0 \cdot 10^{-13}$ A/cm$^2$ for Hg [19] yields a TOF of $1 \cdot 10^{-9}$ s$^{-1}$, showing that the turn over frequencies of the metals range over many orders of magnitude and that within this range, the MoS$_2$ TOF is in the high end.
To more easily compare the activity of MoS$_2$ to other materials and to be able to place it on the volcano based on its DFT calculated Gibbs free energy, the TOF is converted into an exchange current density. To compare on a site to site basis, the exchange current density is calculated for an imaginary MoS$_2$ edge site density equal to the Pt(111) site density. This of course is not a realizable density, but merely a gedanken experiment to allow fair comparison of the sites, no different than using the Pt density to calculate a TOF for Hg. The MoS$_2$ exchange current density calculated in this way is $7.9 \cdot 10^{-6}$ A/cm$^2$. In figure 4.28 this value is added to the volcano plot from figure 1.1 using the DFT calculated Gibbs free energy of 0.08eV. The figure reveals that MoS$_2$ lies just below the well-known highly catalytically active but scarce and noble metals close to Pt, and above the common metals. The figure also shows that MoS$_2$ follows the volcano trend, validating the predictive capacity of this DFT model and its applicability beyond metal catalysts.
Chapter 5

Summary and Outlook

In this work STM investigations of MoS$_2$ nanoparticles on etch pitted HOPG and Au(111) surfaces were undertaken to relate the structure and activity for hydrogen evolution on MoS$_2$ nanoparticles.

On the etch pitted HOPG surface, MoS$_2$ nanoparticles were synthesized and imaged as 3-4nm wide, 1-1.5nm high particles. The particles are very weakly bound to the HOPG substrate, resulting in poor imaging conditions and unresolved particle shapes with the careful scanning parameters required. A strategy of combining increased annealing temperatures during preparation and the introduction of sputter defects to achieve flatter, larger particles with better pinning to the substrate to achieve resolution of the particle shapes was chosen and experiments initiated. Unfortunately the experiments were hindered by an H$_2$S induced corrosion of the STM and in the meanwhile the Besenbacher group had taken up STM studies of the same system and achieved resolution of the particle shape by invoking the same strategy. These results showed that the structure of MoS$_2$ on HOPG was analogous to the structure on Au(111).

On the Au(111) surface MoS$_2$ nanoparticles were synthesized using two different preparation procedures using annealing temperatures of 400°C for standard samples and 550°C for sintered samples. The particles resulting from both preparation procedures were shown by XPS and atomically resolved STM to be MoS$_2$. The morphologies of the particles in standard samples were shown to be primarily single layered triangular particles at a low coverage of 0.06ML and as the coverage increases to 0.16ML the single layered particles increase their density on the surface and start to grow in more truncated shapes and finally, at an area coverage of 0.31ML the particles were observed to have multilayered forms. The single-layered region
of coverages for the samples was shown to be maintained for coverages up to somewhere between 0.16ML and 0.31ML. The sintered samples with area coverages of 0.17ML and 0.23ML showed morphologies with many larger, single layer an truncated triangular particles.

The MoS$_2$ on Au(111) samples from both preparation methods were tested for their hydrogen evolution activity after STM imaging. The activity for hydrogen evolution of the samples was shown to scale with the edge length of the MoS$_2$ nanoparticles and not with the area coverage, showing that the active site for hydrogen evolution is on the edge of the MoS$_2$ nanoparticles. The activity in terms of the exchange current density of the MoS$_2$ nanoparticle edge was compared to other catalysts for hydrogen evolution and found to be in the higher activity range, above the common metals, and its activity is consistent with the predicted volcano trend for Gibbs free energies of hydrogen adsorption on hydrogen evolution catalysts.

The work presented in this thesis has identified the active site for hydrogen evolution on MoS$_2$ nanoparticles to the particle edge by combining STM imaging of UHV model system samples with reactivity measurements in ambient conditions of the same samples. The MoS$_2$ edge sites are more active than the common metals, yet show less activity than the precious Pt-group metals. One could imagine that the activity of the MoS$_2$ nanoparticle edge sites could be improved by appropriately tuning the electronic properties of the edge to increase the bonding of the adsorbed hydrogen and thus move the material further towards the peak of the volcano. This could possibly be achieved by promoting with Ni or Co as known from the HDS reaction or by other elements not yet identified.

Another path one might explore is the investigation of other transitionmetal sulphides, nitrides or oxides and compounds not yet thought of that might result from a DFT to screening based on the Gibbs free energy of adsorption. The field of interesting research to be done is wide open. Nanoparticulate MoS$_2$ may or may not be a next generation hydrogen evolution catalyst depending on its industrial properties such as stability, ability to disperse on highly porous supports and so on, but it has certainly opened up for new insights on the approach to finding better hydrogen evolution catalysts.
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The electrochemical hydrogen evolution process whereby protons and electrons are combined into molecular hydrogen is catalyzed most effectively by the Pt group metals.1 The interest in hydrogen evolution catalysts is currently increasing, as molecular hydrogen, H₂, is being considered as an energy carrier.2 Unlike the hydrocarbon fuels used today, hydrogen produces only water during oxidation, for instance in a fuel cell. For hydrogen to be a real alternative to hydrocarbons, it must be produced in a sustainable fashion. One possibility is to use sunlight directly or indirectly (through wind power, for instance) to split water.3 This requires an efficient catalyst for hydrogen evolution, preferably based on materials that are cheap and abundant. It is therefore important to find alternatives to the Pt group metals.

Hydrogenases and nitrogenases are also effective catalysts for the hydrogen evolution process3,4 even though the catalytically active site of these enzymes contains the much less noble metals Fe, Ni, and Mo. Recently it has become possible to anchor hydrogenase to an electrode surface,5 and considerable progress has been made in the synthesis of compounds in solution resembling the hydrogenase active site and showing activity for hydrogen evolution.6

In the present communication, we use density functional calculations to guide us to a new inorganic analogue of the other hydrogen-producing enzyme, nitrogenase. We analyze the difference between the metallic and the biological catalysts and show that in terms of being able to stabilize intermediates involving atomic hydrogen they have very similar properties. This allows us to identify a parameter determining whether a certain compound will be suitable as a catalyst in electrochemical hydrogen evolution, and it provides an efficient way to search for new systems.

Most water-splitting processes rely on electrochemical hydrogen evolution 2H⁺ + 2e⁻ → H₂ in the final step. The hydrogen evolution reaction must in the first step involve bonding of hydrogen to the catalyst H⁺ + e⁻ → H⁺, where * denotes a site on the surface able to bind to hydrogen. The second step is the release of molecular hydrogen through one of the two processes:1 2H⁺ → H₂ + 2* or H⁺ + e⁻ + H⁺ → H₂ + *.

Using density functional theory (DFT) calculations, we can elucidate the thermochemistry (which is independent on the precise mechanism of the second step) of the reaction; see Figure 1.7 By calculating the free energy of atomic hydrogen bonding to the catalyst, one can compare different metal surfaces as catalysts. For a chemical process to proceed at or around room temperature, no reaction step can be associated with large changes in the free energy. This immediately excludes the metals that form strong bonds to atomic hydrogen (Ni and Mo in Figure 1) as good catalysts because the hydrogen release step will be slow. Metals that do not bind to atomic hydrogen (Au in Figure 1) are also excluded because here the proton-electron-transfer step will be thermodynamically uphill and therefore slow. There could be extra energy barriers associated with the proton-transfer steps or H₂ recombination, but independent of this it is a necessary, but not sufficient, criterion for a material to be a good catalyst that the free energy of adsorbed H is close to that of the reactant or product (i.e., ΔG°₂ ≈ 0). This principle can explain available experimental observations regarding metals as catalysts and electrode materials for hydrogen evolution.7

It is interesting to apply the same analysis to the active sites in nitrogenases and hydrogenases. For nitrogenase we have considered the model of the active site, the FeMo cofactor (FeMoco) shown in Figure 2.8 We find that hydrogen atoms can only bind exothermically to the three equatorial sulfur ligands (µ₃-S ligands) on the FeMoco. When the free energy of hydrogen atoms bound to the equatorial sulfur of the FeMoco is included in Figure 1, it...
results in a binding energy close to that of Pt. The FeMoco thus complies with the $\Delta G^\circ_H = 0$ requirement. A number of researchers have performed computational studies of hydrogenase, and the results obtained by Siegbahn allow us to calculate the atomic hydrogen adsorption free energy for a [NiFe]-hydrogenase system. The Siegbahn model for the hydrogenase active site is shown in Figure 2. When the free energy is included in Figure 1, one can see that hydrogenase also fulfills the $\Delta G^\circ_H = 0$ requirement and fulfills it best for all considered systems.

We therefore conclude that $\Delta G^\circ_H$ is a good descriptor of materials that can catalyze hydrogen evolution and applies to a broad range of systems, both metals and enzymes. This means that we can use the same calculations to search for other systems, which could be candidates as catalysts for hydrogen evolution. One compound we have found computationally to obey the criterion is MoS2; see Figure 1. Comparing the nitrogenase active site and the MoS2 edge structure, we see that they bear a close resemblance, as shown in Figure 2. In both structures, the sulfur atom, which binds the hydrogen, is 2-fold coordinated to metal atoms, either to molybdenum or to iron. Only the edges of MoS2 are interesting in this context, as the basal plane of MoS2 is catalytically inactive. The first H that bonds to the edge is strongly bound, but at an H coverage above 0.25, the differential free energy of adsorption is 0.1 eV. According to the calculations, additional H atoms should then be able to adsorb with a low barrier or, equivalently, a low overpotential of the order 0.1 V. A good material would be nanometer-large MoS2 crystallites supported on, for example, graphite, which is conducting but otherwise inert. Such materials are used as catalysts for hydrotreating (hydrogenation of sulfur compounds in crude oil), and methods for their preparation can be found in the literature. It is indeed possible to prepare nanosized MoS2 clusters on a graphite support, as can be seen in the scanning tunnel microscope (STM) image shown in Figure 3. The MoS2 nanoparticles are approximately 4 nm in diameter and 1 nm in apparent height, and nucleate along the graphitic steps.

We have tested experimentally whether MoS2 nanoparticles supported on carbon can be used as catalyst for electrochemical hydrogen evolution. This was done by preparing a membrane electrode assembly (MEA), based on a Nafion proton exchange membrane, with a standard platinum electrode on one side and a MoS2/graphite electrode on the other side. By having the same hydrogen pressure on both sides, we could make the electrochemical measurements using a Parstat 2273 potentiostat resulting in the $I$–$V$ curve shown in Figure 3. The experimental approach has been used successfully in other studies. The conditions of the experiment correspond to $\phi = 0$ as in the calculations. As shown in Figure 3, MoS2/graphite is a quite reasonable material for hydrogen evolution with an overpotential in the range 0.1–0.2 V.

We note that MoS2 has been found to be a promoter for the hydrogen evolution activity of NiS2 electrodes, which can be understood from our findings. Furthermore, MoS2 has been tested for photocatalytic hydrogen evolution and shows activity but with significantly lower currents.

Our findings suggest that we can begin searching for new catalytic materials using quantum chemical methods. The MoS2 nanoparticles supported on graphite may be an example of a new class of electrode materials.

Acknowledgment. M. Brorson is grateful for providing us the samples. We thank P. E. M. Siegbahn for providing us results and structures prior to publication. We acknowledge support from the Danish Center of Scientific Computing through Grant No. HDW-1101-05.
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Biomimetic Hydrogen Evolution: MoS$_2$ nanoparticles on graphite as catalyst for hydrogen evolution
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Computational Methods

All density functional calculations have been carried out with the plane-wave pseudopotential code dacapo\(^1\), which uses a plane-wave basis and ultra soft pseudopotentials\(^2\) \(^3\) \(^4\). All energies have been calculated self-consistently with the RPBE functional\(^5\). For the calculations of the MoS$_2$ system, plane waves up to an energy of 30Ry have been included, and the cut-off in the electron density has been set to 180Ry. The standard choice is to take the density cutoff as four times the wavefunction cutoff (120Ry in the present case), but increasing the cutoff even further improves the accuracy for contributions from the pseudopotentials and the nonlinear core correction (double grid technique as described in Ref.\(^4\)). The hydrogen adsorption energies have been calculated with a slab, which are four Mo atoms wide in x-direction and six Mo atoms wide in y-direction. The lattice constant of MoS$_2$ has been determined to be 3.235Å and compares well with the experimental lattice constant of 3.16Å. The unit cell dimension in x-direction is 12.94 Å, in y-direction 25Å and in z-direction 18Å. Electrostatic decoupling of the slabs is used. The Brillouin zone is sampled by a Monkhorst-Pack 4x1x1 k-point grid\(^6\), i.e. 4 k-points in the x-direction, and one k-point in the y- and z-direction. The separation between neighboring k-points is 0.12Å\(^{-1}\). The slab exposes two edges simultaneously, the (10\(\bar{1}\)0) Mo-edge, which is the edge present in the catalytic particles, and the (\(\bar{1}\)0\(\bar{1}\)0) S-edge. Under the employed reaction conditions, the nanoparticles are terminated by the Mo-edge with sulfur monomers\(^7\). The S-edge is not present in the catalytic particles, and the exact termination is irrelevant in the calculations, as long as the same termination is used throughout. The DFT binding energies do not contain contributions from zero-point energies and entropy, and we have added these contributions separately in order to obtain the Gibbs free energy.

We describe the stability of hydrogen by the differential hydrogen chemisorption energy $\Delta E_{\text{Ht}}$, which is calculated as follows

$$\Delta E_{\text{Ht}} = E(\text{MoS}_2+n\text{H}) - E(\text{MoS}_2+(n-1)\text{H}) - \frac{n}{2} E(\text{H}_2) \quad (1)$$

where $E(\text{MoS}_2+n\text{H})$ is the total DFT energy for the MoS$_2$ system with n hydrogen atoms adsorbed on the edge, $E(\text{MoS}_2+(n-1)\text{H})$ is the total DFT energy for (n-1) hydrogen atoms adsorbed on the edge and $E(\text{H}_2)$ is the DFT energy for a hydrogen molecule in the gas phase. The differential hydrogen binding energy describes the energy needed to increase the coverage by one hydrogen atom. Our model slab is four rows of Mo wide and therefore we have four hydrogen binding sites and can describe the coverages 25%, 50%, 75% and 100%. The differential binding energy is defined such that the value for 25% indicates, how much energy is required for
increasing the coverage from 0% to 25%, the value for 50% indicates, how much energy is required to increase the coverage from 25% to 50%, and similar for the other coverages. From the DFT results we obtain the differential binding energies -0.62eV for 25%, -0.21eV for 50%, 0.48eV for 75% and 0.50eV for 100%. From these energies we calculate the Gibbs free energy for hydrogen adsorption as

\[ \Delta G_H^0 = \Delta E_H + \Delta E_{ZPE} - T \Delta S_H \]  

(2)

where \( \Delta E_H \) is the differential hydrogen chemisorption energy from the DFT calculations, \( \Delta E_{ZPE} \) is the difference in zero point energy between the adsorbed state and the gas phase and \( \Delta S_H \) is the entropy difference between the adsorbed state and the gas phase. The energy contribution from the configurational entropy in the adsorbed state is small (<0.04eV) and is therefore neglected. Likewise, as the vibrational entropy in the adsorbed state is small (<0.005eV), we can take the entropy of hydrogen adsorption as \( \Delta S_H = \frac{1}{2} S_{H_2}^0 \) where \( S_{H_2}^0 \) is the entropy of \( H_2 \) in the gas phase at standard conditions. The gas phase values are all taken from Ref. 8. We have calculated the vibrational frequencies of H adsorbed on MoS\(_2\) with 50% coverage and found them to be 2535cm\(^{-1}\), 594cm\(^{-1}\) and 474cm\(^{-1}\). This means that for the MoS\(_2\) structures \( \Delta G_H^0 = \Delta E_H^{\text{diff}} + 0.29\text{eV} \). As the vibrational frequencies do not differ notably for different coverages, we use this correction for all coverages. This results in the differential binding free energies of -0.33eV for 25%, 0.08eV for 50%, 0.76eV for 75% and 0.79eV for 100%. The only free energy close to thermoneutral is 0.08eV, which describes the change in coverage from 25% to 50%. Therefore, it is most likely that the hydrogen evolution is mainly driven by hydrogen adsorption at these two coverages.

The methodology of the calculations for the nitrogenase active site is specified in Ref. 9. To obtain the Gibbs free energy for hydrogen adsorption, we have calculated the vibrational frequencies for H adsorbed on the FeMoco (see Figure 2) and find them to be 2547cm\(^{-1}\), 541cm\(^{-1}\) and 440cm\(^{-1}\), which leads to \( \Delta G_H^0 = \Delta E_H + 0.29\text{eV} \) and a free energy of hydrogen binding of -0.07eV. The hydrogen binding energy for hydrogenase has been taken from Ref. 10 for the model with a charged His77, which presumably is the most realistic one. The binding energy is the energy of structure 6 (specified in Fig. 9 and 10 of Ref.10). To estimate the zero-point energy, we use the frequencies of adsorbed H on Cu(111) calculated by Gokhale et al.\(^{11}\) as an estimate. This leads to \( \Delta G_H^0 = \Delta E_H + 0.24\text{eV} \) and to a free energy of hydrogen binding of -0.05eV.

Both nitrogenase and hydrogenase work at pH=7 instead of pH=0. The change from pH=0 to pH=7 introduces a shift in redox potential of -414mV\(^8\), which corresponds to an energy shift of -0.41eV. This means that the hydrogen adsorption energies for nitrogenase and hydrogenase are decreased by -0.41eV. The second correction results from the redox potential, with which the electrons are transferred to the active site. In nitrogenase, the electrons are provided by the [4S-4Fe]\(^1+/2+\) redox pair, whose redox potential has been measured to be -430mV/SHE for Azotobacter vinelandii in the presence of bound MgATP\(^{12}\). This means that the electrons are provided to the FeMoco with an extra chemical potential of 430mV which corresponds to an energy shift of
Thus for nitrogenase, the energy corrections from pH=7 and from the electron transfer redox potential compensate each other to a large degree, so that the net correction will be small. For hydrogenase, the redox potential of the proximal [4Fe-4S] cluster is -340mV and the redox potential of the distal [4Fe-4S] cluster is -290mV\textsuperscript{13}. Thus also in this case the energy shifts introduced by the pH=7 correction and by the redox potential for the electron transfer compensate each other to a large degree. Therefore, we can neglect these contributions in the present study.

Figure 2 has been prepared with Molscript and Raster3D\textsuperscript{14,15}.

**Experiments**

The catalyst used as electrode materials are hydrodesulphurization catalysts consisting of pure MoS\textsubscript{2} supported on active carbon. The catalyst was made by standard incipient wetness impregnation of active carbon (Mitsubishi active carbon Daihope008) with a solution of the active metals. The catalyst was then dried at 110°C and subsequently activated by treatment sulfidation in gaseous H\textsubscript{2}S at 450°C. The metal loads obtained depended on the concentration of the impregnation liquid and the pore volume of the carbon and was in this case found to be 9.7% Mo.

The supported MoS\textsubscript{2} catalyst was then used to make one of the electrodes in a membrane electrode assembly (MEA). The MEA was made by a thin layer deposition technique described by Litster and McLean\textsuperscript{16}, where one side was prepared with Pt and the other side with a MoS\textsubscript{2} based electrode catalyst. The Pt side of the MEA was made using commercially available E-TEK 20 % Pt/C. Approximately 40 mg of the E-TEK powder was mixed with 0.1mL of a 5 wt% Nafion solution and diluted with methanol until an ideal viscosity was reached. When good suspension was reached, the solution was painted onto a 3.14 cm\textsuperscript{2} torray carbon sheet, by fine paint brush. By weighing the carbon sheet before and after deposition it was found that this recipe enabled the deposition of approximately 1 mg Pt pr. cm\textsuperscript{2}. The MoS\textsubscript{2} electrodes were prepared in a similar manner except that the deposition was performed in a glove bag filled with nitrogen in order to reduce oxidation. Approximately 1mg of MoS\textsubscript{2} pr. cm\textsuperscript{2} was deposited. After the catalyst was deposited on the carbon sheets, the sheets were bonded to a Nafion 117 membrane. The carbon sheets with catalyst, was positioned on both sides of the Nafion membrane and then pressed together with 150 bars of pressure at 120 °C for 5 minutes. Pressing under lower temperatures, was found to give poor bonding. The final MEAs containing MoS\textsubscript{2}, thus consisted of one side with E-TEK Pt and one side with MoS\textsubscript{2} both supported on carbon.

The MEAs were tested in an experimental setup described elsewhere in detail\textsuperscript{17} and pure hydrogen (99.9999%) was used in all experiments. First the MEA was inserted under an argon flow, then the gas flow was switched to hydrogen flow on the Pt side. A mass spectrometer probing the gas on the MoS\textsubscript{2} side was then used to
determine if there was any hydrogen leaking through the membrane. If no leak was detected H₂ was also flowed over the MoS₂ side. During measurements the H₂ flow is 25 mL/min on both sides.

The electrochemical measurements were made with a Parstat 2273, where the working electrode and the reference electrode were connected to the Pt side of the MEA, while the counter electrode was connected to the MoS₂ side of the MEA. Thus the potential is measured with respect to the platinum side of the MEA.

The MEA was activated by cycling the cell through potentials between 0 and -1000 mV for approximately 24 hours. After the catalysts were activated, polarization curves were measured, see Figure 4, by ramping the cell potential with 30 mV/min while recording the corresponding current. The applied cell potential was usually varied between 0 and -1000 mV as higher cell potentials could damage the catalyst.

The MoS₂ MEA has also been tested in a simple electrolysis setup, where MoS₂ was used as the cathode, and no significant loss in activity was measured during 60 hours of operation.

The MoS₂ particles on a graphite support were investigated in a standard ultra-high vacuum (UHV) system with a scanning tunneling microscope (STM) of the Århus type. The STM images were measured in a constant current mode (scanning parameters for the 2000 Å x 2000 Å image were 1 V and 0.5 nA, for the smaller image of 360 Å x 460 Å, 1 V and 0.2 nA were used, see Figure 3).

The graphite surface (highly oriented pyrolytic graphite, HOPG) was cleaved in air, transported into the UHV chamber via a loadlock, and then activated by ion sputtering with 160 eV He⁺ ions for 30 s under UHV to create defects on the surface. The sputtered surface was then heated in atmospheric air to 900 K for 5 min. After re-introduction into UHV, the sample was again sputtered (160 eV, 120 s). The MoS₂ structures were then synthesized on to the modified and activated graphite surface under UHV, following the procedure of Ref. 20, where a Au(111) surface was used as a substrate. Before imaging with STM, the samples were annealed at 1000 K for 20 min.
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One-sentence summary:
The active site of a nanoparticulate catalyst has been identified by measuring reactivity at ambient conditions on atomically imaged nanoparticles; in this case pinpointing the active site for hydrogen evolution on MoS$_2$ to be its edge.

One of the great challenges in heterogeneous catalysis is the identification of the active site. In this study, we conclusively determine the active site for hydrogen evolution on MoS$_2$ by atomically resolving the surface of this nanoparticulate catalyst prior to reactivity measurements under ambient conditions. We systematically vary different surface sites on MoS$_2$ nanoparticles on Au(111) and quantify these with Scanning Tunneling Microscopy (STM). Electrocatalytic activity measurements for hydrogen evolution correlate linearly with the number of edge sites on the MoS$_2$ catalyst. Thus, a direct coupling of the structure and catalytic turnover on MoS$_2$ nanoparticles is established.
Progress in the field of heterogeneous catalysis is often hampered by the difficulty of identifying the active site on a catalyst surface. Unlike homogeneous catalysts, where the active center is generally more clearly defined, solid-state catalysts commonly exhibit a variety of different surface sites which may or may not be active. Identifying the most active site is crucial to the design and development of improved catalytic materials [1, 2]. In pursuit of this purpose, many useful *in-situ* and *ex-situ* experimental techniques, as well as computational methods, have been developed [3, 4, 5]. Nevertheless, identifying the active site remains a challenging task – one that we undertake in this study as we aim to determine the active site of nanoparticulate MoS$_2$ for hydrogen evolution.

Ideally, a catalytic surface should be characterized so thoroughly that all types of surface sites are identified and quantified. This is particularly difficult on industrial catalysts as they exhibit complex morphologies. One approach to correlating activity to surface sites is to estimate surface site distributions based on particle sizes and Wulff constructions [6]. In order to minimize ambiguity in correlating activity to surface sites, however, surface science has relied upon the synthesis and characterization of model catalysts, as precise structure-activity relationships are more readily drawn on these well-defined surfaces [1]. Studies on carefully prepared single crystal metal and oxide surfaces, in well-controlled environments, were the first to bring such understanding to light. Investigations on the low-index crystal faces [7-10] were followed by studies on stepped single crystals [2, 5, 11], which more accurately model surface sites on nanoparticles. More recent studies have involved carefully deposited metal adatoms, overlayers, or nanoparticles on support materials [12-16]. In this work, we take the next step and atomically resolve the surfaces of well-defined, catalytically active nanoparticles prior to reactivity measurements under ambient conditions.

Nanoparticulate MoS$_2$ is one example of a nanoparticulate catalyst that has been studied in an attempt to link activity to specific surface sites. MoS$_2$ has gained much attention as it has been used for decades as a hydrodesulfurization (HDS) catalyst [17, 18].
Detailed insight has been gained from studies on simplified model systems in Ultra High Vacuum (UHV) and by using computational methods \[19, 20\], as well as from combining reactivity measurements and *ex-situ* characterization of industrial catalyst samples \[17, 18, 21\]. Structural studies on the MoS\(_2\) catalyst have shown that it is composed almost entirely of flat polygons of S-Mo-S trilayers \[17\]; depending on the synthesis conditions, these trilayers may stack in a graphite-like fashion, or remain as single trilayers. For single trilayers, two general kinds of surface sites exist – terrace sites, which are those on the basal plane, and edge sites, which lie at the edge of the nanoparticles. DFT studies suggest that the active site for HDS is on the edge of the MoS\(_2\) nanoparticles. This is supported by adsorption studies of thiophene using STM \[22\]. Despite numerous studies on this material, there is a call for studies that uniquely link the well defined structures of the model system to catalytic activity under standard reaction conditions \[23\].

Nanoparticulate MoS\(_2\) has been shown to be active for the hydrogen evolution reaction (HER) \[24\], where protons and electrons combine to form molecular hydrogen, 2H\(^+\) + 2e\(^-\) → H\(_2\) \[25\]. In this work, we investigate this reaction as it is fundamentally important for a variety of electrochemical processes and is technologically interesting for present and future energy applications – particularly those where there is a need to replace precious metal catalysts such as Pt \[24, 25\]. In its bulk form, MoS\(_2\) has been found to be a poor hydrogen evolution electrocatalyst \[26\]. Nanoparticulate MoS\(_2\), however, is a more promising system as DFT calculations indicate that only the edges of MoS\(_2\) nanoparticles are active for hydrogen evolution \[24\]; but no previous experiments has shown this conclusively.

In an attempt to provide an experimental elucidation of the active site, we have carefully prepared a sample set in UHV with deliberately chosen nanoparticulate MoS\(_2\) morphologies, characterized by STM, such that the fractions of the terrace and edge sites are systematically varied. All MoS\(_2\) samples in this study were synthesized on a clean Au(111) substrate by physical vapor deposition of Mo in H\(_2\)S, followed by annealing in
the same \text{H}_2\text{S} environment, inspired by reference \cite{20}. Six samples were synthesized, three annealed at 400 °C and two annealed at 550 °C. Finally, a “blank” sample was synthesized by the same procedure as the others, however without the deposition of Mo. The Au(111) substrate was chosen as it serves to disperse the MoS$_2$ nanoparticles via its herringbone reconstruction, and is not particularly active for the HER \cite{27}. In order to maintain discretely separated single-layered particles, the samples were purposely synthesized with low area coverages of MoS$_2$, less than ¼ ML (i.e. 0.25 nm$^2$MoS$_2$/nm$^2$ geometric).

Immediately after deposition, each sample is vacuum transferred to a second UHV chamber for STM imaging, Figure 1. The morphologies of the crystallized, single-layered MoS$_2$ nanoparticles can be described as flat polygons with a conducting edge state, seen as bright lines following the particle perimeter. Figures 1a and 1b show representative images of samples annealed at both temperatures, (a) 400 °C and (b) 550 °C, exhibiting a considerable increase in particle size for samples sintered at the higher temperature. The particles annealed to 400 °C are consistent with similarly-prepared MoS$_2$ nanoparticles on Au(111), reported by the Besenbacher group \cite{20}. This is also the case for particles sintered to 550 °C despite their larger sizes. More recently, Besenbacher et al. have shown that the dominant edge structure of these nanoparticles is that of a sulfided Mo edge, and that this edge is particularly favored by larger-sized particles \cite{19,23}. We also observe the predominance of the sulfided Mo-edge in our samples, regardless of annealing temperature. Thus, controlled sintering allows us to change the ratio of basal plane sites to edge sites without changing the nature of the edge. Note that this sulfided Mo-edge is the same structure predicted by DFT calculations to be the active site for hydrogen evolution \cite{24}.

After imaging a sample, we transfer it out of UHV into an electrochemical cell where we measure catalytic activity for the HER. The cell, specifically designed for studies on UHV-transferred samples, is sealed upon the imaged (111) face of the sample.
with a viton o-ring, exposing ~ 0.10 cm² to the H₂SO₄ electrolyte (pH 0.24), and cyclic voltammograms are recorded. By following this procedure, we ensure a one-to-one correlation between the imaged MoS₂ nanoparticles and the measured activity for hydrogen evolution.

Electrocatalytic activity for all six samples is shown in Figure 2 by means of polarization curves (i – E) within a cathodic potential window, and corresponding Tafel plots (log i – E). Current densities are normalized to the geometric area of the exposed face of all samples. The well-defined MoS₂ nanoparticles obtained by our preparation procedures are active for hydrogen evolution, verifying that this UHV model system truly catalyzes reactions under ambient conditions.

The most inherent measure of activity for the HER is the exchange current density, \( i_0 \) \(^{[25, 28, 29]} \). This value is determined by fitting i – E data to the Tafel equation \(^{[25]} \), yielding Tafel slopes of 55-60 mV/decade, and exchange current densities in the range of \( 1.3 – 3.1 \times 10^{-7} \text{ A/cm}^2 \text{ geometric} \) for all MoS₂ samples (supporting online text). In Figure 3, we plot the exchange current density for each sample versus two sample parameters: (a) the MoS₂ area coverage, and (b) the MoS₂ edge state length. All data points in Figure 3(a) would fall on a straight line if the active sites for this catalyst were the terrace sites. This is clearly not the case. In Figure 3(b), however, the activities of all samples adhere to the same linear dependence on edge length. The points show some scatter around this trend, but are described by a best fit linear relation with a slope of \( 1.67 \times 10^{-20} \text{ A/nmMoS2-edge} \).

As the rate of reaction is directly proportional to the number of edge sites for all samples, regardless of particle size, we conclude that the edge site is indeed the active site. Bearing this in mind, it is worth revisiting Figure 3(a) to note that the exchange current densities of the samples sintered at 550°C are significantly lower than those prepared at 400°C, per MoS₂ coverage, exactly as one would expect since the sintered samples have less edge length per area of MoS₂. Figure 3 thus provides conclusive experimental evidence
pinpointing the active site to the edge of the MoS$_2$ nanoparticles, validating predictions from DFT calculations \[24\].

Another important question to answer regarding this material is how well it compares to other materials, specifically those known to catalyze the HER effectively. The most direct method to compare catalysts is on a per active site basis \[1\], and having identified the active site to be on the edge of the MoS$_2$ nanoparticles, we can now directly compare their activity for hydrogen evolution to that of the pure metals, as their activities are well known \[28\]. For this direct site-to-site comparison, we will use the $1.5 \times 10^{15}$ sites/cm$^2$ of the Pt(111) face as the basis for comparison, as Pt is the archetypical HER catalyst. An exchange current density of $4.5 \times 10^{-4}$ A/cm$^2$ for this face \[30\] yields a turnover frequency (TOF) of 0.9 s$^{-1}$ (supporting online text). In general, TOFs of transition metals range over 10 orders of magnitude (Hg, for instance, has a TOF as low as $\sim 10^{-9}$ s$^{-1}$) \[28\]. Given the slope in Figure 3(b), we have calculated the TOF of the MoS$_2$ edge to be 0.02 s$^{-1}$, indeed in the high range of TOFs for metals.

For further insight into the catalytic nature of the MoS$_2$ edge, a recent version of the volcano-type relationship observed for HER catalysts is shown in Figure 4, to which we have added our data for nanoparticulate MoS$_2$. A number of volcano curves have been published for HER catalysts in the last 50 years relating exchange current density to different physico-chemical properties of metals such as work function, metal-hydride enthalpy of formation, or Gibbs free energy for hydrogen adsorption ($\Delta G_H$) \[28, 29\]. Volcano relationships ultimately reflect the Sabatier principle – a general framework in catalysis that explains that optimal surfaces exhibit moderate binding energies of reaction intermediates, e.g. hydrogen adsorption in the case of the HER. In Figure 4, the exchange current density is shown as a function of the DFT-calculated free energy of adsorption of hydrogen, which was recently determined to be $+0.08$ eV for the MoS$_2$ edge \[24\]. In order to add MoS$_2$ to this figure, we convert the TOF of nanoparticulate MoS$_2$ to its exchange current density per $1.5 \times 10^{15}$ sites/cm$^2$, which yields $7.9 \times 10^{-6}$ A/cm$^2$ (supporting online
This value surpasses those of the common metals, and lies just below those of the precious Pt-group metals. When plotting this experimentally determined activity of the edge site versus its DFT-calculated $\Delta G_H$ \cite{24}, we see that it follows the volcano trend \cite{29}. This validates the predictive capability of this DFT model as well as its applicability beyond metal catalysts.

After identifying the active site and comparing it to typical metal catalysts, we may consider how to improve the activity of that site and thereby the catalyst material. The DFT-calculated $\Delta G_H$ of the MoS$_2$ edge site is slightly positive at $+0.08$ eV, with calculations suggesting a H-coverage of only $\frac{1}{4}$ on the edge under operating conditions \cite{24}. Thus, only 1 in 4 edge atoms evolves molecular H$_2$ at a given time, unlike Pt(111) which operates at a H-coverage of $\sim 1$ ML \cite{30}. If all MoS$_2$ edge sites could be made to adsorb H, activity could be increased by a factor of 4. This might be accomplished by appropriately tuning the electronic structure of the edge to increase the bond strength of the adsorbed H \cite{29}. Such a modification could simultaneously improve the inherent turnover of each edge site, further improving the overall activity of the material towards that of Pt-group metals.

Identifying the active site is crucial in developing better catalysts; this is particularly important for energy-conversion technologies where precious metals need to be replaced. In this work, we have identified the active site in MoS$_2$ by atomically resolving the surface of this nanoparticulate catalyst prior to reactivity measurements under ambient conditions. Systematic variations of surface sites show that hydrogen evolution activity correlates with the number of edge sites on the nanoparticles. The edge site of MoS$_2$ was found to be more active than earth-abundant transition metals, and its activity agrees with predictions based on DFT-calculations. Correlating atomically imaged nanostructures with catalytic turnover under ambient conditions is a challenging, but direct approach that identifies the active site. With this knowledge, research efforts can be focused on improving that specific site and thereby the catalyst material.
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Figure Captions

Figure 1.
STM images of MoS$_2$ nanoparticles on Au(111). The particles have the well known morphology of polygons with conducting edge states and are dispersed on the Au surface irrespective of coverage and annealing temperature (400 °C or 550 °C). (a) low coverage (0.06 nm$^2$MoS$_2$/nm$^2_{\text{geom.}}$), annealed to 400 °C (470 Å x 470 Å, 1.2 nA, 4 mV). (b) high coverage (0.23 nm$^2$MoS$_2$/nm$^2_{\text{geom.}}$), annealed to 550 °C (470 Å x 470 Å, 1.2 nA, 1.9 V). (c) Atomically resolved MoS$_2$ particle, from a sample annealed to 550 °C, showing the predominance of the sulfided Mo-edge$^{[19,20]}$. (60 Å x 60 Å, 1.0 nA, 300 mV).

Figure 2.
Polarization curves and Tafel plots in a cathodic potential window for the 5 different MoS$_2$ samples as well as the blank sample. Samples annealed to 400 °C are dark blue, samples annealed to 550 °C light blue. Main: Polarization curve showing hydrogen evolution on all samples. Inset: Tafel plot. Note that all the MoS$_2$ samples have Tafel slopes of 55-60 mV/dec irrespective of annealing temperature and coverage. Sweep rate: 5 mV/s. Data is iR corrected.

Figure 3.
Exchange current density vs. MoS$_2$ area coverage (a) and MoS$_2$ edge length (b). In both figures, open circles are samples annealed to 400 °C, filled circles are samples annealed to 550 °C. The exchange current density does not correlate with the area coverage of MoS$_2$, whereas it shows a linear dependence on the MoS$_2$ edge length, clearly showing
that the active site for the hydrogen evolution reaction is on the particle edge. Exchange current densities are extracted from the Tafel plot in Figure 2. The edge length is measured on all imaged particles and normalized by the imaged area.

Figure 4.
Volcano plot of the exchange current density as a function of the DFT-calculated Gibbs free energy of adsorbed hydrogen for nanoparticulate MoS\textsubscript{2} and the pure metals\textsuperscript{[29]}. As seen, MoS\textsubscript{2} follows the same trend as the pure metals. The MoS\textsubscript{2} exchange current density is normalized to the atomic site density of Pt for comparison. Samples are polycrystalline unless otherwise noted.
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The MoS$_2$ is deposited onto Au(111) after the crystal has been cleaned by sputter-annealing cycles. Mo is vapor deposited from a thoroughly degassed resistively heated Mo filament. Cleanliness of Au and the purity of Mo is confirmed by XPS and STM. Mo is deposited and post-annealed in a sulfiding atmosphere achieved by leaking H$_2$S through a directed doser until a chamber pressure of $10^{-7}$ Torr is reached.

After deposition the MoS$_2$/Au(111) sample is transferred in vacuum to a second UHV chamber and STM is performed with an Aarhus-type STM $^{[S1]}$. STM images are scanned in constant current mode, and a number of 470 Å x 470 Å, 512 x 512 pixel images are obtained for analysis. The well-known structure of MoS$_2$ $^{[20]}$ is confirmed by atomically resolved images. MoS$_2$ edge length is found by measuring the edge state length of all particles in each image, and normalizing the sum of these by the area of the analyzed images, resulting in an “edge length unit” of nm$_{MoS_2\text{-edge}}$/nm$^2$$_{\text{geometric}}$.

For HER measurements aqueous H$_2$SO$_4$ at pH 0.24 (de-aerated with N$_2$) was used. A platinum mesh counter electrode and a SCE reference electrode were employed. Cyclic voltammograms were measured at 5 mV/s using a PAR VMP2 potentiostat. All data are corrected for a small ohmic drop using impedance spectroscopy. In addition to using exchange current density as a measure of HER activity, one can also use the current density at a specific overpotential from the polarization curves. In general, this figure of merit is more pertinent on practical devices, such as fuel cells or electrolyzers, whereas exchange current density is a property of more fundamental interest. Figure S1 exhibits current densities measured at -150 mV overpotential versus (a) area coverage and (b) edge state length, analogous to the exchange current density scatter plots in Figure 3. Figure S1 affirms the conclusions drawn from Figure 3: current density is not determined by the MoS$_2$ area coverage – it is linearly dependent on the MoS$_2$ edge length.

Table S1 compiles results from analysis of STM images and electrochemical data.
Table S1: Annealing temperature, MoS$_2$ area coverage, MoS$_2$ edge length, exchange current densities and Tafel slopes (and their $R^2$ values).

For MoS$_2$ samples, an exchange current per site was determined by the slope of the linear fit of exchange current density ($A / cm^2_{geometric}$) versus edge state length ($nm_{MoS2-edge}/nm^2_{geometric}$), resulting in $1.67 \times 10^{-20} A/nm_{MoS2-edge}$ and an $R^2$ value of 0.93. The Mo-Mo and S-S distances in MoS$_2$ are 3.15 Å [20], resulting in $(1/0.315)$ sites/nm$_{MoS2-edge}$. This yields $5.25 \times 10^{-21} A/site$. This value was then multiplied by the site density of Pt ($1.5 \times 10^{15}$ sites/cm$^2$) for a fair comparison to transition metals, resulting in $7.9 \times 10^{-6} A/cm^2$, as seen in Table S2.

Turn-over frequencies are calculated in Table S2 from exchange current densities using the following relation:

$$\text{TOF (s}^{-1}) = \frac{(i_0, A/cm^2)}{[(1.5 \times 10^{15} \text{ sites/cm}^2) (1.602 \times 10^{-19} \text{ C/e}^-) (2 \text{ e}^-/\text{H}_2)]}$$

Table S2: Calculation of TOFs.
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Figure S1.
Current density at -150 mV vs. NHE as a function of MoS$_2$ area coverage (a) and MoS$_2$ edge length (b). In both figures, open circles are samples annealed to 400 °C, filled circles are samples annealed to 550 °C. The current density does not correlate with the area coverage of MoS$_2$, whereas it shows a linear dependence on the MoS$_2$ edge length. This is further support that the active site for the hydrogen evolution reaction is on the particle edge. The edge length is measured on all imaged particles and normalized by the imaged area, similar to Figure 3.
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