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Abstract:

The work presented in this thesis falls into two categories: development of reduced dynamical models applicable to edge turbulence in magnetically confined fusion plasmas and numerical simulations of isolated plasma filaments in the scrape-off layer region investigating the influence of finite Larmor radius effects on the radial plasma transport.

The coexistence of low-frequency fluctuations, having length scales comparable to the ion gyroradius, steep pressure gradients and strong $E \times B$-flows in the edge region of fusion plasmas violates the standard gyrokinetic ordering. In this thesis two models are presented that overcome some of the difficulties associated with the development of reduced dynamical models applicable to the edge.

Second order guiding-center coordinates are derived using the phase space Lie transform method. Using a variational principle the corresponding Vlasov-Maxwell equations expressed in guiding-center coordinates are derived including a local energy theorem. The second order terms describe lowest order finite Larmor radius effects. This set of equations might be relevant for edge plasmas due to the capability of capturing strong $E \times B$-flows and lowest order finite Larmor radius effects self-consistently.

Next, an extension of the existing gyrokinetic formalism with strong flows is presented. In this work the background electric fields is dynamical, whereas earlier contributions did only incorporate a stationary electric field. In an ordering relevant for edge plasma turbulence, fully electromagnetic second order gyrokinetic coordinates and the corresponding gyrokinetic Vlasov-Maxwell equations are derived, including a local energy theorem. By taking the polarization and magnetization densities in the drift kinetic limit, we present the gyrokinetic Vlasov-Maxwell equations in a more tractable form, which could be relevant for direct numerical simulations of edge plasma turbulence.

Finally, an investigation of the influence of finite Larmor radius effects on the radial transport of isolated plasma filaments (blobs) in the scrape-off region of fusion plasmas is presented. We employ an isothermal electrostatic two-dimensional gyrofluid model to simulate the blob dynamics. The numerical simulations show that, to lowest order, the blob center of mass velocity scales as the acoustic speed times the square root of the ratio of the structure size to the gradient lengthscale of the magnetic field, in agreement with earlier results. However, when the ratio of the thermal ion gyroradius to the structure size exceeds $10^{-2}$ the transport is dramatically enhanced. Having traveled its own initial size 15 times, blobs carry $\sim 80\%$ of their initial density above this threshold but only $\sim 20\%$ below. This observation demonstrate the importance of finite Larmor radius effects in plasma transport modeling.
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Chapter 1

Introduction

Two major challenges must be faced in order to solve the present day and future energy supply problem. First, a secure and affordable energy supply must be guaranteed to the ever-growing population of the earth and secondly, the energy consumption must be reduced and energy sources must be found that are not harmful to the environment. Controlled thermonuclear fusion is a potential large scale green energy source, releasing no greenhouse gases and impose no hazards to the surrounding environment.

Up until now the most successful setup for thermonuclear fusion is the so-called tokamak device (see Fig. 1.1). The main idea is to confine the plasma in a toroidal chamber using a strong toroidal magnetic field superimposed by a weaker poloidal magnetic field. Historically, this design demonstrated

![Figure 1.1: Schematic view of the tokamak design.](image)

a rapid progress in achieved energy density but did also reveal that the energy confinement time was much shorter than what was predicted by classical transport theory where the diffusion processes are determined by
collisional processes. Classical transport theory was extended to account for the geometrical effects of the curved magnetic in the neo-classical transport theory, but the confinement times according to neo-classical theory were still significantly longer than what was achieved experimentally. It was soon realized that this anomalous energy and particle transport was a result of low frequency (in comparison to the plasma frequency) microinstabilities primarily driven by density and pressure gradients. The notion microinstabilities was chosen to distinguish the instabilities from large scale (machine size) MHD instabilities. Microinstabilities lead to an increased fluctuation level (microturbulence) (see review e.g. Wooton[103]). The characteristic temporal scale of the fluctuations is on the order of the diamagnetic frequency $\omega^*/2\pi \sim 10^5$ Hz and the spatial scales are of the order of the ion gyroradius $\rho_i \sim 0.1$ cm.

To explain and understand the microturbulence, a theoretical model was needed. Due to high temperatures in fusion plasmas it is safe to consider the plasma as being collisionless in most regions of a fusion device, which therefore ruled out classic collisional fluid models. A collisionless plasma is most naturally described by the Vlasov equation which only incorporates particle interaction through grazing collisions described by the corresponding Maxwell equations. However, the Vlasov equation contains very short time (plasma frequency $\omega_{pe}/2\pi \sim 10^{11}$ Hz) and spatial scales (Debye length $\lambda_D \sim 10^{-5}$ m) which must be seen in relation to the fusion device operation time scale ($\sim 1$ s) and the machine size ($\sim 1$ m). This shows that the Vlasov equation describes physical mechanisms disparate by several orders of magnitude. A model which is more focused on the relevant temporal and spatial scales is therefore necessary, especially when the dynamics is investigated using numerical methods. The complexity of the highly nonlinear (6+1) dimensional Vlasov equation is way beyond the capability of present day and near future computing power. These observations motivated the development of reduced dynamical models.

When the magnetic field is static and the no electric field is present, the trajectory of a charged particle is a helix centered around a magnetic field line (see Fig. 1.2). The particle motion consists of free streaming along magnetic field lines and a circular cyclotron motion in the plane perpendicular to the magnetic field. The magnetic dipole moment $\mu = m v^2 / (2B_0)$ associated with the area traced out by the charged particle in the perpendicular plane is invariant. From the Euler-Lagrange equation we make the key observation that if the Lagrangian does not contain the coordinate $q_i$, the generalized momentum

\[
p_i = \frac{\partial L}{\partial \dot{q}_i},
\]
conjugate to $q_i$, is a conserved quantity. Therefore, if the physical conditions in a plasma are such that the magnetic moment is approximately conserved, a coordinate transformation having $\mu$ and the conjugate coordinate as coordinates reduce the dimensionality of the problem. In 1940 Alfvén\cite{Alfvén1940} showed that $\mu$ is the adiabatic invariant associated with the fast cyclotron motion of charged particles around magnetic field lines, which is conjugate to the phase angle $\theta$ of the circular motion in the perpendicular plane. Due to the strong confining toroidal magnetic field in magnetic fusion devices, the angular frequency of the cyclotron motion is relatively high $\Omega = qB/m \sim 10^7 - 10^{11}$ rad/s, at least one order of magnitude larger than the characteristic frequency of the microturbulence associated with the observed anomalous transport.

In this thesis we are concerned with reduced dynamical models which utilize the intrinsic quasi-symmetry of the cyclotron motion to decouple the associated fast timescale. In the reduced dynamical models the dynamical evolution of the axis of the helical motion, the guiding-center, replace the detailed motion of the particle. That being said, the decoupling is carried out such that the essential physical finite Larmor radius (FLR) effects of the cyclotron motion is retained. The averaged electric field experienced by a particle during a Larmor orbit generally differs from the field at the center of gyration. FLR effects are therefore able to influence the transport properties in regions where the gradient lengthscale of macroscopic quantities is comparable to the (Larmor) radius of the circular motion in the perpendicular plane.
In fusion devices the adiabatic invariant $\mu$ is relatively robust. In general the quasi-symmetry persists when: (i) the gradient lengthscale of the low frequency electromagnetic field is long compared to the radius of the circular orbit or (ii) if the fluctuation amplitude is small in comparison with the background fields (not necessarily low frequency). A dynamical reduction based on the assumption of low frequency long gradient scalelength electromagnetic fields leads to so called *guiding-center* models. Models based on a low fluctuation amplitude ordering are denoted *gyrokinetic* models (e.g. Ref. [84, 40]). The development of the latter was motivated by the wish to study the low frequency microturbulence associated with the anomalous transport. The introduction of low frequency, low amplitude, short wavelength fluctuations destroys the guiding-center adiabatic invariant $\mu$. Historically, gyrokinetic models extended existing guiding center models constructing a new adiabatic invariant making up for this shortcoming of guiding-center theories.

Gyrokinetic models play a major role in analytical and numerical investigations of nonlinear low frequency microturbulence. Originally, they were developed to study the confinement region of fusion devices where fluctuation amplitudes are mild and the gradient length scales of macroscopic quantities are long compared to the turbulence length scale. In the original formulation the theory is not applicable to the edge and scrape off layer (SOL) regions of tokamak plasmas. In the edge region, just inside the last closed flux surface, steep pressure gradients are found. Furthermore, a major part of the particle and energy transport in the SOL region is carried by field aligned blob like filaments having high fluctuation amplitudes. Steep gradients and high fluctuation amplitudes violate the gyrokinetic ordering. Nonetheless, experimental measurements of the ratio of ion to electron temperature $\tau = T_i/T_e$ show that typically $\tau \sim 1 - 2$ in the edge and even higher in the SOL region due to rapid parallel losses of energetic electrons, showing the potential importance of FLR effects. Therefore, traditional edge/SOL simulations using Braginskii like fluid models are not strictly applicable.

Even more demanding is the modeling of improved confinement modes (H-mode). The H-mode transition is characterized by a steepening of the radial pressure gradient, a significant decrease of the fluctuation levels measured in the SOL region and the formation of transport barriers. Experimental studies have shown that the transition from L-mode (Low confinement) to H-mode (High confinement) operation is associated with the formation of a strong radial sheared electric field $E_{0r}$, which persists throughout the H-mode. Despite intensive theoretical and experimental research in the role played by $E_{0r}$, it is still unclear whether $E_{0r}$ is causing or is a consequence of the H-mode. Unfortunately, the H-mode is impeded by quasi-periodic bursts of particles and energy, named edge localized modes (ELM’s), deteriorating the plasma profile and are a potential
threat to the plasma facing components.

The high amplitude of $E_{0r}$ violates the gyrokinetic low fluctuation amplitude ordering. Therefore, gyrokinetic theory treat the strong electric field by splitting the total electric field into a strong long gradient lengthscale part and a short wavelength low amplitude part [46, 20, 78, 48]. The disadvantage of dividing the electric field into two parts is that a simultaneous self-consistent solution of both parts becomes doubtful with the gyrokinetic theory available. Strong flows play a central role in the L-H mode transition and the H-mode itself, and it is reasonable to believe that a self-consistent treatment is required in order to reproduce a nonlinear turbulent equilibrium in direct numerical simulations. These observations has motivated other approaches [68] in which only drift kinetic FLR effects are retained but where the strong electrical field can be self-consistently obtained from a Poisson equation which resembles the gyrokinetic counterpart. This resemblance to the traditional gyrokinetic Poisson equation comes at the price of complicating the Hamiltonian and the associated equations of motion.

1.0.1 Contributions

The contributions presented in this work falls into two categories: (i) extensions of existing reduced Vlasov-Maxwell equations and (ii) numerical simulations of the radial transport of isolated plasma filaments in the scrape off layer region of magnetically confined plasmas.

In this thesis Vlasov-Maxwell equations are derived in the guiding-center and the gyrokinetic ordering. The main goal was to extend existing non-relativistic theories such that they are applicable to edge turbulence. Figure 1.3 illustrates the regimes where the first order guiding-center and gyrokinetic (without background $E \times B$ -flows) theories are valid in comparison to the work presented in this thesis. The figure shows the normalized potential $e\Phi/T_i$ as a function of $\epsilon_\perp \sim \rho_i/L_\perp$ which measures the ratio of the ion gyroradius to the perpendicular gradient lengthscales of the electromagnetic fields.

A derivation of second order guiding-center coordinates using the phase-space Lie transform method with time dependent electromagnetic fields is presented. The obtained result is identical to earlier contributions [69] where a more algebraically involved method was applied. The second order perturbation analysis is relevant because the second order terms describe the lowest order finite Larmor radius corrections to the electromagnetic fields. Specifically we identify the Baños [7] term as being an FLR correction to the background magnetic field. The Vlasov-Maxwell equations expressed in second order guiding center coordinates are explicitly derived including a local energy theorem. Earlier works did either not keep the second order contributions [90], derived the equations in the drift kinetic ordering [77] or did not explicitly derive the Maxwell equations [13]. All terms in the Maxwell
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Figure 1.3: Regimes of validity of Vlasov-Maxwell equations expressed in first and second order guiding-center (gc) and in gyrokinetic (gk) coordinates with (this thesis) and without strong $E \times B$-flows. The plot shows the normalized electric potential $\frac{e\Phi}{T_i}$ as a function of $\epsilon_\perp \sim \rho_i/L_\perp$, where $L_\perp$ denotes the characteristic fluctuation lengthscale. $\epsilon_B \sim \rho_i/R$, where $R$ lengthscale of the toroidal magnetic field.

Equations are expressed in terms of “free” guiding-center charge, polarization charge and magnetization current, and new terms that arise from the second order analysis are discussed. This work on the guiding-center theory was published in Physics of Plasmas [65].

Another contribution described in this thesis is an extension of existing gyrokinetic theories with strong flows. Existing theories do only describe a stationary background electric field. In this work we include a time varying background electric field into the gyrokinetic theory. Fully electromagnetic perturbations are included in this work as it is believed that magnetic perturbations play a central role in the turbulent radial transport in the edge region [85, 87]. Second order gyrokinetic coordinates are derived in the Hamiltonian and symplectic formulations of gyrokinetics using the elegant phasespace Lie transform method [61]. This is to the knowledge of the author the first derivation of gyrokinetic coordinates with strong flows in the symplectic formulation. Energy conserving Vlasov-Maxwell equations, including a second Poisson equation associated with the background electric field, are derived using a variational principle which also provides the local energy flux density. By taking the polarization and magnetization densities in the long wave length (drift kinetic) limit we obtain Vlasov-Maxwell equations which are numerically tractable. In comparison with earlier con-
tributions several new terms are identified in the Maxwell equations, for example the diamagnetic plasma response to the perturbed magnetic field in the parallel Ampere equation and the polarization current which ensures polarization charge conservation. An article describing some of these results on the gyrokinetic theory is being prepared.

Finally, we present numerical simulations of the radial transport of isolated plasma filaments in the scrape-off layer region of fusion plasmas. Using a simple isothermal gyrofluid model, a parametric study has been performed investigating the influence of finite Larmor radius effects on the blob transport. The numerical simulations show that to lowest order the blob center of mass velocity scales as the acoustic speed times the square root of the ratio of the structure size to the gradient lengthscale of the magnetic field. However, when the ratio of the thermal ion gyroradius to the structure size exceeds $10 - 20\%$ the transport is dramatically enhanced. Having traveled its own initial size 15 times, blobs carry $\sim 80\%$ of their initial density above this threshold but only $\sim 20\%$ below. An article reporting on these findings is in preparation.

1.0.2 Outline

The rest of the thesis is organized as follows. In Chap. 2 the second order guiding-center coordinates are derived using a phasespace Lie transform method. From a variational principle the corresponding Vlasov-Maxwell equations expressed in guiding-center coordinates are derived. Second order fully electromagnetic gyrokinetic coordinates with strong time varying background $E \times B$-flows are presented in Chap. 3. The corresponding Vlasov-Maxwell equations are derived in general terms and in a limiting long wavelength form tractable for numerical simulations. Numerical simulations of the radial transport of isolated plasma filaments in the scrape-off region of magnetically confined fusion plasmas are presented in Chap. 4. Conclusions are given in Chap. 5. A review of modern methods of classical mechanics, variational calculus and the Lie transform method is given in App. A. The chapters are self-contained and can in general be read independently.
CHAPTER 1. INTRODUCTION
Chapter 2

Guiding-Center
Vlasov-Maxwell Equations

The work in this chapter was published in Physics of Plasmas, issue 17, p. 82107 (2010). I was the sole author of the manuscript. The work is a “by-product” of the effort of including strong dynamical electromagnetic fields into the gyrokinetic formalism. During the work with the gyrokinetic formalism, which is a perturbation of the guiding-center theory, I studied the guiding-center theory and concluded that no previous publication has shown a derivation of the second order guiding center coordinates using the modern phase space Lie transform method. Furthermore, the corresponding Vlasov-Maxwell equations including a local energy theorem was never published including second order terms, which include the lowest order finite Larmor radius corrections to the electromagnetic fields.

Incorporating a strong $E \times B$-flow in the gyrokinetic formalism has some serious disadvantages. The underlying quasi-symmetry of the Larmor orbit cannot exist in the presence of a short wavelength, strong electric field. Therefore, the electrical field is split into a strong long wavelength part and a short wavelength perturbation. Until now no self-consistent solution to the total electric field has been reported and it is questionable whether both parts of the electric field can be determined simultaneously within the present day gyrokinetic theory. Therefore, the guiding center Vlasov-Maxwell equations presented in this chapter could provide an alternative to the gyrokinetic formalism in situations where strong flows are important and the lowest order FLR corrections are sufficient. However, in comparison to the gyrokinetic formalism the resulting Maxwell equations are more complex and are not readily solvable by standard numerical methods.
2.1 Introduction

The motion of a charged particle in an electromagnetic field is in general extremely complex. The equations of motion are nonlinear and are in general not integrable. However, when the electromagnetic fields are “strong” and are changing slowly in space and time compared with the thermal gyroradius $\rho_0$ and the gyrofrequency $\Omega_0$ respectively, the problem can be substantially simplified. Under such conditions the particle executes a rapid spiraling motion around its “guiding-center” on a time scale which is well separated from the slower time scales of the electromagnetic fields. This “gyromotion” is quasi-periodic and provides an adiabatic invariant $\mu_0 = \frac{mv^2}{2B^2}$. Therefore, a perturbative guiding-center coordinate transformation can be obtained which decouples the fast gyromotion and provides a dynamical invariant $\mu = \mu_0 + \cdots$.

Historically, guiding-center coordinates have been derived using different methods: a standard averaging approach, e.g., [73, 69], a “pseudo-canonical” form invariant Hamilton method, e.g., [99], a Darboux/Lie transform method [59] and a Lie transform method, e.g., [13, 20]. Previous results are not all identical. The discrepancies are caused by inherent degrees of freedom in the guiding-center transformation and different orderings of the electrical field $E$. The drift ordering assumes $E/(v_{th}B) \sim \epsilon \ll 1$, where $v_{th}$ denotes thermal velocity, $B$ denotes the magnetic field and $\epsilon \sim \rho_0 k_\perp \sim \omega/\Omega$ is the perturbation parameter where $k_\perp$ and $\omega$ are the characteristic inverse perpendicular scale length and frequency, respectively. With this ordering the $E \times B$-drift appears at the same order as the magnetic drifts [61]. The polarization drift does not enter the guiding-center equation of motion and no finite-Larmor-radius (FLR) effects are retained at the order to which the perturbative analysis is carried out. When the guiding-center ordering $E/(v_{th}B) \sim 1$ is applied [59] the polarization drift and the lowest order (FLR) corrections to the electromagnetic potentials appear at second order in the perturbation analysis. The gyrokinetic ordering [19] describes fluctuating electromagnetic fields assuming $k_\perp p_i \sim 1$ and $E/(v_{th}B) \sim \epsilon$ and is therefore not able to describe situations where strong flows are important, which is typically the case in the edge region of tokamak plasmas, e.g., [23, 48]. To circumvent this problem the electromagnetic fields are split into equilibrium and perturbative parts [46, 78]. This splitting results in very complex equations making self-consistent calculations of the total fields complicated. The present work is motivated by the capability of the guiding-center ordering to treat strong flows and the lowest order FLR effects simultaneously without splitting the electromagnetic fields.

Self-consistent action principles for the Vlasov-Maxwell system were introduced by Low [64]. Expressed in first order guiding-center coordinates the self-consistent Vlasov-Maxwell system was first described by Pfirsch [76] in the drift ordering using the Hamilton-Jacobi equations. Similon [90] used a
mixed Lagrangian Eulerian variational principle to derive covariant Vlasov-Maxwell equations in the guiding-center ordering but only to first order. Boghosian\cite{13} presented a covariant formulation of the Vlasov-Maxwell system in the guiding-center ordering to second order but did not derive explicit Maxwell equations, and treated the second order Baños term\cite{7} different from the result presented here. To the knowledge of the author a self-consistent explicit Vlasov-Maxwell system has not been derived including second order terms in the guiding-center ordering. Earlier results are either derived in the drift ordering, e.g.,\cite{77,105,76,61} or are only taken to first order, e.g.,\cite{100,90}.

In this paper we calculate guiding-center coordinates in the guiding-center ordering using the Lie transform method to second order in the perturbation analysis. The result agrees with Littlejohn\cite{59} where the Darboux/Lie method was used. The derivation of second order guiding center coordinates using the Lie transformation method has not been presented before. We find that the Lie transformation method is the simplest method available. Another advantageous feature of the Lie transform method is that the generating vector fields of the transformation, used in pullback and push-forward representations of fluid moments, are readily available. Also, an explicitly ordered Poisson bracket and the corresponding equations of motion are presented. We discuss the FLR corrections to the electromagnetic fields arising from the second order analysis. We derive self-consistent Vlasov-Maxwell equations explicitly expressed in guiding-center coordinates. All terms arising from the second order perturbation analysis are retained. This extension of the guiding-center Vlasov-Maxwell equations is the principal result of this paper. It is of importance because it provides a set of equations capable of treating strong flows and lowest order FLR corrections to the electromagnetic fields without splitting the fields into equilibrium and perturbative parts. Also, we identify the polarization density and the magnetization and polarization current densities in the Maxwell equations. The system is derived from an action principle which by the Noether method provides us with an energy conservation law. Finally, we propose an ordering which makes the model applicable to the study of the edge regions of tokamak plasmas.

### 2.2 Single particle guiding-center dynamics

In this section we derive guiding-center coordinates for a single charged particle in an electromagnetic field. The problem is formulated in the Lagrangian phase space formalism introduced in Sec.2.2.1 where preliminary coordinate transformations are carried out and the subject of gyrogaug e invariance is reviewed. In Sec.2.2.2 the guiding-center oneform is derived using the Lie transformation method. In Sec.2.2.3 the Poisson bracket structure and the
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equations of motion are obtained from the guiding-center oneform.

2.2.1 Preliminary transformations

The starting point of the derivation is the fundamental phase space Poincaré one-form [39] of a non-relativistic charged particle in an electromagnetic field expressed in canonical coordinates \((x, p, t)\)

\[
\gamma = p \cdot dx - \left[ \frac{1}{2m}(p - qA(x, t))^2 + q\phi(x, t) \right] dt,
\]

(2.1)

where \(m\) and \(q\) denote the particle mass and charge, respectively; \(\phi\) is the electric potential and \(A\) denotes the magnetic vector potential. Throughout the paper the \(t\)-component of \(\gamma\) denotes the Hamiltonian: \(-\gamma_t = H\).

Next, a coordinate transformation to the noncanonical particle coordinates \((x, v, t)\) is carried out, where \(m v = p - qA\). \((x, v)\) denote the particle position and velocity respectively. Expressed in the particle coordinates the Poincaré one-form reads

\[
\gamma = (qA + mv) \cdot dx - \frac{1}{2}mv^2 + q\phi dt.
\]

(2.2)

A coordinate transformation to preliminary coordinates \((x, v, t) \rightarrow (x, u_0, \mu_0, \theta_0, t)\) is performed in order to define the gyrophase \(\theta_0\) and introduce the adiabatic invariant, the magnetic dipole moment \(\mu_0\). The particle velocity

\[
v = D(x, t) + \hat{b}(x, t)u_0 + c_\perp(x, \mu_0, \theta_0, t)
\]

(2.3)

is measured in a non-inertial frame moving with: \(W = D + \hat{b}u_0\). \(D = \frac{E \times \hat{b}}{B}\) denotes the \(E \times B\)-velocity, where \(E = -\nabla \phi - \frac{\partial}{\partial t} A\) and \(B = \nabla \times A\) are the electric and magnetic fields, respectively. \(\hat{b} = B/B\) is the unit vector following the magnetic field lines; \(c_\perp = \sqrt{\frac{2qB}{m} \hat{\Omega}} = \Omega_0 \rho_0 \times \hat{b}\) denotes the co-moving perpendicular velocity; \(\Omega_0 = qB/m\) is the cyclotron frequency, and \(\rho_0\) denotes the gyroradius vector. The unit vectors \((\hat{\theta}, \hat{b}, \hat{\perp})\) form an orthonormal basis; \(\hat{\theta} \times \hat{b} = \hat{\perp} = \frac{\partial}{\partial \Omega}\), following the particle trajectory. The gyroangle is defined as

\[
\theta_0 = \arctan \left( \frac{\hat{e}_1 \cdot c_\perp}{\hat{e}_2 \cdot c_\perp} \right),
\]

(2.4)

where \(\hat{e}_1\) and \(\hat{e}_2\) are local fixed orthonormal basis vectors which together with \(\hat{b}\) form a local orthonormal triad. The one-form (2.2) expressed in the preliminary coordinates reads

\[
\gamma = \left[ qA + mW + mc_\perp \right] \cdot dx - \left[ \frac{1}{2}mW^2 + \frac{1}{2}mc_\perp^2 + mW \cdot c_\perp + q\phi \right] dt,
\]

(2.5)
where \( W = u_0 \hat{b} + D \) is the zeroth order velocity.

The two sets of basis vectors are related as
\[
\hat{\perp}(x, \theta_0, t) = -\hat{e}_1(x, t) \sin \theta_0 - \hat{e}_2(x, t) \cos \theta_0, \quad (2.6)
\]
\[
\hat{\theta}(x, \theta_0, t) = \hat{e}_1(x, t) \cos \theta_0 - \hat{e}_2(x, t) \sin \theta_0. \quad (2.7)
\]

Besides the requirements that \( \hat{e}_1 \) and \( \hat{e}_2 \) are perpendicular to \( \hat{b} \), form an orthonormal basis together with \( \hat{b} \) and are defined such that \( \theta \) is smooth, \( \hat{e}_1 \) and \( \hat{e}_2 \) are arbitrary. No physical quantities should depend on the choice of \( \hat{e}_1 \) and \( \hat{e}_2 \). To be more specific a rotation of the \( (\hat{e}_1, \hat{e}_2, \hat{b}) \) frame (a gyrogaugе transformation)
\[
\hat{e}_1' = \hat{e}_1 \cos \alpha + \hat{e}_2 \sin \alpha, \quad (2.8)
\]
\[
\hat{e}_2' = -\hat{e}_1 \sin \alpha + \hat{e}_2 \cos \alpha, \quad (2.9)
\]

should not change physical quantities. \( \alpha \) denotes a phaseshift of the gyroangle
\[
\theta' = \theta + \alpha(x, t). \quad (2.10)
\]

No specific choice of \( \hat{e}_1 \) and \( \hat{e}_2 \) will be made here, but we require that all physical quantities are gyrogaugе invariant.

A phase space vectorfield \( G \) is gyrogaugе invariant when: \( G(f) = G'(f') \), where primed quantities are gyrogaugе transformed and \( f \) denotes an arbitrary phase space function. Under a gyrogaugе transformation only the \( \theta_0 \) component of \( G \) is changed
\[
G_{\theta_0}' = G_{\theta_0} + G_1 \cdot \nabla \alpha + G_t \frac{\partial \alpha}{\partial t}. \quad (2.11)
\]

A short calculation shows
\[
\nabla \alpha = R' - R, \quad (2.12)
\]
\[
\frac{\partial \alpha}{\partial t} = S' - S, \quad (2.13)
\]

where we have introduced the gyrogaugе fields
\[
R = \nabla \hat{\perp} \cdot \hat{\theta} = \nabla \hat{e}_1 \cdot \hat{e}_2, \quad (2.14)
\]
\[
S = \hat{\theta} \cdot \frac{\partial \hat{\perp}}{\partial t} = \hat{e}_2 \cdot \frac{\partial \hat{e}_1}{\partial t}, \quad (2.15)
\]

measuring the change of triad \( (\hat{e}_1, \hat{e}_2, \hat{b}) \) in space and time. \( R \) and \( S \) are \( \theta_0 \)-independent but depend on gyrogaugе whereas , e.g., \( \nabla \times R \) is gyrogaugе invariant.
Combining (2.11)-(2.13) it follows that $G_{\theta_0}$ must be of the form

$$G_{\theta_0} = g_{\theta_0} + G_x \cdot R + G_t S,$$

(2.16)

in order to ensure gyrogauge invariance of $G$. Here, $g_{\theta}$ denotes the gyrogauge invariant part of $G_{\theta_0}$.

Similarly, the coordinate functions of the $x$ and $t$ components of a one-form $\gamma$ on phase space transforms according to

$$\gamma'_x = \gamma_x - \gamma_{\theta_0} \nabla \alpha,$$

(2.17)

$$\gamma'_t = \gamma_t - \gamma_{\theta_0} \frac{\partial \alpha}{\partial t}.$$

(2.18)

Therefore the coordinate functions are required to be of the form

$$\gamma_x = \bar{\gamma}_x - \gamma_{\theta_0} R,$$

(2.19)

$$\gamma_t = \bar{\gamma}_t - \gamma_{\theta_0} S,$$

(2.20)

to ensure gyrogauge invariance. $\bar{\gamma}_x$ and $\bar{\gamma}_t$ denote the gyrogauge independent parts.

### 2.2.2 Guiding-center transformation

The main aim of the guiding-center transformation is to find coordinates for which the equations of motion are independent of the gyroangle $\theta$. This is achieved by performing a perturbative coordinate transformation in a small perturbation parameter $\epsilon \ll 1$, from the preliminary coordinates $(x, u_0, \theta_0, \mu_0, t)$ to the guiding-center coordinates $(X, u, \theta, \mu, t)$. The coordinate transformation removes the $\theta$-dependence from the Poincaré one-form, which implies that all derived objects (Poisson bracket, volume element etc.) are also $\theta$-independent. The effective dimensionality of the problem is therefore reduced by one. By removing the gyroangle dependency from the equations of motion the fast time scale associated with the rapid cyclotron motion is decoupled and does not directly enter the problem. Besides removing the gyroangle dependency, the coordinate transformation is constructed such that the conjugated coordinate $\mu = \mu_0 + \cdots$, to $\theta$, is a dynamical invariant: $\dot{\mu} = 0$.

The decoupling relies on an approximate symmetry in the system namely the gyroorbit itself. This “gyrosymmetry” only exists if the projection of the gyroorbit onto the perpendicular plane is nearly periodic over a timeperiod $\Omega_0^{-1}$. Thus, the symmetry only persists when the ratio of the characteristic ion gyroradius $\rho_i$ to the characteristic length scale $L$ of the system is small: $\rho_i / L \sim \epsilon \ll 1$, and only when fluctuations have a low frequency: $\omega / \Omega_0 \sim \epsilon$, where $\omega$ is the characteristic fluctuation frequency. The amplitude of the parallel component of the electric field is restricted in order not to destroy the symmetry: $E_\parallel / (v_{th} B) \sim \epsilon$. 
Only when the particle is sufficiently strongly tied to the electromagnetic fields the symmetry persists. Specifically the free motion of the particle is considered a perturbation to the coupling of the particle and the electromagnetic potentials

\[ \gamma = (qA + \epsilon mv) \cdot dx - (\epsilon \frac{1}{2} mv^2 + q\phi) dt, \]  
(2.21)

or written in the preliminary coordinates:

\[ \gamma = \gamma_0 + \epsilon \gamma_1, \]  
(2.22)

where

\[ \gamma_0 = qA \cdot dx - q\phi dt, \]  
(2.23)

\[ \gamma_1 = (mW + mc_\perp) \cdot dx - (\frac{1}{2} mW^2 + \frac{1}{2} mc^2_\perp + mW \cdot c_\perp) dt. \]  
(2.24)

The ordered one-form (2.22) is the starting point of the perturbation analysis in the next section.

The perturbation analysis is only meaningful when the asymptotic expansion converges, i.e., when \( \epsilon \) is sufficiently small. In section 2.4 we elaborate on the physical significance of \( \epsilon \) but at this stage the smallness parameter is simply a mathematical placeholder in the perturbation analysis.

Now we discuss the conditions governing the guiding-center transformation. The equations of motion \( [19] \) can be written as

\[ \frac{dz_j}{dt} \left( \frac{\partial \gamma_j}{\partial z_i} - \frac{\partial \gamma_i}{\partial z_j} \right) = \frac{\partial \gamma_i}{\partial t} + \frac{\partial H}{\partial z_i}, \]  
(2.25)

where \( z_j \) denotes the six (non-canonical) phase space coordinates and \( \gamma_j \) the corresponding symplectic components of the Poincaré one-form (not the j'th order one-form). Repeated indices imply summation throughout the paper. A sufficient condition for gyroangle independent equations of motion is

\[ \frac{\partial H}{\partial \theta} = \frac{\partial \gamma_{l\theta}}{\partial \theta} = 0. \]  
(2.26)

To obtain a sufficient condition for \( \dot{\mu} = 0 \), consider \( [20] \) for \( z_i = \theta \)

\[ \dot{\mu} \frac{\partial \gamma_{l\theta}}{\partial \mu} + \dot{y_i} \frac{\partial \gamma_{l\theta}}{\partial y_i} = \frac{\partial \gamma_{l\theta}}{\partial t}, \]  
(2.27)

where \( y = (X, u) \) denotes the remaining coordinates. A sufficient condition for \( \dot{\mu} = 0 \) \( [15] \) is therefore \( [20] \) combined with the following conditions

\[ \frac{\partial \gamma_{l\theta}}{\partial y_i} = \frac{\partial \gamma_{l\theta}}{\partial t} = 0 \text{ and } \frac{\partial \gamma_{l\theta}}{\partial \mu} \neq 0. \]  
(2.28)
To summarize, the guiding-center transformation is governed by (2.26), (2.28), gyrogauge invariance and the goal of obtaining equations of motion that are as simple as possible.

We use the Lie transform method [24, 35] to decouple the fast time scale gyromotion from the slower time scale of the electromagnetic fields. The Lie transform method requires less algebra than other existing methods, it has a clear identification of the governing conditions of the transformation and it can systematically be taken to arbitrary order. More important the pivotal point of the Lie transform method is the Poincaré one-form which is the most fundamental object in the modern formulation of classical mechanics. From the Poincaré one-form, the Poisson bracket, Lagrange bracket, and the volume element are derived[39]. Furthermore, the Lie transform method provides the generating Lie transformation vector fields which are used in pullback and push-forward representations of fluid moments[19].

The Lie transformation method yields an asymptotic expansion in the small parameter $\epsilon$ of the functional form of the coordinate functions of differential k-forms and tensor fields expressed in the new coordinates in terms of the coordinate functions expressed in the original coordinates. Here, the relation between the Poincare oneform coordinate function expressed in new $\Gamma$ and original $\gamma$ coordinates, respectively, is given to third order:

$$\Gamma_0 = \gamma_0 + dS_0,$$
$$\Gamma_1 = \gamma_1 - \mathcal{L}_{G_1}\gamma_0 + dS_1,$$
$$\Gamma_2 = \gamma_2 - \mathcal{L}_{G_2}\gamma_0 - \frac{1}{2}\mathcal{L}_{G_1}(\gamma_1 + \Gamma_1) + dS_2,$$
$$\Gamma_3 = \gamma_3 - \mathcal{L}_{G_3}\gamma_0 - \mathcal{L}_{G_2}\gamma_0 - \mathcal{L}_{G_2}\Gamma_1 + \frac{1}{3}\mathcal{L}_{G_1}(\gamma_1 + \frac{1}{2}\Gamma_1) + dS_3,$$

where $G_i$ denotes the i’th order generating vector field and $S_n$ is the n’th order phase space gauge function. $\mathcal{L}_{G}$ denotes the Lie derivative along $G$.

When operating on an arbitrary differential form, $\alpha$, the Lie derivative along $G$ reads [39]: $\mathcal{L}_{G}\alpha = i_G \circ d\alpha + d \circ i_G \alpha$, where $i_G$ denotes interior multiplication (contraction) with $G$ and $\circ$ denotes composition. The equations of motion do not change when adding exact differentials to the one-form[39] so we take: $\mathcal{L}_{G} \alpha = i_G \circ d\alpha$. At all orders we choose not to transform time. Therefore the time components of the Lie transform generating vector fields are set to zero, $G_i^t = 0$.

We outline the Lie transform procedure as follows. Start the derivation at zeroth order. Identify the gyroangle dependent terms. Remove the gyroangle dependent terms by choosing $S_n$ and $G_n$ according to the governing conditions and such that the solutions of the equations of motion are not badly behaved[24]. Repeat the procedure at the next order etc.

The detailed calculations can be found in appendix 2.A. Methodology and notation resemble Brizard[20] which eases verification and comparison.
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of the rather lengthy expressions. The calculations are algebraically involved because a self-consistent determination of the first and second order generating vector fields requires that the perturbation analysis is taken to third order. However, compared with earlier derivations, e.g., Ref. [99, 59], where the analysis is carried out on the Poisson bracket two tensor, the Lie transformation method requires substantially less algebra.

The resulting second order correct gyroguide invariant guiding-center one-form reads

$$\Gamma = qA^* \cdot dX + \epsilon^2 \frac{m}{q} \mu d\theta - H dt,$$

(2.33)

where

$$A^* = A + \epsilon \frac{m}{q} W - \epsilon^2 \frac{m}{q^2} \mu \bar{R},$$

(2.34)

$$H = q\phi + \epsilon \frac{1}{2} m W^2 + \epsilon \mu B + \epsilon^2 \frac{m \mu}{2q} \hat{b} \cdot \nabla \times D + \epsilon^2 \frac{m \mu}{q} S$$

(2.35)

and

$$\bar{R} = R + \frac{1}{2} \hat{b} (\hat{b} \cdot \nabla \times \hat{b}), \quad R = (\nabla \hat{\perp}) \cdot \hat{\theta}, \quad S = \hat{\theta} \cdot \frac{\partial \hat{\perp}}{\partial t} = \hat{e}_2 \cdot \frac{\partial \hat{\theta}}{\partial t}.\quad (2.36)$$

This result is identical to that of Littlejohn [59, Eq.95] who derived the result using a different method namely the Darboux/Lie method. \(\Gamma\) and the generating vector fields \(G_i\) given in the appendix also agree with Brizard [20] in the limit: \(\partial_t \phi = \partial_t A = 0\). An alternative approach can be found in Ref. [68] where \(mD \cdot dX\) is transferred to the Hamiltonian. This implies a very complex Hamiltonian but is motivated by having a linear lowest order polarization density in the Poisson equation which resembles the gyrokinetic counterparts.

The zeroth order terms in \(\Gamma\) describe the electromagnetic potentials at the guiding-center position. The first order term \(\frac{m}{q} W\) in the symplectic part of \(\Gamma\) describes the fact that the velocity is measured in a frame moving with velocity \(W\). In the Hamiltonian, the first order terms describe the kinetic energy. The decoupled fast time scale term: \(m/q \mu d\theta\) enter at second order. Therefore the gyroguide terms, which guarantee gyroguide invariance of \(\Gamma\), naturally enter at second order according to (2.19)-(2.20).

The remaining second order terms are closely connected to the lowest order FLR corrections to the electromagnetic potentials \((\phi, A)\). The fields at the guiding-center reflect the average fields along the oscillatory gyroorbit in the plane perpendicular to the magnetic field. To lowest order the gyroorbit is circular but the integration path \(C\) given by \(x(t) : [0, \Omega^{-1}] \rightarrow \mathbb{R}^3\), is perturbed due to variations in magnetic field amplitude and direction. This
implies that the lowest order FLR corrections (see App. A.3) to the averaged electric potential
\[ \langle \phi(x) \rangle = \frac{1}{L} \int_C ds \phi = \phi(X) + \frac{m\mu}{2q^2} \hat{b} \cdot \nabla \times D + O(\epsilon^3) \]  
(2.37)
reflect variations of \( \phi \) along a circular orbit with radius: \( \rho_0 = \Omega_0^{-1} \hat{b} \times \mathbf{c}_\perp \),
but also variations of the amplitude and direction of the magnetic field:
\[ \hat{b} \cdot \nabla \times D = \frac{1}{B} \nabla_\perp^2 \phi + \nabla_\perp \phi \cdot \nabla B^{-1} + \frac{1}{B} \hat{b} \cdot \nabla \hat{b} \cdot \nabla_\perp \phi \]  
(2.38)
Therefore a “gyroaveraged” electric potential is defined
\[ \psi = \phi + \frac{m\mu}{2q^2} \hat{b} \cdot \nabla \times D. \]  
(2.39)
The Baños term \[ \frac{m\mu}{2q^2} \hat{b} \cdot \nabla \hat{b} = \rho_0 \hat{b} \cdot \left[ \nabla (\nabla \cdot A) - \nabla^2 A \right], \]  
(2.40)
contains the lowest order parallel component of the gyroangle average of the magnetic potential (terms arising from \( G_2^X \)) do not contribute because the perpendicular part \( G_2^X \perp \) [see Eq.(2.98)] is purely oscillatory)
\[ \hat{b} \cdot \oint \frac{d\theta}{2\pi} A(x) = A_\parallel(X) + \frac{\rho_0^2}{4B} \hat{b} \cdot \nabla_\perp^2 A + O(\epsilon^3), \]  
(2.41)
but is also related to FLR corrections to the parallel velocity.

2.2.3 Equations of motion
In this section the equations of motion are derived using the extended phase space formalism [19]. Formally the phase space is extended with an energy coordinate \( h \), and the time coordinate \( t \) is treated on equal footing with the remaining coordinates. Phase space trajectories are now parametrized by an unphysical curve parameter \( \tau \) and the extended phase space one-form reads
\[ \Gamma_E = \Gamma - (h + \epsilon^2 \frac{m\mu}{q} S) dt - (H - h - \epsilon^2 \frac{m\mu}{q} S) d\tau = \tilde{\Gamma}_E - \mathcal{H} d\tau, \]  
(2.42)
where \( \mathcal{H} = H - h - \frac{m\mu}{q} S \), denotes the gyrogauge invariant Hamiltonian in extended phase space and \( \tilde{\Gamma}_E \) is the symplectic part of \( \Gamma_E \). The gyrogauge term \( \frac{m\mu}{q} S \) has been moved to the symplectic part of \( \Gamma_E \) in order to ensure gyrogauge invariance. It should be noted that common practice is to extend the phase space already when expressed in local canonical coordinates \( (q,p) \) and carry the unphysical coordinate \( h \) through the subsequent coordinate
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transformations. In our opinion extending the phase space after the Lie transform has been carried out simplifies the calculation of the Lie transform.

We define the action:

$$S_p = \int \Gamma_E.$$  (2.43)

A variation of $S_p$ with respect to the particle trajectories $Z(t) = (X, u, \mu, \theta, t, h)(t)$ yields the equations of motion

$$\dot{Z}_a = \{Z_a, \mathcal{H}\}.$$  (2.44)

where $\{\cdot, \cdot\}$ denotes the Poisson bracket in extended phase space. In local coordinates the Poisson bracket equals the inverse coordinate function matrix:

$$\omega_{ab} = \frac{\partial \hat{\Gamma}_E}{\partial Z_a} - \frac{\partial \hat{\Gamma}_E}{\partial Z_b},$$

of the symplectic two-form $\omega = d\hat{\Gamma}_E$. The Poisson bracket is therefore simply obtained by calculating and inverting $\omega_{ab}$ using the block matrix method for anti-symmetric matrices or by using symbolic matrix inversion. Using either method we obtain the extended guiding-center gyrogaugse invariant Poisson bracket operating on arbitrary extended phase space functions $f$ and $g$:

$$\{f, g\} = \epsilon^{-2} \frac{q}{m} \left( \frac{\partial f}{\partial \theta} \frac{\partial g}{\partial \mu} - \frac{\partial f}{\partial \mu} \frac{\partial g}{\partial \theta} \right) + \epsilon^{-1} \frac{B^*}{mB^*_||} \cdot \left( \nabla^* f \frac{\partial g}{\partial u} - \nabla^* g \frac{\partial f}{\partial u} \right)$$

$$- \frac{1}{qB^*_||} \hat{b} \cdot \nabla^* f \times \nabla^* g + \epsilon^{-1} \frac{q}{mB^*_||} B^* \cdot \frac{\partial \bar{A}^*}{\partial t} \left( \frac{\partial f}{\partial u} \frac{\partial g}{\partial h} - \frac{\partial f}{\partial h} \frac{\partial g}{\partial u} \right)$$

$$+ \epsilon^0 \frac{1}{B^*_||} \hat{b} \times \frac{\partial \bar{A}^*}{\partial t} \cdot \left( \nabla^* g \frac{\partial f}{\partial h} - \nabla^* f \frac{\partial g}{\partial h} \right) + \left( \frac{\partial f}{\partial h} \frac{\partial g}{\partial t^*} - \frac{\partial f}{\partial t^*} \frac{\partial g}{\partial h} \right),$$  (2.45)

where $\nabla^* = \nabla + B^*_|| \frac{\partial}{\partial \mu}$ and $\frac{\partial}{\partial t^*} = \frac{\partial}{\partial t} + S \frac{\partial}{\partial \mu}$. The gyrogaugse invariant generalized potential is defined as

$$\bar{A}^* = A + \epsilon \frac{m}{q} W - \epsilon^2 \frac{m}{q^2} \mu \left[ \frac{1}{2} \hat{b} \cdot \nabla \times \hat{b} \right] - \nabla \hat{b} \cdot \hat{b} \times \frac{\partial \hat{b}}{\partial t},$$  (2.46)

where the identity

$$- \frac{\partial R}{\partial t} + \nabla S = \nabla \hat{b} \cdot \hat{b} \times \frac{\partial \hat{b}}{\partial t}$$  (2.47)

was used to cancel the gyrogaugse dependent terms. The volume element is given by: $\mathcal{V} = \sqrt{\text{Det}(\omega_{ab})} = \hat{b} \cdot \nabla \times \bar{A}^* = m^2 B^*_||$.

Here we present the $O(\epsilon^2)$ correct equations of motion. The equations of motion are gyrogaugse invariant due to the gyrogaugse invariance of the Poisson bracket and the Hamiltonian $\mathcal{H}$. Because the time coordinate $t$ has
not been transformed we trivially get $\dot{t} = 1$, allowing us to replace the orbit parameter $\tau$. The time evolution of the guiding-center $X$ is
\[
B^* \dot{X} = u B^* + \hat{b} \times \nabla \psi + \frac{\mu}{q} \hat{b} \times \nabla B + \frac{m}{2q} \hat{b} \times \nabla D^2 + \hat{b} \times \frac{\partial \hat{A}^*}{\partial t}. \tag{2.48}
\]
Expanding $B^*$ and $B^* \parallel$ in powers of $\epsilon$ yields
\[
B^* \parallel = \hat{b} + \epsilon \Omega^{-1}(\nabla \times W) \perp + \mathcal{O}(\epsilon^2),
\]
which allows us to write the equations of motion in a more familiar form
\[
\dot{X} = W + \epsilon \left[ \frac{\mu}{qB} \hat{b} \times \nabla B + \frac{1}{\Omega} \hat{b} \times (W \cdot \nabla + \frac{\partial}{\partial t} W) \right] + \mathcal{O}(\epsilon^2), \tag{2.49}
\]
The second term is the $\nabla B$-drift and the last term represent the polarization and the curvature drifts ($\hat{b} \cdot \nabla \hat{b} = -\hat{b} \times \nabla \times \hat{b}$). Written in this form we see that the polarization and the curvature drifts arise due to the fact that the gyroangle $\theta$ is measured in a non-inertial reference frame moving with $W$ [57, 20]. Also, note that the Baños term does not result in a correction to the parallel velocity. This is a consequence of keeping the Baños term in the symplectic part of $\Gamma$ which implies that the effective magnetic field $B^*$ contains the lowest order FLR correction to $A$.

The parallel acceleration is
\[
B^* \ddot{u} = -\frac{qB^*}{m} \cdot \nabla \psi - \frac{\mu B^*}{m} \cdot \nabla B - \frac{B^*}{2} \cdot \nabla D^2 - \frac{q}{m} B^* \cdot \frac{\partial \hat{A}^*}{\partial t}. \tag{2.50}
\]
which expanded in powers of $\epsilon$ reads
\[
\ddot{u} = \epsilon E^\parallel - \frac{\hat{b}}{m} \cdot (\mu \nabla B + m(W \cdot \nabla)W) + \mathcal{O}(\epsilon^2), \tag{2.51}
\]
where we recognize the leading order contributions as the acceleration due to a parallel electrical field, the mirror force, and non-inertial forces.

The time evolution of $\theta$
\[
\dot{\theta} = \frac{q}{m \partial \mu} + \frac{B^*}{m B^\parallel} \cdot \hat{R} \frac{\partial \mathcal{H}}{\partial \mu} + \frac{R}{B^\parallel} \cdot \hat{b} \times \nabla \mathcal{H} + \frac{R}{B^\parallel} \cdot \hat{b} \times \frac{\partial \hat{A}^*}{\partial t} - S \frac{\partial \mathcal{H}}{\partial h}
= \epsilon^{-1} \Omega_0 + \epsilon^0 \left[ \hat{R} \cdot W + S + \frac{1}{2} \hat{b} \cdot \nabla \times W \right] + \mathcal{O}(\epsilon). \tag{2.52}
\]
It is striking (but not surprising) that $\dot{\theta}$ is gyroangle independent and gyro-gauge invariant. The gyrogauge invariance is ensured by the $\hat{R} \cdot W + S$ term. The plane spanned by $(\hat{e}_1, \hat{e}_2)$ is at all times perpendicular to $\hat{b}$. During a gyro orbit the orientation of the perpendicular plane changes if $\nabla \times W \neq 0$. Corrections to the gyrofrequency due to this “wiggling“ is described by the $\frac{1}{2} \hat{b} \cdot \nabla \times W$ term. $\mu$ is indeed a constant of motion
\[
\dot{\mu} = \{\mu, \mathcal{H}\} = \mathcal{O}(\epsilon^4), \tag{2.53}
\]
because the Hamiltonian is not $\theta$-dependent. Details can be found in the appendix. Due to the explicit time dependence of the electromagnetic potentials the Hamiltonian $H$ is no longer conserved along particle trajectories:

$$
\dot{h} = \dot{H} = \frac{\partial H}{\partial t} - \frac{e}{B_\parallel} \bar{A}^* \cdot \frac{\partial \bar{A}^*}{\partial t} - \epsilon \frac{1}{B_\parallel} \bar{A}^* \cdot \hat{b} \times \nabla H
= \epsilon q \frac{\partial \phi}{\partial t} - q \frac{\partial A}{\partial t} \cdot W + O(\epsilon^2). \quad (2.54)
$$

### 2.3 Vlasov-Maxwell system

In this section we derive the Vlasov-Maxwell equations and the corresponding local energy equation expressed in guiding-center coordinates using a mixed Eulerian-Lagrangian phase space variational method [64, 31, 105]. The Vlasov-Maxwell equations are obtained from a second order correct guiding center Lagrangian which, to the knowledge of the author, have not previously been presented. This new result is of importance because it provides a set of equations capable of describing physical situations where strong $E \times B$-flows and FLR effects are mutually important. Furthermore, we identify the polarization density and the magnetization and polarization current densities in the Maxwell equations, and give physical interpretations of the new terms originating from the second order analysis.

The Vlasov-Maxwell action

$$
I = \int_{-\infty}^{\infty} d\tau L_p + L_f, \quad (2.55)
$$

is a functional of the fields $(Z_\alpha, \phi, A)$.

We consider a continuum of particles. The particle trajectories in extended phase space $Z_\alpha = Z_\alpha(Z_0, \tau)$, are labeled by their initial position $Z_0$ at some arbitrary time $t_0$. The distribution of particles at time $t_0$ is given by a smooth reference distribution function

$$
F_{\alpha 0}(Z_0) = f_{\alpha 0}(Z_0, t_0)\delta(h_0 - H(Z_0, t_0)). \quad (2.56)
$$

where $f_{\alpha 0}$ denotes the reference distribution in phase space at time $t_0$. Now the particle Lagrangian is defined by

$$
L_p = \sum_\alpha \int d^8 Z_0 m_\alpha^2 B^*_{\parallel 0} F_{\alpha 0}(Z_\alpha) L_p[Z_\alpha(Z_0; \tau), \phi(X_\alpha, \tau)] \quad (2.57)
$$

where $\alpha$ denotes particle species and

$$
L_{pc\alpha} = \hat{\Gamma}_E(Z_\alpha, \vec{\phi}) \cdot \dot{Z_\alpha} - H(Z_\alpha, \phi) \quad (2.58)
$$
In the following we utilize that the integral of an arbitrary Lagrangian function \( g(Z_\alpha(Z_0, t_0), t) \) along all Lagrangian trajectories

\[
G = \int d^8 Z_\alpha m_\alpha^2 B^*_{\parallel 0} F_{\alpha 0}(Z_0) g(Z_\alpha(Z_0; \tau))
\]

(2.59)
can be written in the Eulerian coordinates \( Z \)

\[
G = \int d^8 Z_\alpha m_\alpha^2 B^*_{\parallel \alpha} F_{\alpha}(Z, \tau) g(Z, \tau)
\]

(2.60)

where we have defined the Eulerian distribution function

\[
m_\alpha^2 B^*_{\parallel \alpha} F_{\alpha}(Z, t) = \int d^8 Z_\alpha m_\alpha^2 B^*_{\parallel 0} F_{\alpha 0} \delta(8)(Z - Z_\alpha).
\]

(2.61)

The Lagrangian of the fields is taken to be of the following form

\[
L_f = \int d^3 r \frac{\epsilon_0 E^2}{2} - \frac{B^2}{2 \mu_0}.
\]

(2.62)

The equations of motion are obtained by varying the action \( I \) with respect to the fields \( (Z_\alpha, \phi, A) \). In the following we omit the particle labels whenever there is no danger of confusion.

Variation of the action with respect to \( Z_\alpha \), assuming that the variation vanishes at the temporal boundary, implies

\[
\dot{Z}_\alpha = \{Z_\alpha, H\},
\]

(2.63)

showing that the fields \( Z_\alpha \) indeed obey the single particle equations of motion Eq. (2.44).

### 2.3.1 Poisson equation

Variation of \( I \) with respect to \( \phi(r, t) \) yields the Poisson equation given that the variation \( \delta \phi \) vanishes at the temporal and spatial boundaries

\[
\epsilon_0 \nabla \cdot E = \rho_f - \nabla \cdot P,
\]

(2.64)

where the guiding-center charge density is

\[
\rho_f = \sum_\alpha \int d^3 Z m^2 B^*_{\parallel \alpha} q F^{(3)}(r - X).
\]

(2.65)

The polarization vector is defined as

\[
P = \sum_\alpha \int d^6 Z m^2 B^*_{\parallel \alpha} P
\]

(2.66)
where the polarization density is
\[
P = \sum_{\alpha} \int d^6Z m^2 B^*_\| \delta^{(3)}(r - X) \left( \frac{m}{B} \hat{b} \times (\dot{X} - D) - \frac{\mu}{2\Omega} (\nabla_\perp + \hat{b} \times \nabla \times \hat{b}) \right) F. \tag{2.67}\]

The first term represents the "classical" polarization due to the charge and/or mass dependent $O(\epsilon)$ drifts, whereas the last term represents the lowest order FLR correction to the guiding-center density \[2.65\]. The polarization charge is not associated with bound charge in the classical sense, but describes the difference between particle- and guiding-center charge. This residual charge arises because the charge is not located at the guiding-center but at the real particle position. The "bound charge" associated with the polarization is therefore moving with the free guiding-center charge $\rho_f$.

### 2.3.2 Ampère’s equation

A variation of $I$ with respect to $A(r, t)$ yields Ampère’s equation given that the variation, $\delta A$, vanishes at the temporal and spatial boundaries
\[
\frac{1}{\mu_0} \nabla \times B - \epsilon_0 \frac{\partial}{\partial t} E = J + \nabla \times M + \frac{\partial}{\partial t} P \tag{2.68}\]

where
\[
J = \sum_{\alpha} \int d^6Z m^2 B^*_\| \delta^{(3)}(r - X) \dot{X} \tag{2.69}\]

denotes the guiding-center current. The magnetization $\nabla \times M$ and polarization $\frac{\partial}{\partial t} P$ currents arise because charges are not carried by guiding-centers but by particles. This difference between guiding-center and particle charges gave rise to a polarization charge in the Poisson equation \[2.64\]. Therefore the magnetization is split into an intrinsic contribution
\[
M_\mu = \sum_{\alpha} \int d^6Z m^2 B^*_\| - \mu F \delta(r - X) \left[ \hat{b} + \frac{(\nabla \times W)^\perp}{2\Omega_0} + \frac{(\dot{X}_\perp - D)}{2\Omega_0} \hat{b} \cdot \nabla \times \hat{b} \right]
+ \delta(r - X) \frac{E_\parallel}{B^2} \hat{b} \times \nabla \times \left( \hat{b} \frac{m F E^\parallel}{B^2} \right) \tag{2.70}\]

and a contribution
\[
M_p = \sum_{\alpha} \int d^6Z m^2 B^*_\| P \times W - \delta(r - X) \frac{m F E^\parallel}{B^2} \hat{b} \times (\dot{X} - W) \tag{2.71}\]

originating from the comoving polarization charge \[52, 51\].
In comparison with earlier results several new terms appear in Ampère’s equation\cite{105,77}. All new terms originate from the second order terms in $L_p$. New higher order terms in $M_p$ appear because $P$ contains higher order terms. In $M_p$ the last term is small but must be kept to maintain consistency. We also note that the new contributions to the polarization current $\frac{\partial}{\partial t}P$ and $M_p$ contain the lowest order FLR correction to the guiding center current. The term $-\frac{1}{2}\mu F\Omega_0^{-1}(\nabla \times W)_\perp$ in $M_\mu$ is a correction to the classical magnetization term $-\mu F\hat{b}$. The correction is a non-inertial centrifugal effect arising because the perpendicular velocity components are measured in a frame moving with non-constant $W$. The remaining terms in $M_\mu$ are small but are kept in order to maintain consistency.

### 2.3.3 Vlasov equation

By construction the Eulerian distribution function \eqref{2.61} satisfies the equation

$$\frac{\partial}{\partial Z} \cdot (B^*_\parallel \dot{Z} F) = 0 \quad (2.72)$$

which together with the Liouville theorem\cite{61}

$$\frac{\partial}{\partial Z} \cdot (B^*_\parallel \dot{Z}) = 0 \quad (2.73)$$

yields the Vlasov equation

$$\dot{Z} \cdot \frac{\partial F}{\partial Z} = 0 \quad (2.74)$$

As $F$ is gyroangle independent\cite{36} and $\dot{\mu} = 0$, \eqref{2.72} can be written as

$$\frac{\partial}{\partial t}B^*_\parallel F + \nabla \cdot [(uB^* + \hat{b} \times \nabla \psi + \frac{\mu}{q} \hat{b} \times \nabla B + \frac{m}{2q} \hat{b} \times \nabla D^2 + \hat{b} \times \frac{\partial \hat{A}^*}{\partial t})F]$$

$$+ \frac{\partial}{\partial u} \left[(-\frac{qB^*}{m} \cdot \nabla \psi - \frac{\mu B^*}{m} \cdot \nabla B - \frac{B^*}{2} \cdot \nabla D^2 + \frac{q}{m} B^* \cdot \frac{\partial \hat{A}^*}{\partial t})F \right] = 0. \quad (2.75)$$

where we have inserted \eqref{2.48} and \eqref{2.51}.

### 2.3.4 Energy theorem

The energy density is found using the Noether method\cite{90,45}. From the time translation invariance (the laws of physics do not change with time) we obtain the local energy balance equation

$$\frac{\partial E}{\partial t} + \nabla \cdot S = 0 \quad (2.76)$$
where
\[ E = \varepsilon_0 E^2 + \frac{B^2}{2\mu_0} + \sum_{\alpha} \left[ P \cdot E + \int d^6 Z m^2 B_\parallel F\delta^{(3)}(r-X)(H-q\phi) \right] \]
\[ (2.77) \]

is the energy density, and
\[ S = \frac{E \times B}{\mu_0} + \sum_{\alpha} \left[ M \times E + \int d^6 Z m^2 B_\parallel F\delta^{(3)}(r-X)(H-q\phi) \dot{X} \right] \]
\[ (2.78) \]

denotes the energy flux.

### 2.4 Discussion

So far we only vaguely defined the physical meaning of the smallness parameter \( \varepsilon \). The traditional guiding-center ordering\[100, 59]\] is a perturbation in the length scale separation smallness parameter \( \rho_i |\nabla \ln E| \sim \rho_i |\nabla \ln B| \sim \varepsilon_\perp \),
\[ (2.79) \]
where \( \rho_i \) is the thermal ion gyroradius. This ordering applies to the results shown here. Simply replace \( \varepsilon \) according to: \( \varepsilon^m \rightarrow \varepsilon^{m-1} \), where \( m \in \mathbb{Z} \). Now the electromagnetic potentials \( (A, \phi) \), enter the Lagrangian at \( \mathcal{O}(\varepsilon^{-1}) \) such that \( B \sim \mathcal{O}(1) \) and \( E/(v_{th}B) \sim \mathcal{O}(1) \).

The gyrokinetic formalism\[19\], on the other hand, is an expansion in the fluctuation amplitude smallness parameter
\[ \frac{E}{v_{th}B} \sim \varepsilon_\delta, \]
\[ (2.80) \]
Contrary to the guiding-center ordering, the gyrokinetic ordering assumes: \( k_\perp \rho_i \sim \varepsilon_\perp \sim 1 \); \( k_\parallel \) denotes a characteristic inverse fluctuation length scale in the perpendicular plane.

When \( \varepsilon_\perp \sim \varepsilon_\delta \sim 1 \), the gyrosymmetry no longer exists. The gyrokinetic formalism has been extended to such conditions by splitting the electromagnetic fields into equilibrium strong long wavelength (guiding-center or drift kinetic) and fluctuating (gyrokinetic) short wavelength parts, eg.\[48, 78\]. The extension of standard gyrokinetics is motivated by the necessity of treating the edge region of tokamak plasmas. The edge region is characterized by having large fluctuation amplitudes \( \varepsilon_\delta \sim 0.1 - 1 \), strong sheared flows \( D/v_{th} \sim 1 \), steep profile gradients: \( \rho_i/L \lesssim 1 \), and unfortunately a fluctuation power spectrum that peaks near but below \( \rho_i^{-1} \)[48].

Motivated by the presence of the lowest order FLR corrections to \( (\phi, A) \), we propose an ordering that resembles the long wavelength limit\[46\] of non-linear gyrokinetics: \( (k_\perp \rho_i)^2 \ll 1 \), which allows strong \( E \times B \)-flows and
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non-constant magnetic field without splitting the electromagnetic fields into equilibrium and fluctuating parts. We assume

\[ \epsilon_E^2 \sim \epsilon_B \]  

(2.81)

where \( \epsilon_E \sim \rho_i |\nabla \ln E| \). This ordering is relevant for the edge region of tokamak plasmas where \( \rho_i / L_E \sim L_E / L_B \). Formally we substitute \( \epsilon^m \to \epsilon_E^{m-1} \) in terms involving \( \phi \) and substitute according to \( \epsilon^m \to \epsilon_E^{m-2} \), wherever \( \epsilon \) enters the guiding-center one-form (2.33). This implies that we retain

\[ \frac{E}{v_{th} B} \sim 1. \]

With this ordering the result should be thought of as a \( \mathcal{O}(1) \) guiding-center theory with \( \mathcal{O}(\sqrt{\epsilon_B}) \) finite Larmor radius corrections to the electric potential \( \phi \). This model could be a first step towards a nonlinear turbulence model with self-consistently determined electromagnetic fields for edge plasmas.

2.5 Conclusions

The second order gyrogauge invariant guiding-center coordinates were derived using the Lie transformation method, which is clearer and simpler than other methods previously used. Previous results are identical but have not been derived using the Lie transform method. The Poisson bracket and the corresponding equations of motion were presented where we emphasized the finite-Larmor-corrections to the electromagnetic fields contained in the second order terms. An energy conserving Vlasov-Maxwell system expressed in the guiding-center coordinates has been derived from a mixed Lagrangian Eulerian variational principle. The guiding center Vlasov-Maxwell equations have not previously been derived from the second order correct guiding center Lagrangian. New terms originating from the second order analysis mainly describe lowest order FLR effects. Therefore the Vlasov-Maxwell equations presented here are applicable to systems where FLR effects and strong flows are important. Also, in the Maxwell equations the polarization density and the magnetization and polarization current densities were explicitly identified. This system of equations was accompanied by a local energy theorem which provides important physical insight and is an important validation tool in numerical simulations. Finally, we suggested an ordering which makes the Vlasov-Maxwell system suitable for some regimes of edge turbulence.

2.6 Detailed guiding-center calculations

In this appendix we present the detailed calculations of the guiding-center coordinate transformation. The Lie transform method described in section is used on the fundamental Poincaré one-form \( \gamma \).
2.A. Detailed Guiding-Center Calculations

2.A.1 Zeroth order analysis

The zeroth order one-form \( \Gamma_0 \) is not gyroangle dependent so we choose: \( \Gamma_0 = \gamma_0 \), and take \( S_0 = 0 \).

2.A.2 First order analysis

The first order guiding-center one-form \( \Gamma_1 \) is calculated using \( \Gamma_1 = \frac{d}{dt} \). If the coordinate matrix of \( d\gamma_0 \) has an inverse, \( G_1 \) can be determined uniquely. Unfortunately, \( d\gamma_0 \) has only rank two. Therefore \( G_1 \) cannot self-consistently be determined from the first order analysis. Only the two components of \( G_1^X \perp \) are found at this order

\[
\Gamma_1 = [mW + mc_\perp + qG_1^X \times (\nabla \times A)] \cdot dX - \frac{1}{2}mW^2 + \frac{1}{2}mc_\perp^2 + mW \cdot c_\perp + qG_1^X \cdot E] dt,
\]

where \( S_1 = 0 \) has been used. Only the \( c_\perp \) terms are gyroangle dependent. The gyroangle dependency is removed from the first term solving:

\[
mW \cdot dX = -\rho_0 = \frac{c_\perp \times \hat{b}}{\Omega_0}. \tag{2.83}
\]

Inserting \( \rho_0 \) into the Hamiltonian all \( \theta \)-dependent terms in the Hamiltonian cancel

\[
\Gamma_1 = mW \cdot dX - \frac{1}{2}mW^2 + \mu B dt. \tag{2.84}
\]

2.A.3 Second order

The second order analysis follows from \( \frac{d}{dt} \). We start by calculating:

\[
i_G \circ d\Gamma_1 = [-mG_1^X \times (\nabla \times W) + mG_1^u \hat{b}] \cdot dX - G_1^X \cdot \hat{b} du
- [mG_1^X \partial W \partial t + \frac{1}{2}(G_1^X \cdot \nabla)W^2 + muG_1^u - BC_1^u - \mu G_1^X \cdot \nabla B] dt, \tag{2.85}
\]

and note that: \( i_G \circ d\gamma_1 = i_G \circ d\Gamma_1 + i_G \circ d(mc_\perp \cdot dX - mW \cdot c_\perp dt) \), so we only have to calculate

\[
i_G \circ d(mc_\perp \cdot dX - mW \cdot c_\perp dt)
= [-mG_1^X \times (\nabla \times c_\perp) + m \frac{\partial c_\perp}{\partial \mu} + mG_1^\theta \frac{\partial c_\perp}{\partial \theta}] \cdot dX
- mG_1^X \cdot \frac{\partial c_\perp}{\partial \mu} du - mG_1^X \cdot \frac{\partial c_\perp}{\partial \theta} d\theta
- [mG_1^X \frac{\partial c_\perp}{\partial t} + mG_1^X \cdot (\nabla W) \cdot c_\perp + mG_1^u \frac{\partial W}{\partial u} \cdot c_\perp
+ mG_1^X \cdot (\nabla c_\perp) \cdot W + mG_1^u \frac{\partial c_\perp}{\partial \mu} \cdot W + mG_1^\theta \frac{\partial c_\perp}{\partial \theta} \cdot W] dt. \tag{2.86}
\]
in order to obtain \( i_G \circ d\gamma_1 \). The remaining term is given by

\[
i_G^2 \circ d\gamma_0 = -qG^X_2 \times B \cdot dX + qG^X_2 \cdot E dt. \tag{2.87}
\]

Now collecting all terms, the coordinate functions of the second order guiding-center one-form are

\[
\Gamma^X_2 = qG^X_2 \times B + mG^X_1 \times (\nabla \times W) - m\hat{b} G^u_1
\]

\[
+ \frac{1}{2} mG^X_1 \times (\nabla \times e_\perp) - \frac{1}{2} mG^\theta \frac{\partial c_\perp}{\partial \mu} - \frac{1}{2} mG^\theta \frac{\partial c_\perp}{\partial \theta} + \frac{\partial S_2}{\partial x}, \tag{2.88}
\]

\[
\Gamma^\mu_2 = mG^X_1 \cdot \hat{b} + \frac{\partial S_2}{\partial u}, \tag{2.89}
\]

\[
\Gamma^\theta_2 = mG^X_1 \cdot \hat{b} + \frac{\partial S_2}{\partial \theta} = \frac{\partial S_2}{\partial \theta}, \tag{2.90}
\]

\[
\Gamma^g_2 = mG^X_1 \cdot \hat{b} + \frac{\partial S_2}{\partial \theta} = \frac{\partial S_2}{\partial \theta}, \tag{2.91}
\]

\[
\Gamma^X_1 = -qG^X_2 \cdot E + mG^X_1 \cdot \frac{\partial W}{\partial t} + \frac{4}{3} m(G^X_1 \cdot \nabla)W^2 + m u G^u_1 + B G^u_1
\]

\[
+ \mu G^X_1 \cdot \nabla B + \frac{m}{2} G^X_1 \cdot \frac{\partial e_\perp}{\partial t} + \frac{m}{2} G^X_1 \cdot (\nabla W) \cdot e_\perp + \frac{m}{2} G^X_1 \cdot \frac{\partial W}{\partial \mu} \cdot e_\perp
\]

\[
+ \frac{m}{2} G^X_1 \cdot (\nabla e_\perp) \cdot W + \frac{m}{2} G^\mu \frac{\partial c_\perp}{\partial \mu} \cdot W + \frac{m}{2} G^\theta \frac{\partial c_\perp}{\partial \theta} \cdot W + \frac{\partial S_2}{\partial \mu}. \tag{2.92}
\]

We must determine the generating vector fields \( G \) according to (2.20) and (2.28). We choose \( S_2 = 0 \) and readily see that \( \Gamma^X_2 = 0 \). Also, \( \Gamma^g_2 = \frac{m}{q} \mu \) such that the conditions in (2.28) are fulfilled. Furthermore we set: \( \hat{b} \cdot G^X_1 = 0 \), such that: \( \Gamma^X_2 = 0 \).

More work must be put into the remaining component \( \Gamma^X_2 \) and \( \Gamma^X_1 \). Besides removing the gyroangle dependency we must ensure that \( \Gamma^X_2 \) and \( \Gamma^X_1 \) retain their gyrogauge invariant forms (according to (2.19) and (2.20)) since \( \Gamma^g_2 \neq 0 \). In order to ease the notation and a comparison with [20] the following abbreviations are introduced:

\[
g_u = G^u_1 - G^X_1 \cdot \nabla \hat{b} \cdot e_\perp = G^u_1 - \frac{\mu}{q} \left[ \hat{b} \cdot \nabla \times \hat{b} - (\hat{\theta} \hat{\nabla} + \hat{\nabla} \cdot \hat{\theta}) : \nabla \hat{b} \right], \tag{2.93}
\]

\[
g_\mu = G^\mu_1 + \mu G^X_1 \cdot \nabla \ln B. \tag{2.94}
\]

Next, the second and fourth terms in (2.88) are rewritten using the identities:

\[
\frac{m}{2} G^X_1 \times (\nabla \times e_\perp) = -\frac{\mu R}{q} + \frac{\mu}{q} \hat{\theta} \cdot R
\]

\[
+ \frac{\mu}{q} \hat{b} (\hat{\theta} \cdot \nabla \hat{\nabla} \cdot \hat{b}) - \frac{m}{4} c_\perp (G^X_1 \cdot \nabla \ln B), \tag{2.95}
\]

\[
G^X_1 \times (\nabla \times W) = \Omega^{-1} \hat{b} (c_\perp \cdot \nabla \times W) + G^X_1 \times \hat{b} (\hat{b} \cdot \nabla \times W), \tag{2.96}
\]
which allows us to separate the perpendicular and a parallel parts of $\Gamma_2^X$

$$\Gamma_2^X = -\frac{m}{q} \mu R - \frac{m}{2} \frac{\partial c_\perp}{\partial \mu} + \frac{\partial c_\perp}{\partial \theta} \]

$$- B \times \left[ qG_2^X + \frac{m}{B} G_1^X (\hat{b} \cdot \nabla \times W) \right]

$$- \hat{b} \left[ m g_u + \frac{1}{2} G_1^X \cdot \nabla \hat{b} \cdot c_\perp - \frac{m}{\Omega} (c_\perp \cdot \nabla \times W) \right]. \quad (2.97)$$

The first term in (2.97), $-\Gamma_\theta R$, is gyroangle independent and ensures gyro-gauge invariance of $\Gamma$ as expected from (2.19). The perpendicular part of the remaining terms are all purely oscillatory. Taking the cross product of (2.97) with $\hat{b}$ we solve for

$$G_2^X \perp = \frac{1}{2\Omega} m g_u \hat{b} \times \frac{\partial c_\perp}{\partial \mu} - \Omega^{-1} G_1^X (\hat{b} \cdot \nabla \times W) + \frac{1}{2\Omega} m g_u \hat{b} \times \frac{\partial c_\perp}{\partial \theta}. \quad (2.98)$$

The gyroangle dependency in the parallel part of $\Gamma_2^X$ can be removed through $g_u$. We rewrite the last parenthesis in (2.97) using the identity

$$G_1^X \cdot \nabla \hat{b} \cdot c_\perp = \frac{m \mu}{q} (\hat{b} \cdot \nabla \hat{b} - (\hat{\theta} \perp + \hat{\theta} \perp) \cdot \nabla \hat{b}), \quad (2.99)$$

and observe that the $\hat{b} \cdot \nabla \times \hat{b}$ term is gyroangle independent. The remaining gyroangle dependent terms are absorbed into $g_u$:

$$g_u = \frac{\mu}{2q} (\hat{\theta} \perp + \hat{\theta} \perp) : \nabla \hat{b} + \Omega^{-1} c_\perp \cdot \nabla W, \quad (2.100)$$

and we get

$$\Gamma_2^X = -\frac{m}{q} \mu R - \frac{m}{2q} m g_u (\hat{b} \cdot \nabla \times \hat{b}). \quad (2.101)$$

Because the Baños term: $-\frac{m}{2q} m g_u (\hat{b} \cdot \nabla \times \hat{b})$, contains the lowest order FLR correction to the magnetic potential it is kept in (2.101). It could have been absorbed in $<g_u>$ and would then appear in the Hamiltonian instead.

Similarly the second order guiding-center Hamiltonian can be simplified

$$\Gamma_2^t = \frac{m}{2} (G_1^X \cdot \nabla) W^2 - q G_2^X \cdot E + B g_u + m u g_u$$

$$+ \frac{m}{2} u G_1^X \cdot \nabla \hat{b} \cdot c_\perp + \frac{m}{2} g_u W \cdot \frac{\partial c_\perp}{\partial \mu} + \frac{m}{2} g_u W \cdot \frac{\partial c_\perp}{\partial \theta}$$

$$+ \frac{m}{2} G_1^X \cdot \nabla W \cdot c_\perp + \frac{m}{2} g_u W \cdot \frac{\partial c_\perp}{\partial t} + m G_1^X \cdot \frac{\partial W}{\partial t}. \quad (2.102)$$

When inserting $G_2^X \perp$ into (2.102) the $g_u \frac{\partial c_\perp}{\partial \theta}$ and $g_u \frac{\partial c_\perp}{\partial \mu}$ terms combine:

$$- q G_2^X \cdot E + \frac{m}{2} g_u W \cdot \frac{\partial c_\perp}{\partial \mu} + \frac{m}{2} g_u W \cdot \frac{\partial c_\perp}{\partial \theta} = \frac{m}{B} (\rho \cdot \nabla \phi) \hat{b} \cdot \nabla \times W. \quad (2.103)$$
Inserting $g_\mu$ and collecting terms yields

$$
\Gamma_2' = \frac{m}{2}(G_1^X \cdot \nabla)W^2 + \frac{m}{B}(\rho \cdot \nabla \phi)\hat{b} \cdot \nabla \times W + B\hat{g}_\mu \\
+ \frac{mu}{\Omega}c_\perp \cdot \nabla \times W + mG_1^X \cdot \frac{\partial W}{\partial t} - \frac{m\mu}{2q}((\hat{\theta} \hat{\theta} + \hat{\hat{\theta}}) : \nabla W) \\
+ \frac{m}{2}G_1^X \cdot \frac{\partial c_\perp}{\partial t} + \frac{m\mu}{q^2} \hat{b} \cdot \nabla \times \hat{b} + \frac{m\mu}{2q} \hat{b} \cdot \nabla \times W + B <g_\mu >,
$$

(2.104)

where $g_\mu$ has been divided into a gyroangle independent $< g_\mu >$ and oscillating $\hat{g}_\mu$ parts. The six first terms are purely oscillatory. These terms are removed from $\Gamma_2'$ by choosing

$$
\hat{g}_\mu = \frac{-m}{B}G_1^X \cdot (W \cdot \nabla)W + \frac{\mu}{2\Omega}(\hat{\theta} \hat{\theta} + \hat{\hat{\theta}}) : \nabla W - \frac{m}{2B}G_1^X \cdot \frac{\partial W}{\partial t},
$$

(2.105)

where vector identity: $\nabla(A \cdot B) = A \times (\nabla \times B) + B \times (\nabla \times A) + (A \cdot \nabla)B + (B \cdot \nabla)A$, has been used to combine the $W$-terms. The last four terms in (2.104) are gyro-angle independent

$$
\Gamma_2' = -H_2 = \frac{mu}{q}S + \frac{m\mu}{q^2} \hat{b} \cdot \nabla \times \hat{b} + \frac{m\mu}{2q} \hat{b} \cdot \nabla \times W + B <g_\mu >.
$$

(2.106)

$< g_\mu >$ is not determined at this stage. It turns out that in order to ensure $\dot{\mu} = 0$ to third order in $\epsilon$, $< g_\mu >$ must be determined from third order calculations.

Collecting the terms the guiding-center one-form to second order reads

$$
\Gamma_2 = \left[ -\frac{m}{q} \mu R - \frac{m}{2q} \mu \hat{b} (\hat{b} \cdot \nabla \times \hat{b}) \right] \cdot dX + \frac{m}{q} \mu d\theta - H_2 dt.
$$

(2.107)

### 2.A.4 Third order

$< g_\mu >$, $g_\theta$ and $\hat{b} \cdot G_2^X$ are determined from the third order calculations. Furthermore third order analysis is necessary to ensure: $\dot{\mu} = O(\epsilon^4)$. The calculations are governed by (2.26) and (2.28). A sufficient choice is therefore $\Gamma_3^u = \Gamma_3^\theta = \Gamma_3^\mu = 0$, assuming that $\Gamma_3^X$ and $\Gamma_3^F$ are gyro angle independent..

The third order calculations are long and cumbersome but it is sufficient considering only $\Gamma_3^u$, $\Gamma_3^\theta$ and $\Gamma_3^\mu$. In (2.28) the most complex term is the $\mathcal{L}_G^2(c_\perp \cdot dx)$ contributes. Terms that do not contribute to $\Gamma_3^u$, $\Gamma_3^\theta$ and $\Gamma_3^\mu$ are
not written out explicitly:

\[
\mathcal{L}_G^2(c_\perp \cdot dx) = [G_1^X \cdot \frac{\partial G_1^X}{\partial \theta} \times (\nabla \times c_\perp) - \frac{1}{2\mu} G_1^\mu G_1^X \cdot \frac{\partial c_\perp}{\partial \theta} \\
- G_1^X \cdot \frac{\partial c_\perp}{\partial \theta} \frac{\partial G_1^\theta}{\partial \theta} + \frac{1}{2\mu} G_1^\mu G_1^X \cdot c_\perp - G_1^X \cdot \frac{\partial G_1^X}{\partial \theta} \cdot \frac{\partial c_\perp}{\partial \theta} \\
+ G_1^X \cdot \frac{\partial c_\perp}{\partial \theta} \cdot \frac{\partial G_1^X}{\partial \mu} \frac{\partial c_\perp}{\partial \mu} \] d\theta + G_1^X \cdot \frac{\partial c_\perp}{\partial \theta} \cdot \frac{\partial G_1^X}{\partial \mu} \frac{\partial c_\perp}{\partial \mu} \] d\mu + \cdots \tag{2.108}
\]

Collecting all contributing terms from (2.32) we get

\[
\Gamma_3^\theta = -\frac{m}{q} \langle g_\mu \rangle - \frac{m\mu}{q} \hat{\theta} \cdot \nabla \times \mathbf{W} - \frac{2m\mu}{3q} \frac{\partial g_\theta}{\partial \theta} \\
- \frac{m}{q} g_\mu - \frac{2m\mu}{3q} G_1^X \cdot \nabla \ln B + \frac{\partial S_3}{\partial \theta}. \tag{2.109}
\]

Only the second term is gyro angle independent which leads to

\[
\langle g_\mu \rangle = -\frac{\mu}{\Omega} \hat{\theta} \cdot \nabla \times \mathbf{W}. \tag{2.110}
\]

We further define \( S_3 = \frac{2m\mu}{3q} g_\theta + s_3 \) such that

\[
\Gamma_3^\theta = -\frac{m}{q} g_\mu - \frac{2m\mu}{3q} G_1^X \cdot \nabla \ln B + \frac{\partial S_3}{\partial \theta}. \tag{2.111}
\]

Then

\[
\Gamma_3^u = mG_2^X \cdot \hat{b} + \frac{\partial S_3}{\partial u} \tag{2.112}
\]

and we readily see that \( G_2^X \cdot \hat{b} = -\frac{1}{m} \frac{\partial s_3}{\partial u} \) and

\[
\Gamma_3^\mu = \frac{m}{q} g_\theta + \frac{\partial S_3}{\partial \mu}, \tag{2.113}
\]

which determines

\[
g_\theta = -\frac{q}{m} \frac{\partial s_3}{\partial \mu} \tag{2.114}
\]

from the requirement \( \Gamma_3^\mu = 0 \). Now what is left is to solve \( \Gamma_3^\theta = 0 \) from (2.109). Using the identity \( \frac{\partial (\hat{\theta} \cdot \hat{b})}{\partial \theta} = \frac{1}{2\Omega} (\hat{\theta} \cdot \hat{b}) \) and by choosing \( s_3 \) to be purely oscillatory we integrate and get

\[
s_3 = \frac{m}{\Omega} \rho \times \hat{b} \cdot [((\mathbf{W} \cdot \nabla) \mathbf{W} + \frac{1}{2} \frac{\partial \mathbf{W}}{\partial t} - \frac{2\Omega}{3} \frac{\mu}{q} \nabla \ln B] + \frac{m\mu}{2q\Omega} \hat{\theta} \cdot \nabla \mathbf{W} \tag{2.115}
\]
and

\[ G^X_2 \hat{\rho} \cdot \hat{b} = -\frac{1}{\Omega} \rho \times (\hat{b} \cdot \nabla) W + (W \cdot \nabla) \hat{b} + \frac{1}{2} \frac{\partial \hat{b}}{\partial t} - \frac{\mu}{2q\Omega} \hat{\theta} \hat{\theta} : \nabla \hat{b}. \]

(2.116)
Chapter 3

Gyrokinetics

3.1 Introduction

The gyrokinetic theory describes the guiding-center dynamics when self-consistent low frequency, perpendicular, short wavelength electromagnetic perturbations are introduced. Treating the perturbed electromagnetic fields is of importance in fusion plasmas because the experimental observed anomalous transport is believed to be driven by electromagnetic microturbulence \[103\]. Experimental measurements show that the fluctuation frequency is at least one order of magnitude slower than the ion gyro frequency, which holds true in the core, edge and scrape off layer (SOL) regions of most fusion plasma devices. The fluctuations are highly anisotropic having wavelengths parallel to the magnetic field that are much longer than the perpendicular wavelengths \(k_\parallel/|k_\perp| \ll 1\), where \(k_\perp\) and \(k_\parallel\) denotes the characteristic inverse perpendicular and parallel length scales respectively. In the plane perpendicular to the magnetic field the fluctuation spectrum is found to be nearly isotropic \(\Delta k_r/\Delta k_\theta \sim 1 - 2\), where \(k_r\) and \(k_\theta\) denote the characteristic inverse length scales in the radial and poloidal directions respectively. At fixed frequency the characteristic perpendicular wavelength is found to be \(k_\theta \rho_s \sim 0.05 - 0.1\) in the edge region whereas \(k_\theta \rho_s \sim 0.1 - 1\) in the core region; \(\rho_s\) denotes the ion gyroradius at electron temperature. Since the ion temperature is usually comparable to the temperature of the electrons, the ion gyroradius \(\rho_i\) is a typical scale length of the perpendicular turbulence. In the core region the fluctuation amplitude is \(\tilde{n}/n \sim 0.01\), but increases going towards the edge where \(\tilde{n}/n \sim 0.1\ \[103\ \[58\]. When the fluctuations are carried by blobs in the SOL \[12\ \[109\ \[83\] the fluctuation amplitude can get even higher \(\tilde{n}/n \sim 0.25 - 0.50\). Fluctuations are found in all macroscopic quantities including magnetic field and the fluctuation amplitudes vary differently for different quantities at different radial positions (see Ref. \[103\] for a list of references).

In the edge region steep pressure gradients are found just inside the last
closed flux surface (LCFS). The steep pressure profile is accompanied by a strong radial electrical field $E_r$ [23, 70]. When operating tokamaks in enhanced confinement modes (H-mode) the pressure gradient is particularly steep and the gradient length scales of the radial electrical field and the pressure are comparable $L_p \sim L_E$, which in turn is comparable to the poloidal gyroradius $\rho_\theta = \rho_i B / B_\theta$. This implies that $\rho_i / L_p > L_p / R$, where $R$ denotes the major radius, showing the interesting situation where the ratio of a microscopic and a macroscopic quantity is greater than the ratio between two macroscopic scale lengths [38]. Whereas most background macroscopic quantities evolve on transport time scale, $1 - 100$ ms, in steady state L-mode operation, the evolution of macroscopic quantities in the L-H mode transition is faster $\sim 1 - 100 \mu s$ [107]. The H-mode operation is characterized by quasi-periodic bursts of edge localized modes (ELMs) which infer momentarily losses of particles and energy which take place on a timescale of $\sim 100 - 200 \mu s$ [56, 74]. A valid theoretical/numerical description of the L-H mode transition and H-mode operation must therefore account for temporal variations of the background quantities on a timescale comparable to the turbulence time scale.

A dynamical reduction of the Vlasov-Maxwell equations relies on the identification of a physical smallness parameter quantifying the perturbation in the perturbation analysis. In strongly magnetized plasmas the perturbative analysis relies on the existence of the quasi-symmetry of the Larmor orbit around magnetic field lines. Guiding center dynamics (see Sec. 2) is an asymptotic expansion in the ratio of the gyroradius to the gradient lengthscale of the electromagnetic fields. In standard gyrokinetic the expansion parameter is the perturbation amplitude normalized to the background fields. An extension of the gyrokinetic formalism to the edge region is therefore quite challenging because a strong electric fields, and steep pressure gradients coexist with short lengthscale fluctuations. A perturbative analysis is therefore only possible by splitting the electrical field into a perturbed short wavelength part and a background part having longer length scales.

Originally, the aim of the gyrokinetic theory was to study linear low frequency, loosely defined, kinetic drift-Alfvén waves with wave length comparable to the ion gyroradius [34]. In the early studies the main focus was to derive the gyroaveraged Vlasov equation, the so-called “gyrokinetic equation”, using an iterative averaging approach. Later, the theory was extended to the nonlinear regime retaining the nonlinear coupling terms in the Vlasov equation [40]. However, the early works did not consider the conservation properties (phase space volume, energy etc.) of the gyrokinetic theory and did not recognize the importance of self consistent polarization effects in the Maxwell equations. Lee [58] recognized the importance of the gyrokinetic polarization density in numerical turbulence simulations. Littlejohn [61, 60, 59] formulated the guiding-center problem in terms of Hamiltonian mechanics and derived the guiding-center coordinates using the asymptotic Lie trans-
formation method\cite{101, 30, 55, 24}, where phasespace volume conservation and energy conservation is asymptotically guaranteed. Based on the work of Littlejohn, Dubin\cite{36} derived self-consistent electrostatic gyrokinetic Vlasov-Maxwell equations including a self-consistent energy theorem, using the Darboux-Lie method\cite{59}. This work was then formulated in general “coordinate free” form by Hahm\cite{49} using the phasespace Lie transform method\cite{61} which to date is the clearest and most efficient method. The modern formulation was extended to include magnetic perturbations by Hahm\cite{47} (shear Alfvénic dynamics in slab geometry) and Brizard\cite{15} (generalized geometry including compressional Alfvén dynamics). The inclusion of magnetic perturbations is motivated by measurements of significant magnetic fluctuations\cite{103}. Theoretical and numerical studies have identified the importance of incorporating magnetic fluctuations in the theoretical description of various plasmas phenomena, for example linear ion temperature gradient instabilities and nonlinear zonal flow generation\cite{87, 82, 22, 85, 108, 86}.

These contributions were all focused on treating core like turbulence having small fluctuation amplitudes and only fluctuating flows. With the discovery of improved confinement modes and the observations of sheared strong poloidal flows the gyrokinetic theory was extended to include these effects. Expressed in the modern gyrokinetic formalism Brizard\cite{20} included strong flows in terms of a background plasma (ion) flow in the gyrokinetic coordinate transformation and Hahm\cite{46} derived the corresponding Poisson equation and energy theorem but included the strong background flows using a background electric potential. Recently, the gyrokinetic theory including background flows was extended by Hahm\cite{48} to include magnetic perturbations. In these contributions the background flow was static and therefore not able to describe the dynamical evolution of the strong gradients in the edge region. Table 3.1 summarize the evolution of the modern gyrokinetic theory.

The main contribution of this chapter is an extension of the existing gyrokinetic theory with strong flows\cite{48}, which allows time variations in the background potential $\phi_0(x, t)$. Invoking the edge turbulence ordering by Hahm\cite{48}, second order fully electromagnetic gyrokinetic coordinates, including a time dependent background electric potential, are derived in the Hamiltonian and the symplectic formulations of gyrokinetics. We discuss the importance of ordering the amplitude of the flows associated with the background electric potential smaller than the thermal velocity in order to obtain tractable gyrokinetic coordinates. Using the so-called pullback representation, general Vlasov-Maxwell equations and the corresponding local energy theorem are presented, including a Poisson equation associated with the strong background electric potential. We conclude that the time dependence of the background electric potential does not alter the gyrokinetic theory dramatically. The most significant implication is the introduction of polarization drifts and the time dependence of the volume element. Due to
the vast complexity of the general gyrokinetic Vlasov-Maxwell equations we derive the equations in a limiting form. We approximate all terms quadratic in the fluctuating electromagnetic fields by imposing the long wavelength (drift kinetic) limit to the second order Hamiltonian. In this limit we derive the Vlasov-Maxwell equations in both gyrokinetic formulations and categorize all terms in the Maxwell equations as being associated with “free” gyrocenter charge or “bound” polarization charge and magnetization currents. In comparison with earlier contributions we identify several new terms in the Maxwell equations. Most interesting is the identification of an intrinsic magnetization current which represents the diamagnetic plasma response to magnetic perturbations perpendicular to the toroidal background magnetic field. Furthermore, we derive an explicit local energy theorem, which differs from earlier results, mainly due to the polarization associated with the background potential. Finally, by assuming that the ratio of the ion gyroradius to gradient scale length of the background electric field $\epsilon_E \sim \rho_i/L_E$, is bigger than the fluctuation amplitude, we obtain a solution to the generating function of the first order transformation in powers of $\epsilon_E$. By expressing the Vlasov-Maxwell equations in these coordinates, we identify several new terms. Most significant is: the identification of the polarization associated with the inductive electrical field and the identification of the polarization current in the Ampere equation which ensures polarization charge conservation.

This chapter is organized as follows. In Sec. 3.2 the gyrokinetic coordinate transformation is derived. Next, in Sec. 3.3 the gyrokinetic Vlasov-

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>$\phi$</th>
<th>$A_\parallel$</th>
<th>$A_\perp$</th>
<th>$D$</th>
<th>$D(t)$</th>
<th>Maxwell</th>
<th>$E$</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hahm 1988</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hahm et al 1988</td>
<td>x, h,s</td>
<td>h,s</td>
<td>h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brizard 1989</td>
<td>x, h,s</td>
<td>h,s</td>
<td>h</td>
<td>h</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brizard 1995</td>
<td>x</td>
<td>h</td>
<td>s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hahm 1996</td>
<td>x</td>
<td>h</td>
<td>s</td>
<td></td>
<td>h, h</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brizard 2000</td>
<td>x, h</td>
<td>h</td>
<td>h</td>
<td>h</td>
<td>h, h</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qin 2007</td>
<td>x</td>
<td>h</td>
<td>h</td>
<td>s</td>
<td>s</td>
<td></td>
<td></td>
<td>h</td>
</tr>
<tr>
<td>Hahm 2009</td>
<td>x, h,s</td>
<td>h,s</td>
<td>s</td>
<td></td>
<td>h, h</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Miyato 2009</td>
<td>h</td>
<td>h</td>
<td>h</td>
<td>h</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>This work</td>
<td>x, h,s</td>
<td>h, s</td>
<td>s</td>
<td>s</td>
<td>h, s</td>
<td>h, s</td>
<td>h</td>
<td>s</td>
</tr>
</tbody>
</table>

Table 3.1: Progress in the gyrokinetic formulation with strong flows. The top row describes items possibly included in the paper in the first column: $\phi$ electrostatic perturbations, $A_\parallel$ and $A_\perp$ refer to shear and compressional Alfvén magnetic fluctuations respectively, $D$ and $D(t)$ denotes static and dynamical background $E \times B$-flows, “Maxwell”, “$E_{tot}$” and “$S$” refer to the possible derivation of gyrokinetic Maxwell equations, gyrokinetic global energy theorem and local energy theorem including the energy flux respectively. In the interior of the table “h” and “s” refer to the Hamiltonian and symplectic formulation of gyrokinetic s and “x” refer to both formulations if possible. Vacant slots indicate that the specific item is not considered in the particular paper. † only electrostatic
Maxwell equations and the corresponding local energy theorem are presented. By taking the second order Hamiltonian in the long wave length limit we present the Maxwell equations explicitly identifying the polarization and magnetization vectors in Sec. 3.4. The work presented in this chapter is summarized and discussed in Sec. 3.5.

3.2 Single particle dynamics

In this section the single particle gyrokinetic (gk) coordinates are derived. When low frequency, short wavelength, low amplitude fluctuations are introduced to the guiding-center dynamics (see Chap. 2) the fast cyclotron motion time scale is re-introduced and the guiding-center adiabatic invariant $\mu$ is destroyed. The gyrokinetic transformation decouples the fast time scale reintroduced by the fluctuations in such a way that the essential effects of low frequency electromagnetic fluctuations with length scales comparable to the gyration orbit radius are captured. By construction the phase coordinate \( \tilde{\theta} \) of the gyrating motion is removed from the equations and the new gyrocenter magnetic moment coordinate \( \tilde{\mu} \) is by construction a constant of motion $\dot{\tilde{\mu}} = 0$.

In recent publications [78, 55] a method has been used which removes the gyrophase dependence from the background and perturbed dynamics in only one step. In the standard approach, used in this section, the guiding-center transformation decouples the fast timescale associated with the background dynamics, followed by the gyrokinetic coordinate transformation which is a perturbative expansion in the fluctuation amplitude. Using only one coordinate transformation has some disadvantages. First of all, the algebra gets more complicated, mainly because the calculations cannot be formulated in the Poisson bracket formalism. Secondly, by only using one coordinate transformation, the derivation is also limited to only one formal expansion parameter. Therefore more delicate/detailed orderings [46, 48] where the guiding-center and gyrokinetic smallness parameters are not identical cannot be used. Furthermore, we show in Sec. (3.2.2) that with the “maximal” ordering proposed in Ref. [78], no “simple” gyrokinetic coordinate transformation can be obtained. In this section we therefore choose to derive the gyrokinetic coordinates in two steps [19].

We emphasize that in this work all electromagnetic potentials except the background magnetic potential $A_0$ are time dependent. The amplitude of magnetic fluctuations in running tokamak devices are much smaller than the externally imposed toroidal magnetic field. A time dependent toroidal magnetic field would only complicate the calculations. All time dependent magnetic fluctuations are therefore captured by the fluctuating magnetic potential $A$.

The starting point of this two-step derivation is the Poincaré one-form [39].
γ of a charged particle in extended phasespace expressed in canonical coordinates \((x, p, k, t)\)

\[
\gamma_c = p \cdot dx - kdt - (h^c - k)d\tau = \gamma_a dz_a - (h^c - k)d\tau,
\]

(3.1)

where \(h^c\) denotes the Hamiltonian

\[
h^c = q\phi_0(x, t) + \epsilon_6 q\phi(x, t) - \frac{1}{2m} (p - qA_0(x) - \epsilon_6 qA(x, t))^2,
\]

(3.2)

and \(\gamma_a\) denotes the coordinate functions of the symplectic part of the Poincaré one-form. \(k\) is an energy coordinate “anti-conjugated” to the time coordinate \(t\). \(\tau\) is an unphysical curve parameter. \(\epsilon_6\) denotes the smallness parameter describing the small amplitude of the perturbations (see Sec. 3.2.2).

The extended phasespace formalism is advantageous when dealing with time dependent Hamiltonians\(^{[59, 19]}\) as can be seen by considering the Poincaré one-form expressed in arbitrary coordinates \((y, \tau)\)

\[
\gamma = \gamma_y(y, \tau) \cdot dy_i - [H(y, \tau) - k]d\tau.
\]

(3.3)

A variation of the action\(^{[39]}\)

\[
S = \int_{\tau_1}^{\tau_2} \gamma,
\]

(3.4)

with respect to \(y_i\) yields the form invariant equation of motion

\[
\frac{dy_a}{d\tau} = \omega^{-1}_{ab} \frac{\partial}{\partial z_b} (H - k) = \{y_a, H - k\},
\]

(3.5)

where

\[
\omega_{ab} = \frac{\partial \gamma_b}{\partial z_a} - \frac{\partial \gamma_a}{\partial z_b},
\]

(3.6)

denotes the coordinate matrix of the exterior derivative of the symplectic part of the Poincaré one-form \(\omega = d\gamma\) and \(\omega^{-1}_{ab} = \{y_a, y_b\}\) denotes the inverse matrix also known as the Poisson bracket matrix. A short review of the formulation of classical mechanics in symplectic geometry can be found in App. A.1.

Next, we change coordinates to the more physical, but non-canonical, coordinates \((x, v, k, t)\)

\[
v = \frac{1}{m} (p - qA_0).
\]

(3.7)

The velocity coordinate \(v\) describes the particle velocity and \(x\) is the particle position. In the \((x, v, k, t)\) coordinates the one-form Eq. \(^{[39]}\)

\[
\gamma = (qA_0 + mv) \cdot dx - kdt - (h_0 + \epsilon_6 h_1 + \epsilon_8^2 h_2)d\tau,
\]

(3.8)
3.2. SINGLE PARTICLE DYNAMICS

where the Hamiltonian has been divided into unperturbed, $h_0$ and perturbed, $h_1 + h_2$ parts

\begin{align*}
    h_0 &= (q\phi_0 + \frac{1}{2}mv^2 - k)d\tau, \\
    h_1 &= q\phi(x,t) - qv \cdot A d\tau, \\
    h_2 &= \frac{q^2}{2m}A \cdot A d\tau.
\end{align*}

3.2.1 Guiding center dynamics

We now present the guiding-center transformation. We emphasize that the background electric potential $\phi_0$ is time dependent. The guiding-center transformation treats the unperturbed part of the Hamiltonian (3.9). The purpose of the guiding-center transformation is to construct coordinates in which the fast timescale of the gyromotion is decoupled from the slower drift dynamics. Furthermore, the new coordinate $\mu$ conjugated to the gyrophase $\theta$ is by construction a constant of motion $\dot{\mu} = 0$. A derivation of the guiding-center transformation $T_\mu(z) = Z$ correct to order $O(\epsilon_B)$ including time dependence of $A_0$ is found in Chapter 2. The result is obtained using a second order Lie transform method. The resulting extended phasespace guiding-center one-form $\gamma_0$ reads:

\begin{align*}
    \gamma_0 &= \gamma^E_0 \cdot dZ - \mathcal{H}_0 d\tau \\
    &= qA^* \cdot dX + \frac{m}{q} \mu d\theta - (k + \frac{m\mu}{q}S)dt - (\mathcal{H}_0 - \frac{m\mu}{q}S)d\tau, \\
    \end{align*}

where $\gamma^E_0$ denotes the symplectic coordinate functions and $\mathcal{H}_0 = h_0 - k$ is the extended Hamiltonian. The generalized magnetic potential is defined as

\begin{align*}
    A^* = A_0 + \frac{m}{q}W - \frac{m}{q^2}\mu\hat{R},
\end{align*}

and the guiding-center Hamiltonian is given by

\begin{align*}
    h_0 = q\phi_0 + \frac{1}{2}mW^2 + \mu B + \frac{m\mu}{2q}\hat{b} \cdot \nabla \times D + \frac{m\mu}{q}S.
\end{align*}

The zeroth order guiding-center velocity is

\begin{align*}
    W = D + \hat{b}u
\end{align*}

where $D = \frac{b \times \nabla \phi_0}{B}$ denotes the background $E \times B$ velocity. In the symplectic part we have retained the terms

\begin{align*}
    -\frac{m}{q^2}\mu\hat{R} = -\frac{m}{q^2}\mu(R + \frac{1}{2}\hat{b}(\hat{b} \cdot \nabla \times \hat{b})).
\end{align*}
In the plane perpendicular to the magnetic field the unit vectors \((\hat{e}_1, \hat{e}_2)\) are not fixed a priori. Only the unit vector required to vary smoothly in space and time. This freedom (gyrogauge freedom) has no physical meaning. The first term \(R = \nabla \hat{e}_1 \cdot \hat{e}_2\) in (3.16) enters in order to ensure that the physics is left gyrogauge invariant. Similarly the term \(\frac{m\mu}{q} S\) ensures gyrogauge invariance when the perpendicular unit vector have explicit time dependence. Note that this term has been transfered from the Hamiltonian to the t-component of \(\gamma_0\) in order to ensure a gyro-gauge invariant conserved energy.

The \(\frac{m\mu}{q} \hat{b} \cdot \nabla \times D\) term describes the lowest order FLR (Finite Larmor Radius) correction to \(\phi_0\)

\[
\frac{1}{2\pi} \int d\theta \phi_0(x) = \phi_0(X) + \frac{m\mu}{2q^2} \hat{b} \cdot \nabla \times D + \cdots ,
\]

where the integral is along the gyroorbit for one quasi-period \(\Omega^{-1}\). Recall that an alternative definition of the curl operator is

\[
\hat{b} \cdot \nabla \times D(X) = \lim_{A \to 0} \frac{\oint_C D \cdot dl}{A}
\]

where \(C = \partial A\) is the positively oriented boundary curve of an arbitrary surface with area \(A\). A short discussion of this type of gyroaverage is given in App. A.3. The FLR correction gives rise to an FLR correction of the \(E \times B\)-drift. A similar calculation (see Sec. 2) shows that the Baños term, second term in Eq. (3.16), is the lowest order FLR correction to the background magnetic field (in Coulomb gauge \(\nabla \cdot A = 0\)). The Baños term appears in the symplectic part of the Poincaré one form which implies that the parallel direction is “FLR corrected”.

The guiding-center Poisson bracket is found by inverting the coordinate matrix of the exterior derivative of the symplectic part of the guiding-center one-form

\[
[f, g]_0 = \epsilon^{-2} \frac{q}{m} (\frac{\partial f}{\partial \theta} \frac{\partial g}{\partial \mu} - \frac{\partial f}{\partial \mu} \frac{\partial g}{\partial \theta}) + \epsilon^{-1} \frac{B^*}{mB^*} \cdot (\nabla^* f \frac{\partial g}{\partial u} - \nabla^* g \frac{\partial f}{\partial u})
\]

\[
- \epsilon^0 \frac{\hat{b}}{qB^*} \cdot \nabla^* f \times \nabla^* g + \epsilon^{-1} \frac{q}{mB^*} B^* \cdot \frac{\partial A^*}{\partial t} (\frac{\partial f}{\partial u} \frac{\partial g}{\partial h} - \frac{\partial f}{\partial h} \frac{\partial g}{\partial u})
\]

\[
+ \epsilon^0 \frac{1}{B^*} \hat{b} \times \frac{\partial A^*}{\partial t} \cdot (\nabla^* g \frac{\partial f}{\partial h} - \nabla^* f \frac{\partial g}{\partial h}) + (\frac{\partial f}{\partial h} \frac{\partial g}{\partial t} - \frac{\partial f}{\partial t} \frac{\partial g}{\partial h}),
\]

where \(\nabla^* = \nabla + \vec{R} \frac{\partial}{\partial m} + S \frac{\partial}{\partial m}\). The volume element \(V\) is given by \(V = \sqrt{\det(\omega_{ab})} = m^2 \hat{b} \cdot \nabla \times A^* = m^2 B^*\). The Equations of motion (EOM) are found according to (3.6) as

\[
\frac{d}{dt} Z_i = \{ Z_i, \mathcal{H}_0 \}_0.
\]
Explicit expressions of the guiding-center equation of motion can be found in Sec. 2.2.3.

In the process of deriving the guiding-center coordinates the amplitude of the background magnetic $A_0$ and electric $\phi_0$ potential are formally assumed to be of $\mathcal{O}(\epsilon_B^{-1}, \epsilon_E^{-1})$, and the spatial inhomogeneity parameters $\frac{\rho_i}{L_E} \sim \epsilon_E$ and $\frac{\rho_i}{R} \sim \epsilon_B$ of the electric and magnetic fields are assumed comparable. This ordering is the most relaxed under which the adiabatic gyrosymmetry persists. In the edge region \[48\], but also in internal transport barrier regions \[46\], the ordering must be altered. In the edge region strong radial pressure gradients are found in both L-mode and H-mode plasmas \[75, 104\]. The typical length scale of the pressure gradient $L_p$ is comparable to the ion poloidal gyroradius $\rho_{\theta i} = \frac{v_{th} m_i q_i B_{\theta}}{e n_i}$. The pressure gradients are a source of free energy which can be the main contributor to the background radial electric field $E_{0r}$ \[70, 23, 81\]. From the radial force balance equation $E_{0r} \sim \frac{1}{(e n_i)} \partial_r P_i$, it is plausible to assume that the scale lengths of the radial pressure $L_p$ and of the radial electrical field $L_E$ are comparable $L_E \sim L_p$. This implies that the amplitude of background $\mathbf{E} \times \mathbf{B}$-drift is of order $D \sim \epsilon_E v_{th}$ and similar for the electric potential $e\phi_0/T_i \sim 1$. Often the situation will be such that

$$\frac{\rho_i}{L_p} > \frac{L_p}{R}$$

This implies that the background electrical inhomogeneity parameter $\epsilon_E$ is smaller than the typical guiding-center smallness parameter:

$$\epsilon_E^2 > \epsilon_B$$

It is therefore important to keep the $\mathcal{O}(\epsilon_E^2)$ terms in the guiding-center one-form 3.14 in order to have a valid model for the edge region. One could argue that it would have been more relevant to use a drift kinetic $e\phi_0/T_i \sim 1$ ordering as the basis of the gyrokinetic perturbative calculations instead. This however, would require full third order calculations in order to get the interesting FLR correction of the background electrical potential (see Eq. 3.17).

### 3.2.2 Gyrokinetic Lie transform

In this section we derive the gyrokinetic coordinate transformation $T_r \mathbf{Z} = \bar{\mathbf{Z}}$, which removes the gyroangle dependency reintroduced by the perturbative parts of the Hamiltonian $h_1$ and $h_2$ and construct a new magnetic dipole moment constant of motion coordinate $\bar{\mu}$. The gyrokinetic coordinate transformation is derived in the presence of a time dependent strong perpendicular electric field having spatial scales that are considerable shorter than the background magnetic field.

We start by defining physical relevant ordering parameters. We consider only low frequency fluctuations described by the time scale ordering
parameter
\[
\frac{\omega}{\Omega_i} \sim \epsilon_\omega \ll 1,
\] (3.23)
where \(\omega\) is the characteristic fluctuation frequency and \(\Omega\) is the ion cyclotron frequency. Experimental observations show that \(k_\perp \rho_i \sim 0.1 - 1.0\) in the confinement region and \(k_\perp \rho_i \sim 0.1\) in the edge region\(^{103}\). \(k_\perp\) denotes the characteristic inverse length scale of the fluctuating field perpendicular to the magnetic field. We encompass these observations by retaining the full FLR effects described by the perpendicular length scale ordering parameter \(\epsilon_\perp\)

\[k_\perp \rho_i \sim \epsilon_\perp \sim 1.\] (3.24)

The restriction to low frequency dynamics implies \(k_\parallel \sim \omega/v_{th}\) and therefore

\[
\frac{k_\parallel}{k_\perp} \sim \frac{\epsilon_\omega}{\epsilon_\perp},
\] (3.25)
where \(k_\parallel\) is the characteristic inverse length scale of the fluctuating field parallel to the magnetic field. The smallness parameter of the gyrokinetic perturbation analysis is the amplitude smallness parameter

\[
\frac{e \phi}{T_i} \sim \frac{e v_{th} A}{T_i} \sim \frac{\delta f}{f_0} \sim \epsilon_\delta,
\] (3.26)
which implies

\[
\frac{E}{v_{th} B_0} \sim \frac{B}{B_0} \sim \epsilon_\delta \epsilon_\perp,
\] (3.27)
where \(\delta f\) and \(f_0\) are the fluctuating and equilibrium parts of the distribution function respectively. Furthermore, we assume that the nonlinear coupling term is comparable to the linear drive term in the Vlasov equation

\[
\frac{\delta f}{f_0} \sim \frac{1}{L_p k_\perp},
\] (3.28)
which is equivalent\(^{45}\) to \(\epsilon_\delta \sim \epsilon_E\) for \(\epsilon_\perp \sim 1\). This assumption implies that long wavelength strong \(E \times B\)-flows are solely described by \(\phi_0\)

\[
\frac{|D|}{|u_E|} \sim \epsilon_\perp^{-1}.
\] (3.29)
We stress that as \(\epsilon_E^2 \sim \epsilon_\delta^2 \gtrsim \epsilon_B \ll 1\), the asymptotic expansion leading to the gyrokinetic coordinates in the presence of high amplitude fluctuations only converge if all second order terms are kept.
In most low $\beta = \mu_0 P / B^2$ tokamaks this ordering overestimates the relative fluctuation amplitude of $B$. For low $\beta$ tokamaks a more realistic ordering would be $E / (v_{th} B_0) \gg B_\perp / B_0 \gg B_\parallel / B_0$. We stress that compressional magnetic perturbations in low $\beta$ plasmas cannot be described by the gyrokinetic formalism when $\epsilon_\perp \sim 1$. The simple dispersion relation (zero pressure MHD) of the fast (compressional) Alfvén waves $\omega^2 = v_A^2 k_\perp$, and the corresponding wave equation \[ \partial_t B_\parallel = v_A^2 \nabla^2 B_\parallel, \] where $v_A^2 = B^2 / (\mu_0 n m_i)$ is the Alfvén speed, implies \[ \omega / \Omega \sim \epsilon_\perp / \sqrt{\beta}. \] The ordering is therefore maximal for the magnetic perturbations and is kept as such for its generality and relevance for high $\beta$ plasmas.

**General gyrokinetic expressions**

We now derive the gyrokinetic Poincaré one-form using the phase space Lie transformation method (see App. A.2). There are different derivation paths which lead to identical results but vary in the level algebraic complexity. The gyrokinetic transformation is governed by the requirement of decoupling the cyclotron times scale from the slower time scale of the electromagnetic fluctuations by making the Poincaré one-form gyroangle independent. This is achieved by choosing appropriate generating vectorfields and functions of the Lie transformation. The gyroangle independence condition does not uniquely fix the coordinate transformation. Therefore, gyroangle independent gyrokinetic coordinates come in different versions. In this section we present the two most common formulations differing only in the way the magnetic perturbations are treated: (i) in the Hamiltonian formulation the magnetic perturbation is retained in the Hamiltonian. The parallel gyrocenter velocity is therefore “canonical”: $\hat{b} \cdot \dot{\vec{X}} \simeq \vec{u} + q / m A_\parallel$. (ii) In the symplectic formulation of gyrokinetic the magnetic perturbation is transformed to the symplectic part of the Poincaré one-form. This imply that the gyrocenter velocity in this formulation corresponds to the physical velocity. All in all the symplectic formulation eventually results in physically more intuitive equations.

The Lie transform method (see App. A.2) establish a functional relation between the unperturbed guiding-center one-form $\gamma_0$, the perturbations $\gamma_{1,2}$ and the new gyrokinetic one-form $\Gamma$. Order by order the relations are

\[
\begin{align*}
\Gamma_0 &= \gamma_0 + dS_0, \\
\Gamma_1 &= \gamma_1 - \mathcal{L}_{G_1} \gamma_0 + dS_1, \\
\Gamma_2 &= \gamma_2 - \mathcal{L}_{G_1} \gamma_1 + \left( \frac{1}{2} \mathcal{L}^2_{G_1} - \mathcal{L}_{G_2} \right) \gamma_0 + dS_2.
\end{align*}
\]

$\mathcal{L}_G$ denotes the Lie derivative along the $G$. When operating on an arbitrary differential form, $\alpha$, the Lie derivative along $G$ reads \[ \mathcal{L}_G \alpha = i_G \circ d \alpha + d \circ i_G \alpha, \] where $i_G$ denotes interior multiplication (contraction) with $G$ and $\circ$
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denotes composition. The equations of motion do not change when adding exact differentials to the one-form so we take $\mathcal{L}_{\mathbf{G}} = i_{\mathbf{G}} \circ d$.

Consider the first order relation Eq. (3.31). It involves the term

$$L_{\mathbf{G}_{1c}} = \iota_{\mathbf{G}_{1c}} \circ d\gamma_{0} = i_{\mathbf{G}_{1c}} \circ \omega_{0},$$

where $\omega_{0}$ denotes the guiding-center symplectic two-form. As discussed earlier the corresponding coordinate matrix has an inverse, namely the guiding-center Poisson bracket matrix Eq. (3.19). Contracting the first order relation Eq. (3.31) with the Poisson matrix yields the following equations

$$G_{1c} = \gamma_{1a}\{z_{a}, \omega_{0}\}_0 - \Gamma_{1a}\{z_{a}, \omega_{0}\}_0 + \{S_{1}, \omega_{1a}\}_0,$$

$$H_{1} + \{S_{1}, h_{0}\}_0 = h_{1} + \Gamma_{1a} \cdot \{Z_{a}, h_{0}\}_0 - \gamma_{1a}\{Z_{a}, h_{0}\}_0,$$

which provides an explicit expression for the first order generating vector field $G_{1}$ and an equation from which the generating function $S_{1}$ of the first order Lie transform can be determined. A well behaved solution is ensured by choosing the first order gyrokinetic Hamiltonian as the gyroaverage of the right-hand side of Eq. (3.36)

$$H_{1} = \langle h_{1} + \Gamma_{1a}\{Z_{a}, h_{0}\}_0 - \gamma_{1a}\{Z_{a}, h_{0}\}_0 \rangle,$$

where

$$\langle \cdot \rangle = \frac{1}{2\pi} \int_{0}^{2\pi} d\theta \cdot ,$$

denotes gyroangle integration. The solution of $S_{1}$ is found from Eq. (3.35).

It is interesting to note that in Eq. (3.31)-(3.35) only $\Gamma_{1}$ can be chosen freely. In passing we note that the Poisson bracket formulation in Eq. (3.35) is only possible because the gyrokinetic coordinate transformation is a perturbation of the “equilibrium” guiding-center dynamics. It is the non-degeneracy of the guiding-center two-form ensuring that the corresponding coordinate matrix has an inverse. The guiding-center transformation can be viewed as a perturbation theory by considering the “free motion” as a perturbation to the strong coupling to the magnetic field. However, the magnetic field part of the one-form, $A_{0} \cdot dx$ is not invertible which implies that the problem cannot be expressed in terms of Poisson brackets and eventually makes the transformation harder.

Similarly, the second order relation can be expressed in terms of Poisson bracket

$$G_{2c} = \omega_{bc}^{-1} \left[ \frac{\partial S_{2}}{\partial z_{b}} - \frac{1}{2} G_{1a}(\omega_{1ab} + \bar{\omega}_{1ab}) - \Gamma_{2b} + \gamma_{2b} \right]$$

$$H_{2} + \{S_{2}, h_{0}\}_0 = h_{2} + (\Gamma_{2a} - \gamma_{2a})\{z_{a}, h_{0}\}_0$$

$$+ \frac{1}{2} \omega_{da}^{-1}(\gamma_{1d} - \Gamma_{1d} + \frac{\partial S_{1}}{\partial z_{d}})(\omega_{1ab} + \bar{\omega}_{1ab})\{z_{b}, h_{0}\}_0$$

$$- \frac{1}{2}(\gamma_{1a} - \Gamma_{1a} + \frac{\partial S_{1}}{\partial z_{a}})\{z_{a}, h_{1} + H_{1}\}_0$$

(3.39)
where $\omega_{1ab} = \partial_a \gamma_{1b} - \partial_b \gamma_{1a}$ and $\bar{\omega}_{1ab} = \partial_a \Gamma_{1b} - \partial_b \Gamma_{1a}$. The second order Hamiltonian must again be the gyroaverage of the RHS of (3.39)

$$H_2 = \langle RHS \rangle,$$

in order to ensure that $S_2$ is well behaved.

A common approach, different from what was just presented, is to determine the generating vectorfields directly from Eq. (3.30)-(3.32) and determine the generating functions subsequently [49, 79]. This approach is quite algebraically involved because the generating vector fields must be solved for one by one. In the approach presented here explicit algebraic expressions for the generating vector fields are found. Therefore, only the generating functions must be solved for at each order, which all in all significantly simplifies the derivation path [15, 18]. Solutions of the generating functions are derived in Sec. 3.2.2. The derivation can be simplified further. In most previous derivations [15, 19, 48] the magnetic perturbation $A$ was taken as a perturbation of the symplectic part of the Poincaré one-form. Here, the magnetic perturbation in Eq. (3.10)-(3.11) is not transferred to the symplectic part because only the background magnetic potential is part of the guiding-center kinetic velocity $v$ defined in Eq. (3.7). In the Hamiltonian formulation of gyrokinetics the magnetic perturbation is kept in the Hamiltonian. It is therefore no surprise that the derivation is simplified by not moving the perturbation to the symplectic part and move it back again to the original position afterwards. Also, the derivation of the gyrokinetic equations in the symplectic formulation turns out to be simplified. This approach was also used in Ref. [92].

**Hamiltonian formulation**  In the Hamiltonian formulation of gyrokinetics we take $\Gamma_1 = \Gamma_2 = 0$ which implies that the perturbed magnetic field $A$ is kept in the Hamiltonian. Therefore, the magnetic perturbation acts as a potential alongside the electric potential $\phi$ and is not a part of the generalized magnetic field. The inductive part of the electric field $\frac{\partial}{\partial t} A$ does not enter the equations of motion explicitly but appear as current density terms in the Amperes equation instead.

The governing equation of the first order transformation is obtained from Eq. (3.35)

$$H_1 + \{S_1, H_0\}_0 = h_1.$$

A well behaved solution is obtained by choosing the gyrokinetic Hamiltonian to the gyroaverage of the RHS side of (3.41)

$$H_1 = \langle h_1 \rangle = q(\phi - v \cdot A) = q(\psi).$$

The formal solution of $S_1$ obtained from (3.41) can be expressed as

$$S_1 = (\frac{d^0}{dt})^{-1} [h_1 - \langle h_1 \rangle] = (\frac{d^0}{dt})^{-1} \tilde{h}_1,$$
where \( \frac{d}{dt} = \frac{d}{d\tau} \) denotes integration along an unperturbed guiding-center orbit. This shows that \( S_1 \) carries the gyroangle dependent part of the perturbation \( h_1 \). Therefore, the gyroangle dependent part of \( h_1 \) along unperturbed orbits \( \{ S_1, H_0 \} \) is subtracted from \( h_1 \) in (3.41) leaving only the gyroangle independent part \( \langle H_1 \rangle \).

The second order relation (3.39) is relatively simple

\[
H_2 + \{ S_2, H_0 \} = h_2 - \frac{1}{2} \{ S_1, h_1 + H_1 \},
\]

(3.44)
because \( \gamma_1 = \Gamma_1 = 0 \) and therefore \( \omega_1 = \bar{\omega}_1 = 0 \). We choose

\[
H_2 = h_2 - \frac{1}{2} \{ S_1, h_1 + H_1 \} = \frac{q^2}{2m} \langle A^2 \rangle - \frac{q}{2} \langle S_1, \psi \rangle_0 ,
\]

(3.45)
where we have used the constraint \( \langle S_1 \rangle = 0 \).

To summarize, the gyrokinetic Poincaré one-form in the Hamiltonian formulation is

\[
\Gamma = \gamma_0 - \frac{q}{2m} \langle A^2 \rangle - \frac{q}{2} \langle S_1, \psi \rangle_0 \frac{d}{d\tau} .
\]

(3.46)
The Poisson bracket is identical to the guiding-center Poisson bracket (3.19) as the symplectic part of the Poincaré one-form is unchanged. Therefore, the equations of motion are given by

\[
\dot{\vec{Z}}_i = \{ \vec{Z}_i, H - k \}.
\]

(3.47)

**Symplectic formulation** In the symplectic formulation of gyrokinetics the magnetic perturbation is transformed to the symplectic part of the gyrokinetic Poincaré one-form. This formulation is physically more “natural” because the background and perturbed magnetic vector potentials are both in the symplectic part of the Poincaré one-form which in turn implies that the generalized magnetic field contains the background and perturbed magnetic field. Also, the inductive part of the electric field \( \frac{\partial}{\partial t} A \) appear explicitly in the equations of motion and the parallel gyrocenter velocity \( \hat{b} \cdot \dot{X} \) is the actual gyrocenter velocity.

In order to transfer the magnetic perturbation to the symplectic part of the gyrokinetic Poincaré one-form we choose

\[
\Gamma_{1X} = q \langle A \rangle \cdot dX,
\]

(3.48)
such that (3.46) now reads

\[
H_1 + \{ S_1, H_0 \} = h_1 + q \langle A \rangle \cdot v_0,
\]

(3.49)
where the unperturbed guiding-center velocity is defined as

\[
v_0 = \{ X, H_0 \}.
\]

(3.50)
3.2. SINGLE PARTICLE DYNAMICS

Again, \( H_1 \) equals the gyroaverage of the RHS of Eq. (3.49)

\[
H_1 = q\langle \phi - (v - v_0) \cdot A \rangle.
\]  (3.51)

The formal solution of \( S_1 \), obtained from (3.49), can be expressed as

\[
S_1 = \left( \frac{d^0}{d\tau} \right)^{-1} [h_1 + q\langle A \rangle \cdot v_0 - \langle h_1 + q\langle A \rangle \cdot v_0 \rangle] = \left( \frac{d^0}{d\tau} \right)^{-1} \tilde{h}_1,
\]  (3.52)

showing that the solution of \( S_1 \) does not depend on \( \Gamma_1 \) and is identical to the corresponding solution in the Hamiltonian formulation.

We choose \( \Gamma_2 = 0 \) in order not to make the Poisson bracket too complex. Any choice of a finite \( \Gamma_2 \) would include at least quadratic terms in the fluctuating potentials, which would simplify the Ampere’s equations but complicate the Poisson bracket. Therefore, it is in some sense more correct to denote the symplectic formulation: “first order symplectic”, because the second and higher order parts are retained in the Hamiltonian and are not moved to the symplectic part of the gyrokinetic one-form. The second order governing equation (3.39) is then given by

\[
H_2 + \{S_2, h_0\}_0 = h_2 + \frac{1}{2}\omega_{da}^{-1}(-\Gamma_{1d} + \frac{\partial S_1}{\partial z_d})\omega_{1ab}\{z_b, h_0\}_0 - \frac{1}{2} \Gamma_{1a} + \frac{\partial S_1}{\partial z_a}\{z_a, h_1 + H_1\}_0.
\]  (3.53)

In passing we note that in the traditional approach, the symplectic derivation is cumbersome as 4 extra terms must be calculated in Eq. (3.39).

The second order Hamiltonian is defined as the gyroaverage of the RHS of Eq. (3.54)

\[
H_2 = \frac{q^2}{2m}\langle A^2 \rangle + \frac{1}{2}\Gamma_1 \cdot \{X, X\}_0 \cdot \{\Gamma_1, h_0\}_0 - \Gamma_1 \cdot \{X, \Gamma_1\}_0 \cdot v_0 + \Gamma_1 \cdot \{X, H_1\}_0 - \frac{1}{2} \Gamma_1 \cdot \{X, v_0\}_0 \cdot \Gamma_1 - \frac{1}{2} \langle \{S_1, h_1\}_0 \rangle,
\]  (3.54)

where the identity

\[
\langle h_1 \rangle = H_1 - \Gamma_1 \cdot v_0,
\]  (3.55)

was used.

To summarize, the gyrokinetic Poincaré one-form in the symplectic formulation is

\[
\Gamma = \gamma_0 + q\langle A \rangle \cdot d\tilde{X} - [q\langle \phi - (v - v_0) \cdot A \rangle + H_2]d\tau.
\]  (3.56)

In comparison with the guiding-center and the Hamiltonian formulation of gyrokinetics the \( X \)-component of symplectic part of the Poincaré one-form is changed: \( \Gamma_X = qA^* + q\langle A \rangle \doteq qA^{**} \). Therefore, the Poisson bracket
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is altered

$$\{f, g\}^S = \frac{q}{m} \left( \frac{\partial f}{\partial \theta} \frac{\partial g}{\partial \bar{\mu}} - \frac{\partial f}{\partial \bar{\mu}} \frac{\partial g}{\partial \theta} \right) + \frac{B^{**}}{mB^{**}_\parallel} \left( \nabla^{**} f \frac{\partial g}{\partial \bar{u}} - \nabla^{**} g \frac{\partial f}{\partial \bar{u}} \right)$$

$$- \frac{\hat{b}}{qB^{**}_\parallel} \cdot \nabla^{**} f \times \nabla^{**} g + \frac{q}{mB^{**}_\parallel} B^{**} \cdot \frac{\partial A^{**}}{\partial \bar{t}} \left( \frac{\partial f}{\partial \bar{u}} \frac{\partial g}{\partial \bar{k}} - \frac{\partial f}{\partial \bar{k}} \frac{\partial g}{\partial \bar{u}} \right)$$

$$+ \frac{\hat{b}}{B^{**}_\parallel} \cdot \left\{ \frac{\partial f}{\partial \bar{k}} \left( \frac{\partial A^{**}}{\partial \bar{t}} \times \nabla^{**} g \right) - \frac{\partial g}{\partial \bar{k}} \left( \frac{\partial A^{**}}{\partial \bar{t}} \times \nabla^{**} f \right) \right\} + \left( \frac{\partial f}{\partial \bar{k}} \frac{\partial g}{\partial \bar{t}} - \frac{\partial f}{\partial \bar{t}} \frac{\partial g}{\partial \bar{k}} \right),$$

(3.57)

where

$$\nabla^{**} = \nabla^* - q^2 \frac{\partial}{m \bar{\mu}} A^{**} \frac{\partial}{\partial \bar{\theta}}$$

(3.58)

Also, the volume element $\mathcal{V}$ becomes:

$$\mathcal{V} = \sqrt{\text{Det}(\omega_{ab})} = m^2 \hat{b} \cdot \nabla \times A^{**} = m^2 B^{**}_\parallel.$$  

The equations of motion are obtained from the new Poisson bracket

$$\dot{Z} = \{Z, \mathcal{H} - k\}^S.$$  

(3.59)

Iterative solution of the first order generating function $S_1$

Until now we have only shown the governing equation Eq. (3.41) and have given the formal solution Eq. (3.43) of the first order generating function of the Lie transform $S_1$. In order to determine the first order gyrokinetic coordinate transformation and the second order gyrokinetic Poincaré one-form an explicit solution of $S_1$ must be obtained.

We follow the standard approach[19] and solve for $S_1$ iteratively. It is convenient to repeat the governing equation (3.41) for $S_1$

$$\{S_1, \mathcal{H}_0\}_0 = \tilde{\psi}.$$  

(3.60)

to observe that the integration constant can always be chosen such that $\langle S_1 \rangle = 0$. To obtain an iterative solution to $S_1$ we expand the Poisson bracket

$$\dot{Z} = \frac{\partial S_1}{\partial Z} = \epsilon_E \mathbf{D} \cdot \nabla S_1 + \Omega \frac{\partial S_1}{\partial \theta} + \omega \frac{\partial S_1}{\partial t} + \mathcal{O}(\epsilon^3, \epsilon_B) = \tilde{\psi}.$$  

(3.61)

The leading order solution is

$$S_1^0 = \frac{1}{\Omega} \int_0^\theta dq' q (\phi - uA_\parallel - c_\perp \cdot A_\perp).$$  

(3.62)

Note that the $-A_\perp \cdot D$ part of $\tilde{\psi}$ is not included in $S_1^0$ because it is of $\mathcal{O}(\epsilon \epsilon_B \epsilon_\delta)$. It is also clear that the time dependence of the background electric potential $\phi_0$ does change the lowest order solution $S_1^0$ of the first order generating function.
From Eq. (3.61), the importance of ordering the amplitude of the background $E \times B$-flow smaller than the thermal velocity unity is seen. If the background $E \times B$-flow is comparable to the thermal velocity, no simple solution of $S_0^1$ can be obtained because the $\Omega \partial_\theta S_1^1$ term is not dominating 

$$\frac{|D \cdot \nabla S_1^1|}{|\Omega \partial_\theta S_1^1|} \sim \epsilon_\perp,$$

when $\epsilon_\perp \sim 1$. In Ref. [78, 33] the background $E \times B$-flow is ordered $D \sim v_{th}$ and the characteristic frequency of the fluctuating fields is assumed comparable to the gyrofrequency $\omega/\Omega \sim 1$. Invoking this more relaxed ordering does not destroy the Larmor orbit quasi-symmetry but it hinders an iterative solution of $S_1^1$. Anyhow, in Ref. [78, 33] the $\Omega \partial_\theta S_1^1$ term is assumed being the dominating term in the governing equation (3.41), and iterative solutions of $S_1^1$ resembling Eq. (3.62) are derived in conflict with the ordering used.

### 3.3 Vlasov-Maxwell system

In this contribution a self-consistent Maxwell-Vlasov system will be derived using variational techniques. Various variational methods are available [106, 26]. We have chosen to apply the mixed Eulerian-Lagrangian extended phase-space action [64, 32, 90]. We consider this method to be simpler and more intuitive than the Eulerian e.g. Ref. [26] and the Hamilton-Jacobi methods e.g. Ref. [77]. Naturally, all methods lead to identical results when applied to identical problems.

The Vlasov-Maxwell system is obtained by considering a smooth continuum of particles (trajectories) $z_\alpha = z_\alpha(z_0, \tau)$ in extended phase space; $\alpha$ denotes species. All particles in the continuum are labeled by their initial position $z_0 = z_\alpha(z_0, t_0)$ and the particle trajectories are parametrized by $\tau$. The density of initial configurations is given by a smooth labeling function $f_0^\alpha = f_0^\alpha(z_0, t)$, one for each species $\alpha$. This leads to the particle Lagrangian $L_p$ of the Vlasov-Maxwell system expressed in arbitrary coordinates

$$L_{p\alpha} = \int d^3 z_0 J_0 f_{0\alpha}^E(z_0) \mathcal{L}(z_\alpha(z_0, t), \phi, A),$$

where $J_0$ denotes the Jacobian of a coordinate transformation from canonical to arbitrary coordinates $(x, p, k, t)_\alpha \rightarrow z_\alpha$ at initial time $t_0$; the labeling function in extended phasespace $f_0^E$ is defined as

$$f_{0\alpha}^E = f_{0\alpha}(t_0 - t_1) \delta(k_0 - h(z_0, t_0)),$$

and the particle Lagrangian density is

$$\mathcal{L}_\alpha = \gamma_i \dot{z}_i - (H - k).$$
$L_\alpha$ is the Lagrangian counterpart to the single particle Poincaré one-form

$$\gamma_i dz_{\alpha i} - (h - k) d\tau = [\gamma_i \dot{z}_{\alpha i} - (h - k)] d\tau = L d\tau. \quad (3.66)$$

The Vlasov-Maxwell action $S$ is now defined as

$$S = \int_{t_1}^{t_2} d\tau \left\{ \sum_\alpha L_{pa} + \int_{-\infty}^{\infty} d^3r \mathcal{L}_f \right\}, \quad (3.67)$$

where the Eulerian electromagnetic field energy Lagrangian density $\mathcal{L}_f$ is

$$\mathcal{L}_f = \frac{\varepsilon_0 E^2}{2} - \frac{B^2}{2\mu_0}, \quad (3.68)$$

and the electric and magnetic fields are

$$E = -\nabla \Phi - \frac{\partial}{\partial t} A, \quad (3.69)$$
$$B = \nabla \times A. \quad (3.70)$$

$\Phi = \phi_0 + \phi$ denotes the total electric potential and $A = A_0 + A$ is the total magnetic vector potential.

In previous works the inductive part of the electric field has been neglected. Neglecting this term leads to Amperes equation (i.e. no Maxwell correction $\varepsilon_0 \frac{\partial}{\partial t} E$). As pointed out in Ref. Neglecting the inductive electric field destroys the gauge invariance and leads to unphysical terms in the energy flux. We refer the reader to Ref. on how to construct the field Lagrangian such that the Ampere’s equation is obtained but also on how to implement quasi-neutrality into the variational principle in a consistent way.

In the following we utilize that the integral of an arbitrary Lagrangian function $g(z_\alpha (z_0, t_0), \tau)$ along all Lagrangian trajectories

$$G = \int d^8 z_{0\alpha} J_{0\alpha} f^{E}_\alpha (z_0) g(z_\alpha (z_0; \tau)), \quad (3.71)$$

can be written in the Eulerian coordinates $z$

$$G = \int d^8 z J_\alpha f^{E}_\alpha (z, \tau) g(z, \tau), \quad (3.72)$$

where we have defined the Eulerian distribution function

$$J_\alpha f^{E}_\alpha (z, t) = \int d^8 z_{0\alpha} J_{0\alpha} f^{E}_\alpha \delta^8 (z - z_\alpha). \quad (3.73)$$

We note that the Eulerian coordinates $z$ carry no subscript in order to avoid confusion with the Lagrangian particle trajectories $z_\alpha$, but in the gyrokinetic coordinates are indeed species dependent as different species have different
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mass and charge. The Eulerian distribution function satisfy by construction the equation
\[
\frac{\partial}{\partial z} \cdot (\dot{z} f_E) = 0.
\] (3.74)

Using that the volume \(\mathcal{J}\) is conserved along Hamiltonian flows (see Sec. A.1.4)
\[
\frac{\partial}{\partial z} (\dot{z} \mathcal{J}) = 0,
\] (3.75)
we obtain the Vlasov equation
\[
\dot{z} \cdot \frac{\partial}{\partial z} f = 0.
\] (3.76)

The equations of motion are obtained by varying the action \(S\) assuming that the fields \((z, \phi, A)\) vanish at the integration boundaries.

Vlasov-Maxwell system in particle coordinates

So far the Maxwell-Vlasov action was presented in arbitrary coordinates. However, an interesting consistency check of the validity of the variational principle is a derivation in kinetic particle coordinates \((x, v)\). In kinetic coordinates \((x, v)\) the particle Lagrangian density becomes
\[
L^k_{p\alpha} = (qA + mv_\alpha) \cdot \dot{x}_\alpha - k_\alpha t_\alpha - [q\phi(x_\alpha, t) + \frac{1}{2}mv_\alpha^2 - k_\alpha],
\] (3.77)
and the volume element is \(\mathcal{J} = m^3\). A variation the action \(S\) with respect to the fields \(z_\alpha\) shows that the fields evolve according to the one particle equations of motion Eq. (3.5). Variation of \(S\) with respect to \(\phi(r, t)\) and \(A(r, t)\) yields the Poisson and Amperes equations respectively
\[
\varepsilon_0 \nabla \cdot E = \sum \int d^6z \int_0 f_\alpha g_\alpha \delta(3) \delta(r - x_\alpha),
\] (3.78)
\[
\frac{\mu_0}{\varepsilon_0} \nabla \times B = \sum \int d^6z \int_0 f_\alpha \dot{x}_\alpha \delta(3) \delta(r - x_\alpha).
\] (3.79)

The charge and current densities are expressed in the Lagrangian picture. However, multiplying the Maxwell equations by
\[
1 = \int d^6z \delta(6)(z - z_\alpha)
\] (3.80)
the charge and current densities can be expressed in terms of the Eulerian distribution function Eq. (3.73)
\[
\int d^6z f_\alpha g_\alpha \delta(3) \delta(r - x_\alpha) = \int d^6z f(z, t) \delta(3) \delta(r - x),
\] (3.81)
\[
\int d^6z \dot{x}_\alpha \delta(3) \delta(r - x_\alpha) = \int d^6z f(z, t) \dot{x}_\alpha \delta(3) \delta(r - x),
\] (3.82)
which are the well known Maxwell equations of the Vlasov-Maxwell system [64].
3.3.1 General gyrokinetic Vlasov-Maxwell equations

Before presenting the gyrokinetic Vlasov-Maxwell equations it is helpful to elaborate a little on how phasespace functions transforms under a coordinate transformation $T_\epsilon y = \tilde{y}$

$$f(y) = F(z) = F(T_\epsilon y) = \delta T_\epsilon F(y). \quad (3.83)$$

where $\delta T_\epsilon$ denotes the pullback of $F$ under $T_\epsilon$. When the coordinate transformation is given by an asymptotic expansion in a small parameter $\epsilon$ the pullback can be considered an operator simply by Taylor expanding around $\epsilon = 0$ and collect terms with equal powers of $\epsilon$. Similarly, using the inverse coordinate transformation $T_{\epsilon}^{-1} z = \tilde{y}$ the transformation of phase-space functions can be given in terms of the push-forward map $\delta T_{\epsilon}^{-1}$

$$f(y) = F(z) = f(T_{\epsilon}^{-1} z) = \delta T_{\epsilon}^{-1} f(z). \quad (3.84)$$

Similarly, a one-form $\gamma$ expressed in local coordinates $y$

$$\gamma = \gamma_i(z) dy_i = \gamma_i(\tilde{y}) \frac{\partial \tilde{y}_i}{\partial z_l} dz_l = \Gamma_i(z) dz_l \quad (3.85)$$

Therefore, the gyrokinetic Poincaré one-form $\Gamma$ derived in section (3.2.2) can be written as

$$\Gamma(\tilde{Z}, t) = \gamma(z, t) = \delta T_{\epsilon B}^{-1} \delta T_{\epsilon}^{-1} \left[ (qA_0 + mW + mc_{\perp}) \cdot dx - (q\Phi + \frac{1}{2} mW^2 + \frac{1}{2} mc_{\perp}^2 + mW \cdot c_{\perp} - qv \cdot A + \frac{q^2}{2m} A^2 - k_0) d\tau \right]. \quad (3.86)$$

where $T_{\epsilon B}^{-1}$ denotes the inverse guiding-center transformation. The particle one-form is expressed in the zeroth order preliminary coordinates (see Sec. 2.2.1) and all functions are evaluated in gyrokinetic coordinates e.g.

$$v(Z) = \tilde{u} \hat{b}(X) + D(X, t) + c_{\perp}(Z, t). \quad (3.87)$$

Formally, the gyrokinetic Vlasov-Maxwell action is given by

$$S = \int_{t_1}^{t_2} d\tau \left\{ \sum_{\alpha} \tilde{L}_{\rho\alpha} + \int_{-\infty}^{\infty} d^3r \tilde{L}_{f} \right\}, \quad (3.88)$$

where the gyrokinetic particle Lagrangian is

$$\tilde{L}_{\rho} = \int d^8 Z_0 \tilde{Z}_0 F^E_{\rho\alpha}(Z_0) (\Gamma_\alpha \tilde{Z}_\alpha - [H(Z_\alpha, t) - \tilde{k}_{\alpha\alpha}]). \quad (3.89)$$
and

\[ H = h_0 + H_1 + H_2 \]  

(3.90)

is the gyrokinetic Hamiltonian. Alternatively, the gyrokinetic particle Lagrangian can be expressed in terms of the guiding-center and gyrokinetic pullbacks as in Eq. (3.86). The advantage of the pullback representation of the gyrokinetic one-form \( \Gamma \) is the simplified derivation of general gyrokinetic Maxwell equations. As an example consider the functional variation of the gyrokinetic particle Lagrangian with respect to the electric potential \( \phi(r) \)

\[
\frac{\delta}{\delta \phi(r)} \int d\tau \tilde{L}_p(Z_\alpha, \phi(\tilde{Z}_\alpha)) = \frac{\delta}{\delta \phi(r)} \int d\tau \int d^3 z_0 m^3 j_0^F L_p(z_\alpha, \phi(z_\alpha)) \\
= - \int d\tau d^3 r \int d^3 z_0 m^3 j_0^F q \delta(\mathbf{r} - \mathbf{x}_\alpha) \\
= - \int d\tau d^3 r \int d^3 z m^3 f^E(z, \tau) q \delta(\mathbf{r} - \mathbf{x}) \\
= - \int d\tau d^3 r \int d^6 \bar{Z} J \mathcal{F}^E q \delta T_{\zeta B}^{-1} \delta T_{\zeta}^{-1} \delta^{(3)}(\mathbf{r} - \mathbf{X}),
\]

(3.91)

where we change to the Eulerian description going from line three to four. Naturally, the explicit cumbersome pullback transformation must be carried out in practical application. However, the method is useful in theoretical manipulations.

**Gyrokinetic equations of motion**

Now we are ready to derive the gyrokinetic equations of motion. The particle trajectories are obtained by varying the gyrokinetic action Eq. (3.88) with respect to \( Z_\alpha \)

\[ \dot{Z}_\alpha = \{ Z_\alpha, H - \bar{k}_\alpha \}, \]  

(3.92)

where the Poisson bracket is given by Eq. (3.19) (Hamiltonian) or Eq. (3.57) (Symplectic). This shows that the fields \( Z_\alpha \) indeed follow the gyrokinetic single particle trajectories.

A variation of the gyrokinetic action with respect to \( \phi(\mathbf{r}) \) or \( \phi_0(\mathbf{r}) \) yields the general gyrokinetic Poisson equation

\[ \epsilon_0 \nabla \cdot \mathbf{E} = \sum_\alpha q \int d^3 \bar{Z} J \mathcal{F}^E \delta T_{\zeta B}^{-1} \delta T_{\zeta}^{-1} \delta^{(3)}(\mathbf{r} - \mathbf{X}). \]  

(3.93)

Note that when varying with respect to \( \phi_0 \), terms including \( \mathbf{D} \) in the symplectic part of the particle one-form expressed in preliminary guiding-center
coordinates are canceled by kinetic energy terms in the Hamiltonian, leaving only the pullback of the variation of the potential term, \( q\phi_0 \) in the Poisson equation. This shows that splitting the electric potential into background and perturbed parts in general leads to an underdetermined system. From this formal expression of the gyrokinetic Poisson equation, both parts of the electrical field cannot be determined simultaneously. Only if the Poisson equations really express different parts of the solution both electrical potentials can be obtained. The most natural way to accomplish this task is to perform a filtering operation\(^{[50]}\) in agreement with the ordering of the electrical fields, meaning splitting the equation into a long wavelength high amplitude part responsible for \( \phi_0 \) and an equation for low amplitude short wavelength governing \( \phi \). Such a consistent splitting has not been derived in this work.

However, in the following sections we derive the Vlasov-Maxwell equations from the simplified Poincaré one-form Eq. (3.107) and (3.109) in various limiting forms. Here, terms of order \( \mathcal{O}(\epsilon_B, \epsilon_E^3, \epsilon_E^2 \epsilon_\omega) \) are neglected in the perturbed fields \( (\phi, A) \), which implies that two different Poisson equations are derived. We have not examined whether both \( \phi_0 \) and \( \phi \) can be determined from these equations, but we have chosen to show both equations in the coming sections anyway. We need both Poisson equations in order to rewrite the energy theorem which can be compared to earlier results. Also, until the question whether both potentials can be determined simultaneously is settled, having two equations gives the opportunity to pick the Poisson equation which is most practical in a given situation.

A variation with respect to \( A \) gives the Amperes equation

\[
\frac{1}{\mu_0} \nabla \times B = \epsilon_0 \frac{\partial E}{\partial t} + \sum_\alpha \int d^6 \mathcal{Z} J \delta \mathcal{T}^{-1} \delta \mathcal{T}^{-1} \{ \delta (r - \mathcal{X}) \left( q \frac{A(\mathcal{X}, t)}{m} - v(\mathcal{Z}) \right) \}. 
\]

(3.94)
3.3. VLASOV-MAXWELL SYSTEM

Energy theorem

An arbitrary variation of the action $S$ Eq. (3.88) satisfying the equations of motion Eq. (3.92)-(3.94) is given by

$$
\delta S = \int d^4r \left\{ \delta \phi \left[ \varepsilon_0 \nabla \cdot E - \sum_a \int d^6 \bar{Z} \mathcal{J} \delta T_{eb}^{-1} \delta T_e^{-1} q \delta (r - \bar{X}) \right] + \int d^4r \left\{ \delta \phi_0 \left[ \varepsilon_0 \nabla \cdot E - \sum_a \int d^6 \bar{Z} \mathcal{J} \delta T_{eb}^{-1} \delta T_e^{-1} q \delta (r - \bar{X}) \right] + \delta A \left[ \varepsilon_0 \partial_t E - \frac{1}{\mu_0} \nabla \times B \right]
+ \sum_a \int d^6 \bar{Z} \mathcal{J} q \delta T_{eb}^{-1} \delta T_e^{-1} \{ \delta (r - \bar{X}) \left( \frac{q}{m} A(\bar{X}) - \nu(\bar{Z}) \right) \}
- \frac{\partial}{\partial t} \left[ \varepsilon_0 \delta A \cdot E \right] - \nabla \cdot \left[ \varepsilon_0 (\delta \phi + \delta \phi_0) E + \frac{1}{\mu_0} \delta A \times B \right]
+ \int dt \sum_a \int d^6 \bar{Z} \mathcal{J} \delta Z_a \left[ \dot{Z_b} \omega_{ab} - \frac{\partial}{\partial t} \Gamma_a - \frac{\partial}{\partial Z_a} H \right] + \frac{d}{dt} \left[ \Gamma_b \delta Z_b \right] \right\},
$$

(3.95)

where $d^4r = dt d^3r$. We note that even though the variations with respect to $\phi_0$ and $\phi$ result in identical Poisson equations both potentials contribute to the boundary terms. The laws of physics do not change with time so the system is invariant to time translations $t \rightarrow t + s$

$$
\delta S = \int d^4r \frac{\partial}{\partial t} \mathcal{L}_f + \int dt \int d\Lambda \frac{\partial}{\partial t} \mathcal{L}_p.
$$

(3.96)

Identifying Eq. (3.95) and Eq. (3.96) and using the equations of motion yields the local energy equation

$$
\int d^4r \frac{\partial}{\partial t} E + \nabla \cdot S = 0,
$$

(3.97)

where the local energy density is

$$
E = \frac{\varepsilon_0 E^2}{2} + \frac{B^2}{2 \mu_0} - \Phi \varepsilon_0 \nabla \cdot E + \int d^6 \bar{Z} \mathcal{J} \bar{F} H \delta (r - \bar{X}),
$$

(3.98)

and the local energy density flux is given as

$$
S = \frac{1}{\mu_0} E \times B - \Phi J_{tot} + \int d^6 \bar{Z} \mathcal{J} \bar{F} \dot{X} \delta (r - \bar{X}).
$$

(3.99)

The total current $J_{tot}$ is

$$
J_{tot} = \int d^6 \bar{Z} \mathcal{J} F q \delta T_{eb}^{-1} \delta T_e^{-1} \{ \delta (r - \bar{X}) \left( \frac{q}{m} A(\bar{X}) - \nu(\bar{Z}) \right) \}.
$$

(3.100)
In order to move the particle Lagrangian under the spatial integration with respect to \( r \) the following identity has been used:

\[
\int dt \int d^6 \bar{Z} \bar{J} \frac{d}{dt} (\bar{F} H) = \int d^4 r \int d^6 \bar{Z} \bar{J} \frac{\partial}{\partial t} \left[ \bar{F}(\bar{Z}, t, \delta^{(3)}(r - \bar{X}) H[\phi(r, t), A(r, t), \cdots]\right]
\]

\[
+ \nabla \cdot \left[ \frac{\Delta F(\bar{Z}, t)}{\delta^{(3)}(r - \bar{X}) H[\phi(r, t), A(r, t), \cdots]\right].
\]  

(3.101)

In the energy density function (3.98) the Poisson equations can be inserted in the \(-\Phi \epsilon_0 \nabla \cdot E\) term. This eliminates the electric potentials \( \phi \) and \( \phi_0 \) from the particle Hamiltonian. A similar cancellation of the \( \Phi J_{\text{tot}} \) and the electric potential terms in the Hamiltonian also exists.

### Maxwell equations in terms of free and bound charge

The Maxwell equations (3.93)-(3.94) take forms that are rather lengthy and complicated. A better understanding of the gyrokinetic Maxwell equations is gained by formulating the source terms in terms of “free” and “bound” charge and current as suggested by classical electrodynamics [52].

\[
\epsilon_0 \nabla \cdot E = \bar{\rho} - \nabla \cdot \bar{P},
\]

(3.102a)

\[
\frac{1}{\mu_0} \nabla \times B = \bar{J} + J_{\text{pol}} + J_M + \epsilon_0 \frac{\partial E}{\partial t},
\]

(3.102b)

where \( (\bar{\rho}, \bar{J}) \) denotes the free gyrocenter charge and current respectively; \(-\nabla \cdot P = \rho_{\text{pol}}\) is the polarization charge; \( J_{\text{pol}} = \frac{\partial}{\partial t} P \) denotes the polarization current and \( J_M = \nabla \times M \) is the magnetization current. In the classical sense all particles in a fully ionized plasma are considered free particles. The free “gyrocenter charge” is associated with the charge carried by the gyrocenters having unperturbed (gc) gyroorbits. Similarly, the polarization charge is not bound charge but describes the charge accumulation due to deviations from the unperturbed guiding-center dynamics caused by the perturbations \( (\phi, A) \). This identification can be seen by rewriting the general Poisson equation (3.93) as

\[
\epsilon_0 \nabla \cdot E = \sum_\alpha q_\alpha \int d^6 \bar{Z} \bar{J} \left[ \bar{F}(\delta(r - T_{\epsilon B}^{-1} \bar{X})) + \bar{F}(\delta T_{\epsilon B}^{-1} - 1) \delta(r - T_{\epsilon B}^{-1} \bar{X}) \right],
\]

(3.103)

where the first term corresponds to the “free gyrocenter charge” and the last term is the polarization charge. The polarization charge is therefore not bound in the classical sense but is bound to the free gyrocenter charge. Similarly, the free and bound parts of the current density can be identified using the pullback representation [18]. This shows that the magnetization...
current consists of two parts: an intrinsic contribution due to the intrinsic magnetization dipole moment which arise from the fast cyclotron motion \( M_{\text{intr}} \propto \mu \), and a contribution due to the comoving polarization charge Ref. [52] [(chap. 6.7)] \( M_P \propto P \times \dot{X} \).

With these identifications we see that under the assumption of quasineutrality \( \bar{\rho} - \nabla \cdot P = 0 \), the free gyrocenter charge

\[
\frac{\partial}{\partial t} \bar{\rho} = \nabla \cdot \frac{\partial}{\partial t} P = -\nabla \cdot \dot{J} \tag{3.104}
\]

and the polarization charge

\[
\frac{\partial}{\partial t} \rho_{\text{pol}} + \nabla \cdot \mathbf{J}_{\text{pol}} = 0 \tag{3.105}
\]

are conserved. In the gyrokinetic equations the polarization vector is explicitly time dependent through the perturbed potential \( (\phi, A) \) which therefore leads to a finite polarization current. Under the gyrokinetic ordering presented in Sec. (3.2.2) we expect the polarization current to appear at \( O(\epsilon_\delta \epsilon_\omega \epsilon_\perp) \). The gyrokinetic Maxwell equations are not derived to this order in previous contributions so the polarization current has not been explicitly derived. However, seen in the light of the central role played by the polarization current in the conservation laws of free gyrocenter and polarization charge, the identification and derivation is of theoretical interest. An explicit derivation will be given in the long wavelength limit in Sec. (3.4.4).

The polarization current \( \frac{\partial}{\partial t} P \) should not be confused with the current arising from the polarization drift \( v_p = \frac{1}{\Omega} \hat{b} \times \frac{d}{dt} \dot{X} \). Remember that the polarization vector vanishes when \( \epsilon_\delta \to 0 \), whereas the polarization drift does not. The polarization drift is a result of being in a non-inertial reference frame moving with \( \mathbf{W} \) whereas the polarization current is due to an explicit time dependence of the polarization vector. However, in the symplectic formulation the perturbed potentials are moved to the symplectic part of the one-form which gives rise to a “\( \langle A \rangle \)” polarization drift making the distinction more difficult. In passing we note that from Eq. (3.104) no polarization density due to \( \phi_0 \) should be expected in the gyrokinetic Poisson equation simply because the last term vanishes as \( \epsilon \to 0 \). The gyrokinetic polarization charge arise due to deviations from the guiding-center dynamics when the perturbed fields are introduced. Therefore, the polarization charge due to \( \phi_0 \) resides in the gyrokinetic volume element, which contains the term \( \hat{b} \cdot \nabla \times \mathbf{D} = B^{-1} \nabla_\perp^2 \phi_0 + O(\epsilon_B) \).

This analog to classical electrodynamics has been demonstrated for the guiding-center Vlasov-Maxwell system in e.g. Ref. [90, 105] and in generalized terms for the gyrokinetic Vlasov-Maxwell system in Ref. [19, 18].
3.4 Long wave length limit of $H_2$

In their most general forms the gyrokinetic Vlasov-Maxwell equations (see sections 3.2.2, 3.2.2 and 3.3.1) are often too complex and complicated for most practical applications. Especially the quadratic terms in the gyrokinetic Hamiltonian are cumbersome in numerical simulations. The quadratic terms are the generators of polarization and magnetization in the Maxwell equations and must be kept. It is therefore common practice to simplify the gyrokinetic model by introducing additional approximations. In general the simplifications of the quadratic terms fall into two categories: (i) in the linearized approach the Maxwell equations are linearized assuming a Maxwellian background distribution function in $\mu$, $\bar{F}_0 \propto \exp(-\mu B/T)$ in the polarization charge and in the magnetization and polarization currents. In this approach the full FLR effects $k_\perp \rho_i \sim 1$ are retained. First examples of the linearized gyrokinetic model can be found in Ref. [36, 58] (electrostatic, slab geometry). In Ref. [47] the linearized equations are presented including shear Alfvénic fluctuations and lately the linearized gyrokinetic equations including a time independent background electric potential $\phi_0$ and compressional Alfvénic perturbation were presented in Ref. [48]. (ii) By taking the gyrokinetic second order Poincaré one-form in the long wavelength limit (LWL) $\epsilon^3_\perp \ll 1$, equations are obtained which are able to describe the evolution of an arbitrary distribution function $\bar{F}$, but at the expense of retaining only the FLR effects to the lowest orders $\epsilon^3_\perp \ll 1$ in the polarization and magnetization vectors. The LWL is feasible for global descriptions where full FLR effects are assumed to be less important. This limiting form of the gyrokinetic Vlasov-Maxwell equations could be feasible for edge/SOL turbulence where the fluctuation amplitudes $\delta n/n \sim 0.1 - 0.5$ approaches unity and $k_\perp \rho_i \lesssim 0.1[94, 11, 103]$. However, the importance of keeping full FLR effects in the polarization and magnetization densities in edge turbulence models is yet unclear [57].

In this section we derive the gyrokinetic Vlasov-Maxwell equations in the limit where second order terms in the gyrokinetic one-form are taken in the LWL. As already mentioned no second order perturbations are transferred to the symplectic part of the gyrokinetic Poincaré one-form in either formulation of gyrokinetic, leaving the original Hamiltonian Eq. (3.19) and symplectic Eq. (3.57) Poisson brackets unchanged. All approximations are carried out on the gyrokinetic Poincaré one-form, such that all equations of motion and the corresponding energy theorem follow from variations of the same Poincaré one-form which guarantees energetic consistency automatically. An alternative approach is to apply the approximations in the pull-back representations of the gyrokinetic Maxwell equations. Following this approach, the derivation of an energy theorem consistent with the equations of motion is not automatically guaranteed.

The remaining part of this section is organized as follows. In Sec. 3.4.1 we
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invoke common approximations to the gyrokinetic Hamiltonian, consistent with the gyrokinetic ordering. Next, we present the gyrokinetic Vlasov-Maxwell equation taking the Hamiltonian in the long wave length limit. In Sec. 3.4.2 we present the Vlasov-Maxwell equations in the Hamiltonian formulation of gyrokinetics. The corresponding equations in the symplectic formulation of gyrokinetic are found in Sec. 3.4.3. Lastly, in Sec. 3.4.4 we present the Vlasov-Maxwell equations in a version which includes the polarization current in the Amperes equation. Details of the long wavelength calculations can be found in Appendix 3.A.1.

3.4.1 Simplified Hamiltonians

The gyrokinetic Hamiltonians $H_{1,2}$ are in their most general form very complex. For practical purposes the gyrokinetic one-form is approximated. We will make the following approximations which are widely applied in the literature.\[49, 15, 36, 48\]

1. In the fluctuating potentials ($\phi, A$) we neglect the $O(\epsilon_B, \epsilon_E^2)$ part of the guiding-center transformation $x = (X + \rho_0) = O(\epsilon_B, \epsilon_E^2)$. An $O(\epsilon_E^2)$ term $\propto \rho \mathbf{b} \cdot \nabla \times D$ enters the guiding-center transformation. Discarding these higher order corrections is in agreement with the ordering $\epsilon_\delta \sim \epsilon_E$.

2. The zeroth order velocity $v_0$ appearing in the first and second order gyrokinetic transformation is approximated as $v_0 = W + c_\perp$, thus neglecting $O(\epsilon_B, \epsilon_E \epsilon_\omega, \epsilon_E^3)$ contributions in the $O(\epsilon_\delta)$ equations.

3. In the second order Hamiltonians Eq. (3.105) and Eq. (3.106), only the leading order term $\{\theta, \mu\}$, in $\frac{1}{2}\{S_1, h_1\}$ is retained. The magnitude of the $\{\bar{X}, \bar{X}\}$ term is comparable to the $\{\theta, \mu\}$ term, but the $\{\bar{X}, \bar{X}\}$ term leads to terms in the Maxwell equations which are at least $O(\epsilon_E)$ smaller than the terms kept, and is therefore neglected (see App. (3.A.1)).

4. The $O(\epsilon_E \epsilon_\delta)$ term, $-q \langle \mathbf{A}_\perp \cdot D \rangle$ is kept in the second order Hamiltonian.

Hamiltonian formulation Invoking these approximations the explicit expression of the Poincaré one-form in the Hamiltonian formulation is given by

$$\Gamma = \gamma_0^E \cdot d\mathbf{Z} - [\mathcal{H}_0 + H_1 + H_2] d\tau$$

(3.106)

where the first and second order Hamiltonian are defined as

$$H_1 = q \langle \phi - A \cdot (\mathbf{b} \mathbf{u} + c_\perp) \rangle = q \langle \psi_0 \rangle - q \langle \mathbf{A} \cdot c_\perp \rangle,$$

(3.107a)

$$H_2 = -q \langle \mathbf{A}_\perp \cdot D \rangle + \frac{q^2}{2m} \delta A \cdot \delta A - \frac{q^2}{2m} \frac{\partial}{\partial \bar{\mu}} \left< \bar{\psi} \hat{S}_1 \right> >.$$  (3.107b)
This result is in agreement with the previous results in Refs. [48, 19] in the limit where \( \frac{\partial}{\partial t} \phi_0 = 0 \). We note that in the Hamiltonian formulation the magnetic perturbation retains the “canonical” form \( q \mathbf{A} \cdot \mathbf{v} \) and acts as a potential in line with the electric potential \( \phi \).

**Symplectic formulation** In the symplectic formulation the explicit expression for the Poincaré one-form reads

\[
\bar{\Gamma} = \gamma_0^E \cdot d \bar{Z} + q \langle \mathbf{A} \rangle \cdot d \mathbf{X} - [\mathcal{H}_0 + H_1 + H_2] d\tau,
\]

where the first and second order Hamiltonian reads

\[
H_1 = q \langle \phi - \mathbf{A} \cdot \mathbf{c}_1 \rangle,
\]

\[
H_2 = \frac{q^2}{2m} \langle A^2 \rangle - \frac{q^2 \langle A_\parallel \rangle^2}{2m} - \frac{q^2}{2m} \frac{\partial}{\partial \mu} \langle \psi \frac{\partial S_1}{\partial \theta} \rangle + \frac{1}{B} \langle A_\perp \rangle \cdot \hat{b} \times \nabla H_1
\]

\[
+ \frac{q}{B} \hat{b} \times \langle A_\perp \rangle \cdot \nabla \langle \mathbf{A} \rangle \cdot \mathbf{W} - \frac{q}{2B} \mathbf{D} \cdot \nabla \langle A_\perp \rangle \cdot \hat{b} \times \langle A_\perp \rangle.
\]

This does not fully agree with previous results. The result should agree with Ref. [19] in the limit \( D \to 0 \). In this limit the second last term: \( \frac{q^2}{2m} \hat{b} \times \langle A_\perp \rangle \cdot \nabla \langle A_\parallel \rangle \), does not appear in eq.(173) Ref. [19]. However, considering the general expression for \( H_2 \) Eq. (129) in Ref. [19] we find that the expression is identical to (3.39). This can be seen using the Jacobi identity. The last term in this general expression for \( H_2 \) eq.(129) of Ref. [19] gives us the missing term.

In the following these approximated Hamiltonians form the basis of the derivations in the long wave length limit.

### 3.4.2 Hamiltonian formulation of gyrokinetics

In the long wave length limit discarding terms of \( \mathcal{O}(\epsilon_\perp^3, \epsilon_\parallel^3) \) or higher, the second order Hamiltonian \( H_2 \), Eq. (3.107), reads

\[
H_2 = -q \left[ \mathbf{A}_\perp + \frac{\rho_0^2}{4} \nabla_\perp^2 \mathbf{A}_\perp \right] \cdot \mathbf{D} + \frac{q^2}{2m} \langle A_\parallel^2 + \frac{\rho_0^2}{2} A_\parallel \nabla_\perp^2 A_\parallel \rangle
\]

\[
- \frac{m}{2B^2} |\nabla_\perp \psi_0|^2 + \frac{\mu}{2B} (B_\parallel^2 + B_\perp^2) - \frac{q}{B} \hat{b} \cdot \nabla \psi_0 \cdot \mathbf{A}_\perp,
\]

where

\[
\nabla_\perp \psi_0 \equiv \nabla_\perp \phi - u \nabla_\perp A_\parallel,
\]

and the perturbed magnetic fields are defined as

\[
B_\parallel = \hat{b} \cdot \nabla_\perp \times \mathbf{A}_\perp,
\]

\[
B_\perp = \nabla A_\parallel \times \hat{b}.
\]
The zeroth and first order parts of the gyrokinetic one-form $\bar{\Gamma}$ Eq. (3.106) retain full FLR effects and are not modified.

The third second term in $H_2$ is the collisionless skin depth term which is an artifact of the Hamiltonian formulation of gyrokinetics. This term does not introduce turbulence at the skin depth scale but can cause cancellations problems in the parallel Amperes equation in numerical simulations. The fourth term represents the lowest order FLR correction to the skin depth term and might get important as the physical important part of the skin depth term is small and only appears after a cancellation of two large terms in the parallel current and in the skin depth term itself. The FLR correction to the skin depth term has not been derived in previous contributions.

In the Hamiltonian formulation of gyrokinetic’s, magnetic perturbations are retained in the Hamiltonian which implies that the magnetic perturbations and the electric potential form the generalized potential $\psi = q^{-1}H_1$. The generalized potential results in the perpendicular drifts $(B^{-1}\dot{b} \times \nabla \langle \psi \rangle)$ (see Eq. 3.116c). The energies associated to these perpendicular drifts, except the modified grad-B drift which is of $O(\epsilon_\perp^4)$, are contained in the $|\nabla \psi_0|^2$ term. The first order perturbed perpendicular currents interact with the perpendicular magnetic perturbation described by the term $-q/B\hat{b} \times \nabla \psi_0 \cdot A_\perp$.

Due to the perturbed magnetic fields we get a correction $\bar{\mu}/(2B)(B_\parallel^2 + B_\perp^2)$ to the fluctuating perpendicular energy $\bar{\mu}B = mc_\perp^2/2 + \cdots$, appearing in the guiding-center Hamiltonian $h_0$. The correction due to $B_\parallel$ appears on a different form in comparison with other works e.g. Ref. 19, 18, because there the correction is calculated from the first order Hamiltonian taken in the LWL. The correction due to the perpendicular magnetic field has to the knowledge of the author never been presented before. As we show in this section this term is responsible for intrinsic magnetization, originating from the cyclotron motion, in the parallel Amperes equation.

Now we derive the Maxwell equations by varying the gyrokinetic action

$$S = \int d\tau \int d^3r L_f + \int d\tau \int d^8z m_2^2 B_\parallel^* \vec{F}_E \cdot [\gamma \dot{E} - \dot{Z} - H],$$

(3.114)

where the total gyrokinetic Hamiltonian is defined as

$$H = H_0 - H_1 - H_2,$$

(3.115)

with the second order Hamiltonian taken in LWL Eq. (3.110).
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Equations of motion

The equations of motion follow from the general expression Eq. (3.47)

\[ \dot{X} = \frac{B^*}{mB^*_∥} \frac{\partial H}{\partial u} + \frac{1}{qB^*_∥} \hat{b} \times \nabla H + \frac{1}{B^*_∥} \hat{b} \times \frac{\partial A^*}{\partial t}, \] (3.116a)

\[ \dot{u} = -\frac{B^*}{mB^*_∥} \cdot \nabla H - \frac{q}{mB^*_∥} B^* \cdot \frac{\partial A^*}{\partial t}. \] (3.116b)

To lowest order the equations of motion equal the guiding-center counterparts (see Sec. 2.2.3) including the polarization drift \((\Omega - \frac{1}{B^*_∥} \hat{b} \times (\partial_t + W \cdot \nabla) D)\) of the background electric field. The most important contribution of the perturbed electromagnetic potentials is the term \((1/B^*_∥) \hat{b} \times \nabla \psi\), which consists of the following perturbed particle drifts responsible for the radial turbulent transport:

- electrostatic perturbed \(E \times B\)-drift: \(B^*_∥^{-1} \hat{b} \times \nabla \langle \phi \rangle\),
- the magnetic flutter drift: \(-uB^*_∥^{-1} \hat{b} \times \nabla \langle A_∥ \rangle\),
- and the perturbed grad-B drift: \(-B^*_∥^{-1} \hat{b} \times \nabla \langle c_⊥ \cdot A_⊥ \rangle = \vec{\mu}/(qB) \hat{b} \times \nabla B_∥ + \cdots\).

As a consequence of keeping the perturbed potentials in the Hamiltonian the corresponding polarization drifts do not appear to the order retained here.

Poisson equation

Variation of the action \(S\) with respect to \(\phi(r)\) yields the Poisson equation

\[ \epsilon_0 \nabla \cdot E = \sum_\alpha q\bar{N}_\alpha - \nabla \cdot P^\phi_\alpha, \] (3.117)

where the gyroaveraged gyrocenter density is

\[ \bar{N} = \int d^6 \bar{Z} m^2 B^* F \langle \delta(r - \bar{X} - \rho_0) \rangle, \] (3.118)

and \(P^\phi\) denotes the polarization vector

\[ P^\phi = \int d^6 \bar{Z} m^2 B^* \mathcal{P}^\phi, \] (3.119)

where

\[ \mathcal{P}^\phi = -\bar{F} \delta(r - \bar{X}) \left[ \frac{m}{B^2} \nabla_\perp \psi_0 + \frac{q}{B} A_\perp \times \hat{b} \right] \] (3.120)

is the polarization density vector. We note that only the gyroaveraged density “\(\bar{N}\)” contains (\(\vec{\mu}\)-dependent) FLR corrections. The polarization vector
in the LWL describes finite inertia effects. The first term $\nabla_\perp \psi_0$ is the gyrokinetic realization of the polarization drift as a shielding term here also including the magnetic perturbations as they appear as potentials in the Hamiltonian. The second term $(-\nabla \cdot (\vec{F} q/\bar{B} A_\perp \times \hat{b}) = NB_\parallel/B)$ appears because the velocity coordinates in the Hamiltonian formulation are canonical $v_\perp \approx c_\perp + q/m_\perp A_\perp$, and is not a gyrokinetic shielding term representing the perpendicular inductive electrical field as claimed in Ref. [48, 18, 19]. In the long wavelength limit the total time derivative of the gyrokinetic Poisson equation (assuming quasi-neutrality) resembles the drift fluid vorticity equation (see Chap. 4.3) [16, 9, 89]. Rederiving the vorticity equation in terms of the canonical velocity component show exactly this term. Also, the term does not appear in the symplectic formulation of gyrokinetics (see Sec. 3.4.3), where the velocity coordinates are not canonical. The inductive part of the $E \times B$-drift should appear at $O(\epsilon_\delta \epsilon_\perp \epsilon, \epsilon_\parallel)$ which is not retained here. Actually, the last term represents a part of the inductive $E \times B$-flow as we will demonstrate in Sec. 3.4.4.

Poisson equation II Variation of the action $S$ with respect to $\phi_0(r)$ yields the Poisson equation

$$ \epsilon_0 \nabla \cdot E = \sum_\alpha q \bar{N}_0 \alpha - \nabla \cdot P^\phi_0, $$

(3.121)

where the background FLR-corrected density is

$$ \bar{N}_0 = \int d^6Z B^*_\parallel q \bar{F} \delta(r - \bar{X}) + \nabla \cdot \left( \frac{\hat{b}}{B} \times \nabla \times \left[ \hat{b} \frac{m \mu \bar{F} \delta(r - \bar{X})}{2q} \right] \right), $$

(3.122)

and the polarization vector $P^\phi_0$ is given by

$$ P^\phi_0 = \int d^6Z m^2 B^*_\parallel \frac{m \bar{F} \delta(r - \bar{X})}{B} \hat{b} \times (\dot{\bar{X}} - D) $n

$$ - \frac{q \bar{F} \delta(r - \bar{X})}{B} \left[ A_\perp + \frac{\mu_0}{4} \nabla_\perp^2 A_\perp \right] \times \hat{b}. $$

(3.123)

We notice that no terms of $O(\epsilon_E)$ appear in $P^\phi_0$ because the $D$-part of $\dot{\bar{X}}$ is canceled: $\hat{b} \times (\dot{\bar{X}} - D) \sim O(\epsilon_\delta, \epsilon_\perp^2, \epsilon_B)$. The second term is a reminiscence of the Hamiltonian formulation of gyrokinetics and arise because the velocity component is canonical.

As we discussed in Sec. 3.3.1 we have not clarified whether $\phi_0$ and $\phi$ can be simultaneously determined in the current framework. Furthermore, $\phi_0$ cannot easily be determined from (3.121). In most applications quasi-neutrality is assumed. The leading order $\phi_0$ dependent term is the $O(\epsilon_E^3)$ order polarization drift current term in the $m \bar{F}/B \hat{b} \times (\dot{\bar{X}} - D)$ term, which
is nonlinear in $\phi_0$ and is not easily solved in numerical simulations. Furthermore the equation gets quite involved because the full $\dot{X}$ must be retained in the first term in order to ensure energetic consistency. This is a consequence of having moved the background $E \times B$-drift $D$ into the symplectic part of $\Gamma$. If the frame of reference is not moving with $D$ a shielding term $\nabla \cdot (m \vec{F} / B \nabla \psi_0)$ would appear in the polarization vector $P^{\phi_0}$. In some sense Eq. (3.117) is more suitable for determining the perturbed potentials $(\phi, A)$ as the the first term in $P_{\phi_0}$ contains a term $\nabla \cdot (m \vec{F} / B \nabla \psi_0)$. All in all we are not very confident that the Poisson equation Eq. (3.121) is a helpful expression for a self consistent determination of the strong background electric field $\phi_0$, but future investigation will hopefully clarify this. The main argument for showing the result is that the polarization vector $P^{\phi_0}$ is used to rewrite the energy theorem on a form which resembles earlier contributions.

**Parallel Amperes equation**  Variation of the action $S$ Eq. (3.67) with respect to $A_\parallel (r)$ yields

$$-\epsilon_0 \frac{\partial E_\parallel}{\partial t} + \frac{1}{\mu_0} \hat{b} \cdot \nabla \times B = \bar{J}_\parallel + J_{M\parallel}$$

$$-\frac{q^2}{m} [N A_\parallel + \frac{P_\perp}{m \Omega^2} \nabla^2 A_\parallel + A_\parallel \nabla^2 \left( \frac{P_\perp}{2 m \Omega^2} \right)], \quad (3.124)$$

where $\bar{J}_\parallel$ denotes the gyroaveraged parallel current

$$\bar{J}_\parallel = \int d^6 \bar{Z} m^2 B_\parallel^* \bar{F} \delta (r - X - \rho_0), \quad (3.125)$$

and $J_{M\parallel}$ is the parallel part $(\hat{b} \cdot \nabla \times M)$ of the magnetization current

$$J_{M\parallel} = \nabla_\perp \cdot \int d^6 \bar{Z} m^2 B_\parallel^* \bar{F} \delta (r - X)(- \mathcal{P}^\phi u + \frac{\mu_0 B}{B^2} \hat{b} \times B_\perp). \quad (3.126)$$

The perpendicular pressure enters the last two terms and is defined as

$$P_\perp = \int d^6 \bar{Z} m^2 B_\parallel^* \bar{F} \mu B \delta (r - X) \quad (3.127)$$

The first term in $J_{M\parallel}$ is the magnetization current due to the comoving polarization charge (see Ref. (chap. 6.7))

$$\nabla_\perp \cdot \int d^6 \bar{Z} m^2 B_\parallel^* \bar{F} \delta (r - X)(- \mathcal{P}^\phi u)$$

$$= \hat{b} \cdot \nabla \times \int d^6 \bar{Z} m^2 B_\parallel^* \bar{F} \mathcal{P}^\phi \times u \hat{b} + O(\epsilon_B^2) \quad (3.128)$$
and the last term is the parallel intrinsic magnetization current: \( \hat{b} \cdot \nabla \times M_{\text{intr}} = \nabla \cdot (M_{\text{intr}} \times \hat{b}) + O(\epsilon_B) \). This term represents the diamagnetic response of the cyclotron motion to the perpendicular magnetic perturbations. The intrinsic magnetization did not appear in previous contributions, e.g. [48, 19]. The last three terms is the collisionless skin depth term with lowest order FLR corrections. The polarization current \( \partial_t P_\phi \) does not appear in the parallel Amperes equation because the polarization vector vanishes in parallel direction to the order considered here.

### Perpendicular Amperes equation

Variation of the action \( S \) Eq. (3.67) with respect to \( A_\perp(r) \) yields

\[
-\epsilon_0 \frac{\partial E_\perp}{\partial t} + \frac{1}{\mu_0} (\nabla \times B)_\perp = J_D + J_\psi_0 + J_{M\mu} + J_{\text{pol}},
\]

(3.129)

where

\[
J_D = \int d^6 x m^2 B^*_\parallel \left[qF D + \nabla^2 (F D \hat{b} \frac{\hat{b} B}{2B \Omega}) \right] \delta(r - \bar{X}),
\]

(3.130)

is the gyroaveraged current of the strong \( E \times B \)-drift \( D \), and

\[
J_\psi_0 = \int d^6 x m^2 B^*_\parallel \frac{qF}{B} \hat{b} \times \nabla \psi_0,
\]

(3.131)

is the current due to the perturbed potentials. The intrinsic magnetization current is

\[
J_{M\mu} = \int d^6 x m^2 P^{\perp} \langle \delta(r - \bar{X} - \rho_0)c_\perp \rangle - \nabla \times \left( \frac{F \delta(r - \bar{X}) \hat{b} B_\parallel \hat{b}}{B} \right).
\]

(3.132)

The first term contains the classical diamagnetic dipole moment \(-\mu \hat{b}\). The magnetization current due to the comoving polarization charge, \( \propto \nabla \times (P^\phi \times D) \) is of \( O(\epsilon_E \epsilon_\delta) \) and enters at next order in the perturbation analysis. It is interesting to note that the polarization drift current (\( \propto \hat{b} \times (\partial_t + D \cdot \nabla)D \)) does not appear in the perpendicular Amperes equation as the term is of \( O(\epsilon_E \epsilon_\omega, \epsilon_\delta^3) \). The “missing” polarization drift current is a consequence of the simplifications made to the Hamiltonians in Sec. 3.4.1, where only zeroth order guiding-center drifts (\( \bar{X} \approx v_0 \)) were retained when appearing in combination with the perturbed fields.

### Energy Theorem

The local energy density is obtained from Eq. (3.98)

\[
\mathcal{E} = \frac{\epsilon_0 E^2}{2} + \frac{B^2}{2\mu_0} - \nabla \phi \cdot P^\phi - \nabla \phi_0 \cdot P^{\phi_0}
\]

\[
+ \int d^6 x m^2 B^*_\parallel F \delta(\bar{X} - r) [H - q\phi_0 - \frac{m\mu_0}{2q} \hat{b} \cdot \nabla \times D - q(\phi) ],
\]

(3.133)
where partial integration and the Poisson equations have been inserted to eliminate the $\Phi \varepsilon_0 \nabla \cdot E$ term. The energy density can be put on a form which resembles earlier results by inserting the explicit expressions of polarization vectors Eq. (3.120) and Eq. (3.123)

$$E = \varepsilon_0 E^2 + \frac{B^2}{2\mu_0} + \int d^6 \vec{Z} m^2 B^r \delta(r - \vec{X}) \vec{F} \left\{ \mu B + \frac{1}{2} m W^2 \right\}$$

$$\Phi = -q \langle c \cdot A \rangle - q(\vec{c} \cdot \vec{A}_\perp) + \frac{q^2}{2m}(A^2 + \frac{\mu_0}{2} A^2 \nabla^2 A) + \frac{\mu}{2B}(B^2 + B^2)$$

$$+ \frac{1}{2} m u^2 E - \frac{m u^2}{2B^2} B^2 - \frac{q u}{B} A \cdot B + m \vec{D} \cdot [\vec{X} - \vec{D}] \right\},$$

(3.134)

This result resembles the results of earlier contributions \[19, 48\] but there are some differences. Naturally, the inclusion of new terms in the LWL second order Hamiltonian result in new terms in the energy theorem. However, we also find other differences that are associated with the usage of the Poisson equation Eq. (3.121). We notice that all electric potential terms are no longer present in the Hamiltonian. This also includes the lowest order FLR correction $\frac{m \mu}{2q} \vec{b} \cdot \nabla \times \vec{D}$ of $\Phi_0$. In earlier contribution this term appears in the energy theorem whereas it is canceled by the $\Phi_0 \nabla \times \vec{P}^\alpha$ term in this paper. Similarly, terms originating from the term, $-\langle A \cdot D \rangle$ do not appear in the energy density $E$ but persists in Ref. \[48\], which again can be ascribed the elimination of potential like terms by inserting the Poisson equation associated with $\Phi_0$ Eq. (3.121).

Including the boundary terms which appear due to partial integration when the explicit polarization vectors were inserted into the general energy expression Eq. (3.133) the energy flux density $S$ Eq. (3.99) reads

$$S = \frac{1}{\mu_0} E \times B - (\Phi_0 + \Phi) J^{tot} + \int d^6 \vec{Z} \vec{J} \vec{F} \vec{H} \delta(r - \vec{X})$$

$$+ \frac{\partial}{\partial t} \left[ P_{\phi} \phi + P_{\phi_0} \phi_0 + \vec{D} \times \left( \frac{b m \mu F}{2q} \delta(r - \vec{X}) \right) \right]$$

$$- \frac{\phi_0}{B} \vec{b} \times \nabla \times \left( \frac{b m \mu F}{2q} \delta(r - \vec{X}) \right),$$

(3.135)

where the total current is

$$J^{tot} = \vec{b}(\vec{J}_\parallel + \vec{J}_M) + \vec{J} + J_{\psi_0} + J_M,$$

(3.136)

which is the sum of the currents in the parallel (see Eq. (3.124)) and perpendicular (see Eq. (3.20)) Amperes equations. We note that

$$\frac{1}{\mu_0} E \times B - \Phi J_M = \frac{1}{\mu_0} E \times B + \nabla \Phi \times M \approx E \times H$$

(3.137)

where $H = \frac{1}{\mu_0} B - M$, denotes the auxiliary magnetic field. The “missing” $\frac{\partial}{\partial t} \vec{A} \times M$ term is of $O(\varepsilon^2 \varepsilon_{\omega})$ and is expected to be found if the calculations are taken to $O(\varepsilon^3)$. 
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3.4.3 Symplectic formulation of gyrokinetics

Now we derive the gyrokinetic Vlasov-Maxwell equations as they appear in the symplectic formulation of gyrokinetics (see Sec. 3.4.1). Again, we take the second order Hamiltonian in the long wave length limit discarding all terms of order $O(\epsilon^2, \epsilon^2)$ or higher

$$H_2 = -\frac{m}{2B^2} |\nabla \psi_0|^2 + \frac{\mu}{2B}(B_{\parallel}^2 + B_{\perp}^2) + \frac{\mu}{B} A_\perp \cdot \hat{b} \times \nabla B_\parallel. \quad (3.138)$$

We refer the reader to appendix 3.A.1 for details of the calculations. In comparison with the LWL second order Hamiltonian in the Hamiltonian formulation Eq. (3.110), $H_2$ is simplified. This is a result of moving parts of the magnetic perturbations to the symplectic part of the Poincaré one-form (see Sec. 3.2.2). Only the fourth term ($\mu/B A_\perp \cdot \hat{b} \times \nabla B_\parallel$) is new and describes the nonlinear interaction of the gyroaveraged perpendicular magnetic perturbation ($\langle A \rangle$), which resides in the symplectic part of the Poincaré one-form, and the modified grad-B drift ($\mu/B \hat{b} \times \nabla B_\parallel$) which appear in the first order Hamiltonian through the term, $-\langle A_\perp \cdot \hat{c}_\perp \rangle$.

Now we derive the Maxwell equations by varying gyrokinetic action

$$S = \int d\tau \int d^3r L_f + \int d\tau \int d^8\bar{Z} m^2 B^{**} F_E \left[ \langle \gamma E \rangle + \langle \gamma_1 \rangle \cdot \dot{\hat{Z}} - H \right], \quad (3.139)$$

where the Hamiltonian is given by

$$H = \mathcal{H}_0 - H_1 - H_2, \quad (3.140)$$

with the second order Hamiltonian taken in LWL Eq. (3.138).

Equations of motion  The equations of motion follow from the general expression Eq. (3.140)

$$\dot{\bar{X}} = \{ \bar{X}, H \}_S = \frac{B^{**}}{mB^{**}} \frac{\partial H}{\partial u} + \frac{1}{qB^{**}} \dot{\bar{b}} \times \nabla H + \frac{1}{B^{**}} \dot{\bar{b}} \times \frac{\partial A^{**}}{\partial t}, \quad (3.141a)$$

$$\dot{\bar{u}} = -\frac{B^{**}}{mB^{**}} \cdot \nabla H - \frac{q}{mB^{**}} B^{**} \cdot \frac{\partial A^{**}}{\partial t}. \quad (3.141b)$$

To lowest order the equations of motion equal the guiding-center equations of motion (see Sec. 2.2.3). In the symplectic formulation the perturbed $E \times B$-drift ($B^{**-1}\dot{\bar{b}} \times \nabla \langle \phi \rangle$) and the perturbed grad-B drift ($B^{**-1}\dot{\bar{b}} \times \nabla \langle c_\perp \cdot A_\perp \rangle$) are the leading order perturbed drifts. The magnetic perturbations are contained in the generalized magnetic field $B^{**}$ and appear as “polarization drifts” or more correct as the perturbed inductive $E \times B$-drift ($B^{**-1}\dot{\bar{b}} \times \frac{\partial A_\parallel}{\partial t}$). The parallel acceleration contains the inductive part of the electric field $-q/m\partial_t \langle A_\parallel \rangle$. Inductive terms are not desirable in many
numerical schemes especially Particle in Cell (PIC) codes. Common practice in PIC codes is to formulate the Vlasov equation as a system of ordinary differential equations (ODE’s) using the method of characteristics. In order to apply the method of characteristics (here considering only shear Alfvén dynamics, $A_\perp = 0$) the inductive term is replaced by the parallel electric field $-\partial_t A_\parallel = E_\parallel$, which can be solved for in a generalized Ohm’s law. The generalized Ohm’s law is not easily solved numerically, because the cancellation problem of the parallel Amperes equation in the Hamiltonian formulation of gyrokinetic now appears in the generalized Ohm’s law. Also, the generalized Ohm’s law requires the calculation of various higher order moments which is numerically demanding. However, these observed disadvantages might not be a problematic in continuum Vlasov solvers and in gyrofluid models.

**Poisson equation I** Variation with respect to $\phi$ yields
\[
\epsilon_0 \nabla \cdot E = q\bar{N} - \nabla \cdot P_\phi^S, \tag{3.142}
\]
where $\bar{N}$ (see Eq. 3.118) is the gyroaveraged gyrocenter density and $P_\phi^S$ denotes the polarization vector
\[
P_\phi^S = \int d^6\bar{Z}m^2B^{**}T_\phi^S, \tag{3.143}
\]
where
\[
P_\phi^S = -\delta(r - \bar{X}) \frac{m\dot{F}}{B^2} \nabla_\perp \psi_0 \tag{3.144}
\]
is the polarization vector density. As expected, the canonical momentum term which appears in the Hamiltonian Poisson equation does not appear because the magnetic perturbations are transferred to the symplectic part of the gyrokinetic one-form. The physical interpretation of the individual terms can be found in Sec. 3.4.2.

**Poisson equation II** Variation with respect to $\phi_0$ gives the Poisson equation
\[
\epsilon_0 \nabla \cdot E = q\bar{N}_{gc} - \nabla \cdot P_\phi^0, \tag{3.145}
\]
which resembles the corresponding Poisson equation in the Hamiltonian formulation Eq. 3.121. The Poisson equations differs only due to different volume elements. The gyrocenter density with lowest order FLR correction is
\[
\bar{N}_{gc} = \int d^6\bar{Z}m^2B^{**} F\delta(r - \bar{X}) + \nabla \cdot \left(\frac{\dot{b}}{B} \times \nabla \times \frac{\dot{b}m\mu F \delta(r - \bar{X})}{2q}\right), \tag{3.146}
\]
and the polarization vector is defined as
\[ P_S^{\phi_0} = \int d^6Z m^2 B_{\|}^{**} \frac{m\hat{F}\delta(r - \dot{X})}{B} \hat{b} \times (\dot{X} - D) \] (3.147)

**Parallel Maxwell equation**  A variation with respect to \( A_{\|} \) yields
\[ \frac{1}{\mu_0} \hat{b} \cdot \nabla \times B - \varepsilon_0 \frac{\partial}{\partial t} E_\| = \hat{J}_\| + J_{M\|}, \] (3.148)
where
\[ \hat{J}_\| = \int d\Lambda qF\langle\delta(r - X - \rho)\rangle \hat{b} \cdot \dot{X}, \] (3.149)
is the parallel current and the parallel magnetization current is
\[ J_{M\|} = \nabla_\perp \cdot \int d^6Z m^2 B_{\|}^{**} \hat{F}\delta(r - \dot{X})(-\mathcal{P}^\phi u + \frac{\mu B}{B^2} \hat{b} \times B_\perp), \] (3.150)
which consists of the contribution due to the comoving polarization charge and an intrinsic magnetization respectively.

**The perpendicular Maxwell equation**  A variation with respect to \( A_\perp \) yields
\[ -\varepsilon_0 \frac{\partial E_\perp}{\partial t} + \frac{1}{\mu_0} (\nabla \times B)_\perp = \hat{J}_\perp + J_{M\mu} \] (3.151)
where
\[ \hat{J}_\perp = \int d^6Z m^2 B_{\|}^{**} \hat{F}q\langle\delta(r - X - \rho)\rangle \hat{b} \cdot \dot{X}, \] (3.152)
is the total perpendicular gyrocenter current. The gyrocenter current contains the full gyrocenter dynamics \( \dot{X} \) including the polarization drift current associated with \( D \). The intrinsic magnetization current is given by
\[ J_{M\mu} = \int d^6Z m^2 B_{\|}^{**} \hat{F}q\langle\delta(r - X - \rho)\rangle c_\perp - B_\| \nabla \times (\hat{b} \frac{\hat{F}^\mu}{B}) \]
\[ + \nabla \times (\hat{b} \nabla \cdot [A_\perp \times \hat{b} \frac{\hat{F}^\mu}{B}]) \] (3.153)
The leading order contribution of the last two terms in \( J_{M\mu} \) can be shown to be \( \mu \hat{F}/B\hat{b} \times \nabla B_\| \) which is the current of the modified grad-B drift.
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Energy Theorem  The local energy density is obtained from Eq. (3.98)
\[
E = \frac{\varepsilon_0 E^2}{2} + \frac{B^2}{2\mu_0} - \nabla \phi \cdot \mathbf{F}_S - \nabla \phi_0 \cdot \mathbf{F}_S^0
+ \int d^6Z m^2 B^{**} F\delta(\mathbf{X} - r)[H - q\phi_0 - \frac{m\mu}{2q} \mathbf{b} \cdot \nabla \times \mathbf{D} - q\langle \phi \rangle],
\]
(3.154)
where partial integration and the Poisson equations have been inserted to eliminate the \(\Phi \varepsilon \nabla \cdot \mathbf{E} \) term. The energy density can be put on a form which resembles the Hamiltonian counterpart (see Eq. (3.134)) and earlier results by inserting the explicit expressions of the polarization vectors Eq. (3.144) and Eq. (3.147)
\[
E = \frac{\varepsilon_0 E^2}{2} + \frac{B^2}{2\mu_0} + \int d^6Z m^2 B^{**} \delta(r - \mathbf{X}) F \left[ \mu B + \frac{1}{2} mW^2 
- qF(\mathbf{c}_\perp \cdot \mathbf{A}_\perp) + \frac{\mu}{2B}(B_2^2 + B_\parallel^2) + \frac{1}{2} m\mu^2 - \frac{m\mu^2}{2B^2} B_2^2 + \frac{\mu}{B} \mathbf{A}_\perp \cdot \mathbf{b} \times \nabla B_\parallel \right].
\]
(3.155)
The corresponding energy density flux is
\[
S = \frac{1}{\mu_0} \mathbf{E} \times \mathbf{B} - (\phi_0 + \phi)J^{tot} + \int d^6Z m^2 B^{**} \delta(r - \mathbf{X}) F \mathbf{H} \dot{\mathbf{X}} \delta(r - \mathbf{X})
+ \frac{\partial}{\partial t} \left[ \mathbf{P}_S^2 \phi + \mathbf{P}_S^2 \phi_0 + \mathbf{D} \times \left( \mathbf{b} \frac{m\mu F\delta(r - \mathbf{X})}{2q} \right) \right]
- \phi_0 \frac{\mathbf{b}}{B} \times \nabla \times \left( \mathbf{b} \frac{m\mu F\delta(r - \mathbf{X})}{2q} \right).
\]
(3.156)

Comparing the formulations of gyrokinetics

We have derived the Vlasov-Maxwell equations taking the second order Hamiltonian in the long wavelength limit in the Hamiltonian (Sec.3.4.2) and symplectic (Sec.3.4.3) formulations of gyrokinetics. The long wavelength limit could be a relevant description of edge region plasmas where \(k_\perp \rho_s \ll 0.1\) is often satisfied, but this limiting form also gives physical insight into the forest of terms appearing in the general gyrokinetic equations. Unless \(k_\perp \rho_i \gtrsim 1\), we can determine the dominating physical effects of the general gyrokinetic system from the long wavelength limit equations which can be quite a difficult task considering the vast complexity of the general gyrokinetic equations.

Different formulations of gyrokinetics describe identical physics but have different strengths and weaknesses in theoretical and numerical applications. In Table 3.2 highlights of the differences and similarities of the Hamiltonian and symplectic formulations of gyrokinetics are shown. In the symplectic formulation the physical interpretation of various terms is in some sense intuitively clear. Background and perturbed magnetic potentials are grouped
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#### Table 3.2: Comparison of the gyrokinetic Vlasov-Maxwell equations in the Hamiltonian and symplectic formulations.

<table>
<thead>
<tr>
<th>Equation</th>
<th>Hamiltonian</th>
<th>Symplectic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Vlasov</strong></td>
<td>Time dependent volume element: ( \partial_t B^* \approx m/(qB)\partial_t \nabla^2 \phi )</td>
<td>Time dependent volume element: ( \partial_t B^* = \partial_t B^* + \nabla \times (\partial_t A) )</td>
</tr>
<tr>
<td></td>
<td>Magnetic flutter drifts: ( u_B^* - \nabla \nabla \perp \phi \sim m/(qB) \partial_t \nabla^2 \phi )</td>
<td>Inductive ( E \times B )-drift: ( \dot{b} \times \partial_t (A_\perp) )</td>
</tr>
<tr>
<td></td>
<td>Perturbed grad-B drift: ( \mu/(qB) \hat{b} \times \nabla B \parallel )</td>
<td>Perturbed grad-B drift: ( \mu/(qB) \hat{b} \times \nabla B \parallel )</td>
</tr>
<tr>
<td></td>
<td>Intrinsic magnetization ( \hat{b} \cdot \nabla \times (B \perp \bar{F} \mu_B/B^2) )</td>
<td>Inductive electric field ( \dot{u} = q/m \partial_t (A_\parallel) + \cdots )</td>
</tr>
<tr>
<td></td>
<td>Polarization drift: ( \propto \hat{b} \times \frac{\partial}{\partial t} D )</td>
<td>Polarization drift: ( \propto \hat{b} \times \frac{\partial}{\partial t} D )</td>
</tr>
<tr>
<td><strong>Poisson</strong></td>
<td>Canonical term ( \propto NB_\parallel )</td>
<td>( \propto NB_\parallel )</td>
</tr>
<tr>
<td><strong>Ampere \parallel</strong></td>
<td>Skin depth term with FLR corrections: ( \propto NA_\parallel )</td>
<td>Intrinsic magnetization ( \hat{b} \cdot \nabla \times (B_\perp \bar{F} \mu_B/B^2) )</td>
</tr>
<tr>
<td></td>
<td>Intrinsic magnetization ( \hat{b} \cdot \nabla \times (B \perp \bar{F} \mu_B/B^2) )</td>
<td>J_\parallel \propto \langle F \rangle \hat{b} \cdot \nabla \psi_0 )</td>
</tr>
<tr>
<td><strong>Ampere \perp</strong></td>
<td>( \perp ) “free” currents: ( J_D \propto q\langle F \rangle D ) and ( J_\psi_0 \propto \bar{F} \times \nabla \psi_0 )</td>
<td>( \perp ) “free” current ( J_\perp \propto q\langle F \rangle X )</td>
</tr>
</tbody>
</table>

Together which implies that the inductive part of the electric field appears naturally. The parallel velocity coordinate \( \dot{u} \), is indeed the parallel velocity of gyrocenters. Also, the Amperes equations contain the total currents. The symplectic formulation is therefore useful in theoretical applications of the gyrokinetic theory. The physical intuitive features of the symplectic formulation makes it less useful in particle in cell simulations\(^{[29, 19]} \) and in kinetic simulations in general (when \( \phi_0 = 0 \)) because the volume element is time dependent via the inclusion of the perturbed magnetic potential in the symplectic part of the Poincaré one-form. Similar problems seems not to appear in gyrofluid equations\(^{[16]} \) derived from symplectic gyrokinetics. The main advantage of the symplectic gyrofluid equations is the “missing” skin depth term in the parallel Amperes equation\(^{[87]} \).

Keeping the magnetic potentials in the Hamiltonian implies that the gyrokinetic parallel velocity coordinate \( \dot{u} \) describes parallel gyrocenter velocity and the perturbed magnetic potential. The Hamiltonian formulation results in equations having terms which are not readily understandable but has the advantage that the magnetic perturbations appear as potentials together with the electric potential. Therefore, the inductive part of the electric field potential \( -\partial_t A \) does not enter the equations and the perturbed perpendicular drifts appear explicitly. Furthermore the volume element is only time dependent through background \( E \times B \)-drift \( D \).

#### 3.4.4 Gyrokinetics including the polarization current

In this section we present a version of the gyrokinetic Maxwell equations in which the polarization current \( \partial_t P^\phi \) appears explicitly; not to be confused
with the polarization drift current, \( \propto \Omega^{-1} \hat{b} \times [\partial_t + \mathbf{W} \cdot \nabla] \mathbf{D} \). As discussed in Sec. 3.3.1 the gyrokinetic equations conserve the gyrocenter and polarization charge to the order of the perturbative analysis (see Eq. (3.104) and Eq. (3.105) respectively). By including the polarization current explicitly we conserve the corresponding polarization charge

\[
\frac{\partial}{\partial t} \rho_{\text{pol}} = -\nabla \cdot \mathbf{J}_{\text{pol}} = -\nabla \cdot \frac{\partial}{\partial t} \mathbf{P}^\phi. \tag{3.157}
\]

Also, we obtain the magnetization current, \( \propto \nabla \times (\mathbf{P}^\phi \times \mathbf{D}) \) due to the comoving polarization charge. In other words, we identify and derive the currents associated with a given polarization charge \(-\nabla \cdot \mathbf{P}^\phi\), as suggested by classical electrodynamics Ref. [52] (chap. 6.7). Specifically, we explicitly identify the currents associated with the polarization charge of the Hamiltonian formulation of gyrokinetics, where the second order Hamiltonian is taken in the long wavelength limit.

Considering the polarization vector \( \mathbf{P}^\phi \) in Eq. (3.118) it is clear that in order to obtain the corresponding magnetization and polarization currents the perturbative analysis must be extended such that terms of at least \( \mathcal{O}(\epsilon_\delta^2 \epsilon_\omega) \) enter the second order Hamiltonian Eq. (3.110). The polarization charge in gyrokinetics mainly originates from the \( \frac{1}{2} \langle \{ S_1, h_1 \} \rangle \) term in the second order Hamiltonian. As the gyrokinetic theory is an asymptotic expansion in the amplitude smallness parameter \( \epsilon_\delta \), we must take the iterative solution of the first order generating function \( S_1 \) to higher orders.

Formally, we assume \( \epsilon_\delta^2 \epsilon E \gtrsim \epsilon_\delta^2 \epsilon \omega \) and solve iteratively for \( S_1 \) in powers of \( \epsilon E \).

In passing, this kind of ordering could be relevant when describing internal transport barriers\[46\] where higher order \( \epsilon E \) terms might be important in the Maxwell equations.

This ordering implies that the term, \( \mathbf{D} \cdot \mathbf{A}_\perp \) must be retained in the first order Hamiltonian

\[
h_1 = q\phi - \mathbf{A} \cdot (\mathbf{W} + \mathbf{c}_\perp). \tag{3.158}
\]

The governing equation for the generating function Eq. (3.41) reads

\[
\{ S_1, \mathcal{H}_0 \}_0 = \tilde{\psi}. \tag{3.159}
\]

To obtain an iterative solution for \( S_1 \) we expand the Poisson bracket keeping only the leading order terms

\[
\epsilon_\delta^2 \epsilon_\omega \frac{\partial S_1}{\partial \theta} + \epsilon_\omega \frac{\partial S_1}{\partial t} + \mathcal{O}(\epsilon_\delta^3 \epsilon E, \epsilon_\omega) = \tilde{\psi}. \tag{3.160}
\]

The \( \mathcal{O}(\epsilon_\delta^2) \) order solution \( S_1^0 \) for \( S_1 \) reads

\[
S_1^0 = \frac{1}{\Omega} \int_0^\theta d\theta' q(\phi - u \mathbf{A}_\parallel - \mathbf{c}_\perp \cdot \mathbf{A}_\perp), \tag{3.161}
\]
the $\mathcal{O}(\epsilon_E^1)$ solution $S_1^1$ is
\[
S_1^1 = -\frac{1}{\Omega} \int_0^\theta d\theta' D \cdot \nabla S_1^0 + \tilde{D} \cdot \mathbf{A}_\perp, \tag{3.162}
\]
and the $\mathcal{O}(\epsilon_E^2)$ solution $S_1^2$ reads
\[
S_1^2 = -\frac{1}{\Omega} \int_0^\theta d\theta' D \cdot \nabla S_1^1 - \frac{\partial}{\partial t} S_1^0, \tag{3.163}
\]
where we have formally ordered $\epsilon_\omega \sim \epsilon_E^2$. We know that the polarization vector will contain terms of $\mathcal{O}(\epsilon_\omega \epsilon_E^2 \epsilon) \epsilon_E^2)$ which implies that the second order Hamiltonian must retain terms of $\mathcal{O}(\epsilon_\omega \epsilon_E^2 \epsilon_E^2 \epsilon_\omega)$. The iterative solution of $S_1$ is therefore taken to third order
\[
S_1^3 = -\frac{1}{\Omega} \int_0^\theta d\theta' D \cdot \nabla S_1^2 - \frac{\partial}{\partial t} S_1^1, \tag{3.164}
\]
which in principle should also contain parallel acceleration terms, polarization current terms etc., but we simply choose $S_1^3$ as given above because it turns out that it contains terms entering the polarization current.

Including the new contributions from Eq. (3.162), Eq. (3.163) and Eq. (3.164) the second order gyrokinetic Hamiltonian reads
\[
H_2 = -\frac{q}{2m}(A_\parallel^2 + \frac{\partial}{\partial t} A_\parallel \nabla \perp A_\parallel) - \frac{m}{2B^2} |\nabla \perp \psi_0|^2 + \frac{\mu}{2B} (B_\perp^2 + B_\parallel^2) - \frac{q}{B} \tilde{b} \times \nabla \psi_0 \cdot A_\perp + \frac{m}{2B^2} (D \cdot \nabla \perp \psi_0 \cdot A_\perp - D \cdot \nabla A_\perp \cdot \nabla \perp \psi_0) + \frac{q}{2B} \tilde{b} \cdot A_\perp \times (D \cdot \nabla) A_\perp + \frac{m}{2B^2} (D \cdot \nabla)^2 A_\perp \cdot A_\perp + \frac{q}{2B} \tilde{b} \cdot A_\perp \times \frac{\partial}{\partial t} A_\perp + \frac{m}{2B^2} (A_\perp \cdot \frac{\partial}{\partial t} \nabla \perp \psi_0 - \nabla \perp \psi_0 \cdot \frac{\partial}{\partial t} A_\perp) + \frac{m}{2B^2} (D \cdot \nabla \frac{\partial}{\partial t} A_\perp \cdot A_\perp + \frac{\partial}{\partial t} (D \cdot \nabla A_\perp) \cdot A_\perp + A_\perp \cdot \frac{\partial^2}{\partial t^2} A_\perp), \tag{3.165}
\]
where all terms of $\mathcal{O}(\epsilon_E^3)$ or higher have been discarded and where the generalized potential is defined as
\[
\nabla \perp \psi_0 = \nabla \perp \phi - \nu \nabla \perp A_\parallel - \nabla \perp A_\perp \cdot D. \tag{3.166}
\]
In agreement with the ordering $\epsilon_E^2 \sim \epsilon_\omega$ we rewrite some terms in $H_2$ to
With these modifications the gyrokinetic action reads

\[
\int dt \int d^6 \bar{Z} m^2 B^* \tilde{F} \left[ \frac{m}{2B^2} [(D \cdot \nabla)^2 A_\perp] \cdot A_\perp \right. \\
+ \frac{m}{2B^2} (A_\perp \cdot \frac{\partial}{\partial t} \nabla \psi_0 - \nabla \cdot \nabla \psi_0 \cdot \frac{\partial}{\partial t} A_\perp) \\
+ \frac{m}{2B^2} (D \cdot \nabla \frac{\partial}{\partial t} A_\perp \cdot A_\perp + A_\perp \cdot \frac{\partial^2}{\partial t^2} A_\perp) \right] \\
\approx \int dt \int d^6 \bar{Z} m^2 B^\parallel \nabla \cdot (D \frac{m \tilde{F}}{2B^2} \cdot \nabla A_\perp) \cdot A_\perp + \nabla \psi_0 \cdot A_\perp \nabla \cdot (D \frac{m \tilde{F}}{2B^2}) \\
- \frac{m \tilde{F}}{B^2} \nabla \psi_0 \cdot \frac{\partial}{\partial t} A_\perp + A_\perp \nabla \cdot (D \frac{m \tilde{F}}{2B^2} \cdot \nabla A_\perp) + \frac{1}{B^\parallel} A_\perp \cdot \frac{\partial}{\partial t} \left( \frac{m \tilde{F} B^*}{2B^2} \cdot \nabla A_\perp \right), \tag{3.167}
\]

where partial integration and the pre-Vlasov equation Eq. (3.74) was used. With these modifications the gyrokinetic action reads

\[
S = \int d\tau \int d^3 r \mathcal{L}_f + \int d\tau \int d^6 \bar{Z} B^* \left[ \tilde{F} \left( \gamma_0^E \cdot \dot{Z} - \mathcal{H}_0 - \mathcal{H}_1 \right) \right. \\
- \left\{ \frac{q^2 \tilde{F} E}{2m} (A_\parallel^2 + \frac{\beta^2}{2} A_\perp A_\parallel A_\parallel) - \frac{m \tilde{F} E}{2B^2} |\nabla \psi_0|^2 + \frac{\mu \tilde{F} E}{2} (B^\parallel_\perp + B^2_\perp) \right\} \\
- \frac{q \tilde{F} E}{B} \hat{b} \times \nabla \psi_0 \cdot A_\perp + \frac{m \tilde{F} E}{2B^2} (D \cdot \nabla \psi_0 \cdot A_\perp - D \cdot \nabla A_\perp \cdot \nabla \psi_0) \\
+ \frac{q \tilde{F} E}{2B} \hat{b} \cdot A_\perp \times (D \cdot \nabla) A_\perp + \nabla \cdot \left( D \frac{m \tilde{F} E}{2B^2} D \cdot \nabla A_\perp \right) \cdot A_\perp \\
+ \frac{q \tilde{F} E}{2B} \hat{b} \cdot A_\perp \times \frac{\partial}{\partial t} A_\perp + \nabla \psi_0 \cdot A_\perp \nabla \cdot \left( D \frac{m \tilde{F} E}{2B^2} \right) - \frac{m \tilde{F} E}{B^2} \nabla \psi_0 \cdot \frac{\partial}{\partial t} A_\perp \\
\left.+ A_\perp \nabla \cdot \left( D \frac{m \tilde{F} E}{B^2} \cdot \nabla A_\perp \right) + \frac{1}{B^\parallel} A_\perp \cdot \frac{\partial}{\partial t} \left( \frac{m \tilde{F} E B^*}{2B^2} \cdot \nabla A_\perp \right) \right\}. \tag{3.168}
\]

From this action we now derive the Maxwell equations.

**Poisson equation I** A variation with respect to \( \phi \) yields

\[
\epsilon_0 \nabla \cdot E = q \tilde{N} - \nabla \cdot P^\phi, \tag{3.169}
\]

where the polarization vector is

\[
P^\phi = \int d^6 \bar{Z} m^2 B^* \mathcal{P}^\phi, \tag{3.170}
\]

and

\[
\mathcal{P}^\phi = -\tilde{F} \delta (r - X) \frac{m}{B^2} (\nabla \psi_0 + D \cdot \nabla A_\perp + \frac{\partial}{\partial t} A_\perp) - \frac{q}{B} A_\perp \times \hat{b}. \tag{3.171}
\]
denotes the polarization density vector. A direct consequence of keeping $\mathcal{O}(\varepsilon_0^3\varepsilon_q)$ terms in the second order Hamiltonian the polarization vector now contains the contribution from the perpendicular inductive electrical field $-(m/B^2\partial_t A_\perp)$. Notice that no inductive perturbed $E \times B$-drift enter the gyrocenter velocity. The, $D \cdot A_\perp$ term in $\psi_0$ can be combined with the second term in $\mathcal{P}^\phi$

$$-\nabla \cdot \left( \frac{Fm}{B^2} [\nabla_\perp A_\perp \cdot D + D \cdot \nabla_\perp A_\perp] \right) = -\nabla \cdot \left( \frac{B_\parallel F}{B} \nabla \frac{\phi_0}{B} \right), \quad (3.172)$$

which looks like a polarization density associated with $\phi_0$ when field lines are compressed. The second term $-(Fm/B^2 D \cdot \nabla A_\perp)$ in $\mathcal{P}^\phi$ did not appear in earlier contributions\textsuperscript{[48]}. 

**Poisson equation II** Variation of the action with respect to $\phi_0(r)$ yields the Poisson equation

$$\varepsilon_0 \nabla \cdot \mathcal{E} = \sum_\alpha q\tilde{N}_0\alpha - \nabla \cdot \mathcal{P}^{\phi_0}_\alpha \quad (3.173)$$

where the background FLR-corrected density is

$$\tilde{N}_0 = \int d^6z_\mathcal{J} q\hat{F}(r - X) + \nabla \cdot \left( \frac{\hat{b}}{B} \times \nabla \times \left[ \frac{b \mu\hat{F}_\delta(r - X)}{2q} \right] \right) \quad (3.174)$$

and the polarization vector $\mathcal{P}^{\phi_0}$

$$\mathcal{P}^{\phi_0} = \int d^6z m^2 B_\parallel^{\frac{m\hat{F}_\delta(r - X)}{B}} \hat{b} \times (\hat{X} - D) - \frac{q\hat{F}_\delta(r - X)}{B} (A_\perp \times \hat{b})$$

$$- \frac{m\hat{F}_\delta(r - X)}{2B^3} \hat{b} \times [\nabla_\perp \psi_0 \cdot \nabla] A_\perp - \frac{q\hat{F}_\delta(r - X)}{B^2} \hat{b} \times [(A_\perp \times \hat{b}) \cdot \nabla] A_\perp$$

$$- \frac{m\hat{F}_\delta(r - X)}{2B^3} \hat{b} \times \nabla A_{m\perp} \nabla m_\perp \psi_0 - \frac{m\hat{F}_\delta(r - X)}{2B^3} \hat{b} \times ( [(D \cdot \nabla) A_\perp] \cdot \nabla) A_\perp$$

$$- \frac{q\hat{F}_\delta(r - X)}{2B} \hat{b} \times \nabla A_{s\perp} (\hat{b} \times A_{s\perp}) + \frac{m\hat{F}}{2B^2} \hat{b} \times \nabla A_l D \cdot \nabla A_l$$

$$+ \frac{\hat{b}}{B} \times (A_\perp \cdot \nabla) A_\perp \nabla \cdot (\frac{D m\hat{F}}{2B^2} \hat{b} - \nabla (A_\perp \cdot \nabla \psi_0))$$

$$+ \frac{m\hat{F}_\delta(r - X)}{B^3} \hat{b} \times \left( \frac{\partial A_\perp}{\partial t} \times \nabla \times A_\perp \right) \quad (3.175)$$

Note that all terms in $\mathcal{P}^{\phi_0}$ except the first vanish when $A_\perp = 0$. The second term is of order $\mathcal{O}(\varepsilon_0^3)$ and is a reminiscence of the Hamiltonian formulation of gyrokinetic where the velocity component is canonical. The remaining terms are of $\mathcal{O}(\varepsilon_0^3)$ or higher.
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Parallel Ampere equation  Variation with respect to \( A_\parallel \) yields
\[
-\epsilon_0 \frac{\partial E_\parallel}{\partial t} + \frac{1}{\mu_0} \hat{b} \cdot \nabla \times B = \bar{J}_\parallel + J_{M\parallel}
\]
\[
-\frac{q^2}{m} \left[ NA_\parallel + \frac{P_\parallel}{m\Omega^2} \nabla^2_\parallel A_\parallel + A_\parallel \nabla^2 (\frac{P_\parallel}{2m\Omega^2}) \right],
\]
(3.176)
where \( \bar{J}_\parallel \) denotes the gyroaveraged parallel current. \( J_{M\parallel} \) denotes the parallel part \( \hat{b} \cdot \nabla \times \hat{M} \) of the magnetization current
\[
J_{M\parallel} = \nabla_\perp \cdot \int d^6 \bar{Z} B^*_\parallel \left( -\mathcal{P}^\phi u + \bar{F} \delta(r - \bar{X}) \frac{\mu B}{B^2} \hat{b} \times B_\perp \right).
\]
(3.177)

Perpendicular Ampere equation  Variation of the action with respect to \( A_\perp(r) \) yields
\[
-\epsilon_0 \frac{\partial E_\perp}{\partial t} + \frac{1}{\mu_0} (\nabla \times B)_\perp = \bar{J}_D + J_{\psi_0} + J_M + J_{pol},
\]
(3.178)
where
\[
J_D = \int d^6 \bar{Z} m^2 B^*_\parallel q \bar{F} \langle \delta(r - \bar{X} - \rho_0) \rangle D).
\]
(3.179)
The current due to the perturbed potentials in the Hamiltonian is
\[
J_{\psi_0} = \int d^6 \bar{Z} m^2 B^*_\parallel q \bar{F} \langle \delta(r - \bar{X}) \rangle \left[ \hat{b} \times \left( \nabla \phi + \partial^t A_\perp \right) \right]
\]
\[
-\frac{\bar{u}}{B} \hat{b} \times \nabla A_\parallel - \frac{\hat{b} \times \nabla A_\perp \cdot D}{B},
\]
(3.180)
where the first term is the \( E \times B \)-current including the inductive contribution. The magnetization current due to the comoving polarization charge is
\[
J_{MW} = \int d^6 \bar{Z} m^2 B^*_\parallel \nabla \times (\mathcal{P}^\phi \times D),
\]
(3.181)
and
\[
J_{Mu} = \int d^6 \bar{Z} m^2 B^*_\parallel q \mathcal{F} \langle \delta(r - \bar{X} - \rho_0) \rangle \mathcal{C}_\perp \nabla \times \left( \frac{\bar{F} \delta(r - \bar{X}) \hat{b} B_\parallel \bar{\mu}}{B} \right),
\]
(3.182)
is the intrinsic magnetization current. The polarization current is given as
\[
J_{pol} = \frac{\partial}{\partial t} \left( \int d^6 \bar{Z} m^2 B^*_\parallel \mathcal{F} \delta(r - \bar{X}) \mathcal{P}^\phi \right)
\]
\[
+ \int d^6 \bar{Z} m^2 B^*_\parallel \epsilon_{ijk} A_\perp \left[ \frac{1}{B^*_\parallel} \frac{\partial}{\partial t} \left( \hat{b}_k \frac{q \bar{F} B^*_\parallel}{2B} \right) + \nabla \cdot \left( \mathcal{D} \hat{b}_k \frac{q \bar{F}}{2B} \right) \right].
\]
(3.183)
The last two terms can be shown to cancel using the pre-Vlasov equation Eq. (3.74) to the order considered here but are kept to ensure energy conservation. We have therefore succeeded in obtaining the gyrokinetic Maxwell equation written in terms of “free” and “bounded” charge.

The energy theorem follows from Eq. (3.133) and the explicit expressions can be worked out by inserting the explicit expression for the polarization vectors.

3.5 Summary

In this chapter we have presented an extension of the gyrokinetic coordinate transformations. For the first time fully electromagnetic second order gyrokinetic coordinates have been derived with a time varying strong, long wavelength electrical field potential $e\phi_0/T_i \sim 1$ present. An ordering relevant for edge region plasmas in tokamaks is presented. The results are derived in the so-called Hamiltonian and symplectic formulations of gyrokinetics. We discussed the necessity of ordering the amplitude of the strong background flow smaller than the thermal velocity in order to obtain useful gyrokinetic coordinates. In comparison to the static case the main implication of the time dependent background potential is the explicit time dependent volume element and the introduction of the polarization drift in the equations of motion.

Next, we presented the general Vlasov-Maxwell equations derived from an Eulerian-Lagrangian variational principle which also provides a local energy theorem. A Poisson equation associated with the strong electrical potential was derived, which plays an important in the energy theorem. We discussed the formulation of the Maxwell equations in terms of “free” gyrocenter charge and currents and “bound” polarization charge and magnetization current. The discussion also regarded the difference between polarization and polarization drift currents.

Finally, we presented the Vlasov-Maxwell equations in the limit where the second order Hamiltonian, the generator of polarization and magnetization, was taken in the long wavelength limit (drift kinetic). All terms in the Maxwell’s equation were expressed in terms of “free” gyrocenter charge and polarization and magnetization density vectors. This limiting form gives physical insight and is relevant for numerical simulations of edge turbulence. The equations are derived in both formulations of gyrokinetics. As a consequence of systematically keeping all terms in the long wavelength limit new terms appear in the Ampere equation. Most significant is the intrinsic magnetization current in the parallel Ampere equation which describes the diamagnetic response of the cyclotron motion to the perpendicular magnetic perturbations. The explicit local energy theorem is presented. A comparison to earlier results shows some differences which can be ascribed the usage of the
Poisson equation associated with the strong background electric potential, in the process of eliminating potential like terms in the energy theorem. Lastly, the Vlasov-Maxwell equations in the Hamiltonian formulation are derived in a version where the polarization current appears in the Ampere equation. Formally, we iteratively solve for the first order generating function of the Lie transformation in powers of the background electrical field inhomogeneity smallness parameter. Furthermore, the polarization due to the inductive part of the electric field is identified in the Poisson equation. This ordering could be relevant in studies of internal transport barriers.

3.A Appendix

3.A.1 Details of the long wavelength limit calculations

In this section details of the calculations leading to the long wavelength limit of the second order gyrokinetic Hamiltonians. The most algebraically involved term in the calculation is

$$\frac{q}{2} < \{S_1, \psi \} > \simeq \frac{q^2}{2m} \frac{\partial}{\partial \mu} < \psi \frac{\partial S_1}{\partial \theta} > = \frac{q^2}{2B} \frac{\partial}{\partial \mu} < \tilde{\psi}^2 > + \mathcal{O}(\epsilon_0^2 \epsilon_E), \quad (3.184)$$

which appears in both the Hamiltonian and the symplectic formulation of gyrokinetics. When evaluating this we are going to use that

$$< \tilde{\psi}^2 > = < \psi^2 > - < \psi >^2. \quad (3.185)$$

Our calculations involve gyroaverages of various functions. It is often an advantage to Fourier transform the gyroaveraged functions because the gyroaveraging operation is a Bessel function in Fourier space. We state the following Bessel function identities that will become handy in the subsequent calculations. The n'th order Bessel function can be defined as

$$J_n(z) = \frac{1}{2\pi i^n} \int_0^{2\pi} e^{iz \cos \theta} e^{i\theta n}, \quad (3.186)$$
as the series expansion

$$J_n(z) = \sum_{l=0}^{\infty} \frac{(-1)^l}{2^{2l+n}l!(n+l)!} z^{2l+n}, \quad (3.187)$$
or

$$e^{iz \cos \theta} = J_0(z) + 2 \sum_{l=1}^{\infty} J_l(z) i^l \cos[l(\theta - \alpha)]. \quad (3.188)$$

We define the wave vector $\mathbf{k}$ in Fourier space as

$$\mathbf{k} = \hat{b} k_\parallel + k_\perp (\hat{e}_1 \cos \alpha + \hat{e}_2 \sin \alpha), \quad (3.189)$$
\[ k \cdot \rho = k_\perp \rho \cos(\theta + \alpha). \quad (3.190) \]

In general the gyroaverage of a function \( f(x) \) can expressed in terms of the zeroth order Bessel function \( J_0 \) (we suppress the normalization factor \((2\pi)^{-3/2}\) for simplicity)

\[
< f(x) > = \int d^3k e^{ik \cdot R} \frac{1}{2\pi} \int_0^{2\pi} d\theta \ e^{ik_\perp \rho \cos(\theta + \alpha)}
\]

\[
= \int d^3k e^{ik \cdot R} \frac{1}{2\pi} \int_0^{2\pi} d\theta \ [ J_0(k_\perp \rho) + 2 \sum_{l=1}^\infty J_l(k_\perp \rho) i^l \cos[l(\theta + \alpha)] ]
\]

\[
= \int d^3k e^{ik \cdot R} \frac{1}{2\pi} \int_0^{2\pi} d\theta \ [ J_0(k_\perp \rho) + 2 \sum_{l=1}^\infty J_l(k_\perp \rho) i^l (\cos \theta \cos \lambda + \sin \theta \sin \lambda) ]
\]

\[
= \int d^3k e^{ik \cdot R} J_0(k_\perp \rho) = f(R) + \frac{\rho^2}{4} \nabla_\perp^2 f + \mathcal{O}(\epsilon^3), \quad (3.191)
\]

where all terms including Bessel functions of orders higher than zero vanish because they are purely oscillatory. In order to obtain the LWL of \( \langle c_\perp \cdot A_\perp \rangle \) we calculate

\[
< \hat{c} \cdot A > = - \int d^3k e^{ik \cdot R} \frac{1}{2\pi} \int_0^{2\pi} d\theta \ [ A_1(k) \sin \theta + A_2(k) \cos \theta ] e^{ik_\perp \rho \cos(\theta + \alpha)}
\]

\[
= - \int d^3k e^{ik \cdot R} \frac{1}{2\pi} \int_0^{2\pi} d\theta \ [ A_1(k) \sin \theta + A_2(k) \cos \theta ] \times
\]

\[
[ J_0(k_\perp \rho) + 2 \sum_{l=1}^\infty J_l(k_\perp \rho) i^l \cos[l(\theta + \alpha)] ]
\]

\[
= - \int d^3k e^{ik \cdot R} \frac{1}{2\pi} \int_0^{2\pi} d\theta \ [ A_1(k) \sin \theta + A_2(k) \cos \theta ] \times
\]

\[
[ 2 \sum_{l=1}^\infty J_l(k_\perp \rho) i^l (\cos \theta \cos \lambda - \sin \theta \sin \lambda) ]
\]

\[
= \int d^3k e^{ik \cdot R} [ \hat{e}_1 \cdot A J_1(\lambda) \sin \alpha - \hat{e}_2 \cdot A J_1(\lambda) \cos \alpha ]
\]

\[
= - \frac{\rho}{2} B_\parallel + \mathcal{O}(\epsilon^3). \quad (3.192)
\]
Similarly, we get
\[< (c_\perp \cdot A)^2 > = \rho^2 \Omega^2 < (\hat{e}_1 \cdot A)^2 \sin^2 \theta + (\hat{e}_2 \cdot A)^2 \cos^2 \theta - 2(\hat{e}_1 \cdot A)(\hat{e}_2 \cdot A) \sin \theta \cos \theta > \]
\[= \rho^2 \Omega^2 \int d^3k e^{ik \cdot R} [(\hat{e}_1 \cdot A)^2(k)(\frac{J_0(\lambda)}{2} + \frac{J_2(\lambda)}{2} \cos 2\alpha) \]
\[+ (\hat{e}_2 \cdot A)^2(k)(\frac{J_0(\lambda)}{2} - \frac{J_2(\lambda)}{2} \cos 2\alpha) + J_2(\lambda)(\hat{e}_1 \cdot A)(\hat{e}_2 \cdot A) \sin 2\alpha] \]
\[= \rho^2 \Omega^2 \int d^3k e^{ik \cdot R} \left\{ A_1^2(k) \left[ \frac{1}{2} - \frac{\lambda^2}{16} \right] - \frac{\lambda^2}{8} (\hat{e}_1 \cdot A)^2(k) \sin^2 \alpha \right. \]
\[+ (\hat{e}_2 \cdot A)^2(k) \cos^2 \alpha - 2(\hat{e}_1 \cdot A)(\hat{e}_2 \cdot A) \sin \alpha \cos \alpha \]
\[= \rho^2 \Omega^2 \left[ \frac{A_1^2}{2} + \frac{\rho^2}{16} A_\perp^2 + \frac{\rho^2}{8} B^2 + \mathcal{O}(\epsilon^3) \right], \quad (3.193) \]

and
\[< \hat{\nabla} \cdot A \psi_0 > = -\frac{\rho}{2} \hat{b} \cdot \nabla \times (A_\perp \psi_0) + \mathcal{O}(\epsilon^3). \quad (3.194) \]

using double angle formulas and various geometric identities.

**The \{X, X\} term in H_2** The reason why the \{\bar{X}, \X\} part of \(-q/2\{S_1, h_1\}\) has been neglected can be seen by
\[
\frac{\delta}{\delta \phi(r)} \int dtd\Lambda \frac{F}{2B_\parallel^\ast} (\hat{b} \cdot \nabla_X S_1 \times \nabla_X \tilde{\psi}) \]
\[= \int d^4r d\Lambda \frac{F}{2B_\parallel^\ast} (\hat{b} \times \nabla_X S_1 \cdot \nabla_X \delta^{(3)}(r - \bar{X} - \rho_0)) \delta \phi(r) \]
\[- \hat{b} \times \nabla_X \tilde{\psi} \cdot \nabla_X \int_0^\theta d\theta' \delta^{(3)}(r - \bar{X} - \rho)) \]
\[+ \nabla_X \left[ \frac{F}{2B_\parallel^\ast} \hat{b} \times \nabla_X \tilde{\psi} \right] \int_0^\theta d\theta' \delta^{(3)}(r - \bar{X} - \rho)) \]
\[= \int d^4r \delta \phi(r) \int d\Lambda (\nabla_X \left[ \frac{F}{2B_\parallel^\ast} \hat{b} \times \nabla_X S_1 \right] \delta^{(3)}(r - \bar{X} - \rho_0)) \]
\[+ \nabla_X \left[ \frac{F}{2B_\parallel^\ast} \hat{b} \times \nabla_X \tilde{\psi} \right] \int_0^\theta d\theta' \delta^{(3)}(r - \bar{X} - \rho)) \]
\[= \mathcal{O}(\rho_0). \quad (3.195) \]

Naturally \(\nabla \cdot [\hat{b} \times \nabla S_1] \sim \mathcal{O}(\epsilon_B)\). The last term \((\nabla_X F \cdot \hat{b} \times \nabla_X S_1)\) is \(\mathcal{O}(\epsilon_E)\) smaller than the leading order terms in the \{\hat{\theta}, \bar{\mu}\} contribution to \(H_2\).

**3.A.2 Non-inertial reference frames and the polarization drift**

Consider the one-form of a free particle \[57\]
\[\gamma_f = mvdx - \frac{1}{2}mv^2dt. \quad (3.196)\]
Now, change to a non-inertial reference frame moving with $u = u(t)$ and change coordinate to comoving $(r, w)$ where $r = x - R$, $w = \dot{x} - u$

\[ \gamma_f = m(w + u)dr - \left( \frac{1}{2}mw^2 - \frac{1}{2}mu^2 \right). \] (3.197)

The equations of motion are simply

\[ \dot{r} = w, \] (3.198)

\[ \dot{w} = -\frac{\partial}{\partial t} u. \] (3.199)

Two observations should be made from this simple system. I) The “free” particle experiences a fictitious force $-\frac{\partial}{\partial t} u$ II) the kinetic energy which corresponds to the motion of the non-inertial frame $-\frac{1}{2}m_\perp^2$ appears with a negative sign in the Hamiltonian.

In a magnetized plasma we have the standard interpretation that every force $F$ gives rise to a drift $v_D = \frac{1}{qB} F \times \hat{b}$. From the definition of the lowest order guiding-center coordinates we notice that the perpendicular velocity components $(\mu, \theta)$ are measured in a frame moving with $W = u\hat{b} + D$, where as the particle position is measured in the lab frame. The grad-B and the polarization drifts can therefore be interpreted as fictitious forces

\[ D + v_{\nabla \times \hat{b}} = -\frac{m}{qB} \hat{b} \times \frac{d}{dt} W. \] (3.200)

However, we also notice that the kinetic energy term of the comoving frame in the Hamiltonian comes with a positive sign. This surprising situation is due to the weirdness of the guiding-center/gyrokinetic coordinates. In some sense we have made a coordinate transformation that follows the position $\bar{X}$ and the parallel velocity of the non-inertial frame whereas the perpendicular velocity components $(\mu, \theta)$ are measured in the comoving frame. Following this picture we also get a better understanding why the energy of perturbed ExB drift enters the Hamiltonian with a negative sign.

We now take a close look at the symplectic part of the guiding-center one-form. Besides the background magnetic potential $A_0$ the $X$-component of the coordinate function $\Gamma_X$ of the Poincaré one-form includes the term $mW$, meaning that the frame of reference in which $(\mu, \theta)$ are measured is moving with the non constant velocity $W$. Therefore, the perpendicular velocity components are measured in a noninertial reference frame. Fictitious forces proportional to $\sim \frac{d}{dt} W$ are expected to enter the equations of motion. This is naturally nothing but the $\nabla \times \hat{b}$ and the polarization drifts:

$\mathbf{v}_{\text{noninertial}} = \frac{1}{q} \hat{b} \times \frac{d}{dt} W$. However, the parallel velocity $u$ is measured in the laboratory frame and the position coordinate $X$ is the position of the comoving reference frame. The guiding-center coordinates is indeed a weird construction.
Chapter 4

Gyrofluid Blobs

4.1 Introduction

Experimental observations have revealed that the transport in the edge and scrape-off-layer (SOL) of toroidally magnetized plasmas is strongly intermittent and involves large outbreaks of hot plasma\[4, 103, 93\]. These structures, often referred to as blobs, are formed near the last closed flux surface (LCFS) and propagate far into the SOL, see e.g., Ref. \[71, 72\] for references. They have a profound influence on the pressure profiles in the SOL, the ensuing parallel flows, and the power deposition on plasma facing components. It is therefore crucial to understand the blob dynamics in order to improve the confinement in present day and future plasma fusion devices, where they are potentially harmful to the plasma facing components.

The blobs have a characteristic spatial size perpendicular to the magnetic field $\sigma \sim 1$ cm, their radial speeds are up to 10% of the acoustic speed $c_s$ and are large amplitudes. Edge/SOL temperature measurements report that $\tau = T_i/T_e \sim 1 - 10$\[1, 104, 95, 80, 97\]. Measured in units of the ion gyroradius the characteristic blob size is usually $\sigma \sim 5 - 20 \sqrt{\tau} \rho_s$, where $\rho_s = \sqrt{T_e/m_i}$ is the cold ion acoustic gyroradius. Finite Larmor radius effects might therefore be of importance to the blob dynamics. The basic blob dynamics was well described in terms of nonlinear interchange motions in the limit of cold ions \[10, 41, 43\], but the cold ion models fail to match the spatial blob structure and did not consider the blob coherence. The impact of the power deposition on the plasma facing component by the blob structures strongly depends on whether the blob is fragmented or remains compact.

In the present chapter we are presenting an investigation of the influence of ion temperature on the motion of isolated filaments in a toroidally confined plasma. The investigation is carried out using an isothermal electrostatic gyrofluid model. Gyrofluid models are derived from the gyrokinetic formalism presented in chapter\[3\] by taking gyrofluid moments of the Vlasov equation expressed in gyrokinetic coordinates. Gyrokinetic coordinates are
constructed such that the fast timescale of the gyromotion is asymptotically decoupled from the drift motion time scale. This results in an effective reduction of the dimensionality of the system because the phase angle of the gyromotion in the perpendicular plane becomes an ignorable coordinate and the conjugated coordinate becomes an invariant. As the orderings of drift fluid equations and gyrokinetics are compatible, drift fluid equations can be derived from the gyrofluid equations. However, FLR (Finite Larmor Radius) effects enter the gyrofluid models more naturally and results in algebraically simpler models because the fast gyromotion has been decoupled at the kinetic level. Especially the troublesome gyroviscous cancellation and the corresponding correction appear naturally in the gyrofluid description.

Gyrofluid models are inherently collisionless as they are derived from the gyrokinetic Vlasov equation. However, in the SOL region collisional dissipation and viscosity play important roles. Furthermore, all numerical simulation must add similar effects in order to compensate the finite resolution of the numerical discretization. In the gyrokinetic description efforts were made to derive self-consistent gyrokinetic collision operators but these contributions are not yet fully developed. In this chapter we are instead adding collisional effects in an ad-hoc manner. When adding dissipation and viscosity one must avoid that artificial charges and currents are set up. This requirement is a priori not simple in a gyrofluid model because the gyrofluid moments are mixtures of physical quantities; number density, charge, vorticity etc.

Variations of the ion temperature change the thermal energy and the characteristic radius of the ion Larmor motion. When the plasma is anisotropic the fast Larmor motion effectively perform an averaging operation which implies that electrons and ions are advected differently, but does also imply that the ions contribute to the charge balance as rings of charge instead of point charges. In order to separate the FLR effects from variations in the thermal energy we have performed a parameter scan varying the ion temperature and the characteristic length scale of the blob in numerical simulation of isolated blob structures. The simulations reveal that when the ion temperature has a huge impact on the blob dynamics. The controlling parameter of the FLR effect is the ratio of the thermal ion gyro radius to the blob length scale $\lambda = \rho_{it}/\sigma$.

This chapter is outlined as follows: in Section 4.2 we derive the isothermal electrostatic gyrofluid model; collisional dissipation and viscosity is added to the model inherently collisionless gyrofluid model in Section 4.3. In Section 4.4 the results from the numerical simulations of isolated blob structures are presented,
4.2 Isothermal gyrofluid model

We apply a simple one moment gyrofluid model to investigate the influence of finite ion temperature on the motion of isolated blob structures. This model is in some sense the simplest self-consistent model available for nonlinear evolution of interchange motion in a finite ion temperature plasma. The single moment model is a subset of more general higher moment gyrofluid and gyrokinetic models. However, choosing this simple model allows us to isolate the effects of finite ion temperature on the interchange motion of isolated blob structures. In this work, we choose free parameters that resemble the characteristic physical properties in the SOL region of fusion plasmas. This implies low dissipation and viscosity coefficients which are very numerically challenging and demands a simple model. Furthermore, the single moment model resembles the Oberbeck-Boussinesq two-field model in the cold ion limit used in earlier contributions [42, 43, 41].

Gyrofluid equations are fluid moment equations derived from gyrokinetic theory [19] (see Sec. 3). Gyrokinetic theory decouples the fast gyromotion time scale from the remaining dynamics by performing an asymptotic coordinate transformation in a smallness parameter $\epsilon \ll 1$. The smallness parameter is related to the existence of a quasi symmetry of the gyroorbit and a corresponding adiabatic invariant $\mu$. When the following physical relations hold, the gyroorbit is quasi-symmetric and the fast gyroorbit timescale can be decoupled:

$$\omega \sim \Omega_i \sim k_\parallel \sim e\phi \sim T_e \sim \rho_i \sim O(\epsilon) \quad \text{and} \quad k_\perp \rho_i \sim O(1),$$

where $\omega$ is a characteristic fluctuation frequency, $\Omega_i$ is the ion gyro frequency, $k_\parallel$ and $k_\perp$ are the inverse parallel and perpendicular characteristic fluctuation length scales respectively; $\phi$ is the electric potential and $T_e$ is the electron temperature; $\rho_i$ denotes the thermal ion gyroradius and $L$ is a typical equilibrium length scale. This implies that the lowest order distribution function $F_0$ is slowly changing in space and time but also

$$\nabla F_0 \sim \nabla F_1$$

where $F_1$ is the first order distribution function. Utilizing this ordering the Vlasov equation expressed in gyrokinetic coordinates $(X, v_\parallel, \mu, \theta, t)$ (see Sec. 3.74) reads:

$$\frac{\partial}{\partial t}(FB_\parallel^*) + \nabla \cdot (\dot{X} B_\parallel^* F) + \frac{\partial}{\partial v_\parallel}(\dot{v}_\parallel B_\parallel^* F) = 0,$$

where $\dot{\mu} = 0$ and $\partial_\theta F = 0$ has been used. $m^2 B_\parallel^* = m^2 B + \epsilon m^2 \frac{e}{m} \hat{b} \cdot \nabla \times \hat{b} + O(\epsilon^2)$ denotes the volume element. We will only keep terms up to $O(\epsilon^2)$
in the Vlasov equation and are therefore taking $B^* = B$. Therefore only the $O(\epsilon)$ correct gyrocenter velocity is sufficient

$$\dot{X} = v\hat{b} + \epsilon \left[ \frac{\mu}{qB} \hat{b} \times \nabla B + \frac{mv^2}{qB} (\nabla \times \hat{b})_\perp + \frac{\hat{b} \times \nabla \langle \phi \rangle}{B} \right] + O(\epsilon^2), \quad (4.4)$$

where

$$\langle \phi \rangle = \frac{1}{2\pi} \oint d\theta \phi(X + \rho_0) \quad (4.5)$$

denotes the gyroaveraged electrostatic potential. In the above expression the particle position $x$ is expressed only to lowest order in terms of the gyrokinetic coordinates $x = X + \rho_0 + O(\epsilon)$, where $X$ is the gyrocenter and $\rho_0 = \frac{qB}{\Omega} \sqrt{2} B/m + O(\epsilon)$ denotes the lowest order gyroradius.

The electrostatic Vlasov equation is closed by the quasi-neutrality condition $\sum_\alpha q_\alpha n_\alpha(x) = 0$, where

$$n_\alpha(x, t) = \int d^3v f_\alpha(x, v, t) \quad (4.6)$$

denotes the particle density. Expressed in gyrokinetic coordinates the quasi-neutrality condition (see Sec. 3.93) is

$$\sum_\alpha q_\alpha \int d^6ZB \delta(r - X - \rho_0) \left[ 1 + \frac{q_\alpha^2}{B} (\phi - \langle \phi \rangle) \frac{\partial}{\partial \mu} \right] F = 0 \quad (4.7)$$

The first term denotes the unperturbed charge contribution whereas the last term is the polarization due to the fluctuating electric potential $\phi$. The last term is $O(\epsilon)$. Therefore, it suffices to evaluate this term with the background distribution function which is assumed to be Maxwellian in $\mu$. Using partial integration the quasi neutrality equation then reads

$$\sum_\alpha q_\alpha \int d^6ZB F(r - \rho_0) \left[ \frac{\bar{N}_\alpha}{\sqrt{2\pi}} \int d^3k \frac{q_\alpha^2 N_0}{T_{\alpha}} (\Gamma_0 - 1) \phi_k \right] = 0 \quad (4.8)$$

where

$$\bar{N} = \int d^6ZB F(r - X - \rho_0) = \int d\mu d\theta d\phi F(r - \rho_0) \quad (4.9)$$

denotes the gyroaveraged gyrofluid density, $\phi_k$ is the Fourier transformation of $\phi$ and $\Gamma_0(b) = J_0(b)e^{-b}$ is the zeroth order modified Bessel function; $b = \frac{k^2}{\rho_0^2}$.

The zeroth order fluid moment equation is obtained by taking gyrokinetic “velocity” space moments of the gyrokinetic Vlasov equation

$$\frac{\partial}{\partial t} N + \nabla \cdot \left[ \hat{b} N U + \frac{P}{qB} (\nabla \times \hat{b})_\perp + \frac{P}{qB^2} \hat{b} \times \nabla B + N \hat{u}_E \right] = 0, \quad (4.10)$$
4.2. ISOTHERMAL GYROFLUID MODEL

where the gyrofluid moments are

\[ N = \|1\| = \int d\mu d\theta dB F \]  
(4.11)

\[ UN = \|v\| = \int d\mu d\theta dB Fv \]  
(4.12)

\[ P_\perp = \|b\| = \int d\mu d\theta dB \mu B \]  
(4.13)

\[ P_\parallel = \|mv^2\| = \int d\mu d\theta dB Fmv^2. \]  
(4.14)

Note that the \( \partial v_\parallel \) part vanishes because \( F \) is assumed to vanish at infinity.

The last term in Eq. (4.10) describes the gyroaveraged \( E \times B \)-drift

\[ \bar{u}_E = \frac{\hat{\mathbf{b}} \times \|\nabla\langle \phi \rangle\|}{NB}. \]  
(4.15)

4.2.1 Closure

As with any fluid model the fluid hierarchy must be closed. We simply assume that the plasma is isothermal and that the pressure is isotropic \( nT = p \), where \( n,T \) and \( p \) denote the usual particle density, temperature and pressure respectively. It is crucial to note that the particle fluid moments do not equal their gyrofluid counterparts. Even in the cold ion limit the gyrofluid fluid moments still carry finite inertia effects. However, the gyrofluid moments equals the particle moments to lowest order

\[ n = \int d^3v f(r,v) = \int d^3v \int d^3x f \delta(r - x) \]
\[ = \int d^6ZB_\parallel^* F\delta(r - x(Z,t)) = \int d^6ZB_\parallel^* F\delta(r - X - \rho_0) + O(\epsilon) \]
\[ = \int d^6ZB_\parallel^* F[\delta(r - X) + \rho_0 \cdot \nabla \delta(r - X) + \frac{1}{2} \rho_0 \rho_0 : \nabla \nabla \rho_0 + \cdots] + O(\epsilon^2) \]  
(4.16)

which shows using (4.2) and a similar calculation for \( T \) that \( nT = p \) implies \( NT = P + O(\epsilon) \). The closure enters only \( O(\epsilon^2) \) terms in the gyrofluid continuity equation (4.10) and is therefore valid to \( O(\epsilon^2) \).

The gyroaveraging operators appearing in the gyroaveraged \( E \times B \) drift (4.14) and in the quasi-neutrality equation (4.7) contain gyrofluid moments of infinite powers of \( \mu \). As pointed out in Ref. [88] one must be careful when choosing closures of the gyroaveraging operators in order to obtain a meaningful energy theorem; meaningful in the sense that the energy theorem should resemble the gyrokinetic counterpart. This can be done by choosing identical closures to identical operators. Therefore we must choose
identical closures for \( \bar{N} \) in the quasi-neutrality condition Eq. (4.8) and for the gyroaveraged \( E \times B \)-drift Eq. (4.15).

First we choose a closure for \( \Gamma_0 \). Since the quasi-neutrality equation is a \( \mathcal{O}(\epsilon) \) relation between the electric potential \( \phi \) and the gyrofluid moments, it is consistent with the gyrokinetic ordering to evaluate this term assuming that the distribution function is Maxwellian \( F \propto e^{-\mu_B/T} \). Under this assumption \( \Gamma_0 = J_0(b_t)e^{-b_t} \), where \( b_t = k^2_{\perp}\rho_t^2 \) and the thermal gyroradius is defined as: \( \rho_t = \sqrt{T/(\Omega^2 m)} \).

Next we consider the closure of the gyroaveraged \( E \times B \)-drift (4.15). Writing the gyroaveraging operator in Fourier space

\[
\langle \phi \rangle = \frac{1}{2\pi} \int d\theta \phi(x) = \frac{1}{\sqrt{2\pi}} \int d^3k e^{-ik \cdot X} J_0(b)\phi_k = J_0\phi
\]

where \( J_0 \) is the zeroth order Bessel function. The gradient of the gyroaveraged electric potential is

\[
\nabla (J_0\phi) = J_0\nabla \phi + \frac{\nabla B}{B}J_1 b\phi
\]

where \( J_1 \) denotes the first order Bessel function. Taking a closer look at the moment of the gyroaveraged electric field

\[
\| \nabla (J_0\phi) \| = \| \nabla J_0 \| \phi + \nabla (\| J_0 \| \phi) - (\nabla \| J_0 \|) \phi
\]

shows that if we choose \( \| J_1 \| \) such that the spatial dependence is only through \( B \), the gradient and the moment integral commute. Also, the gyroaveraging operator does not commute with the gyrofluid moment integrals. Evaluating the gyrofluid moment of \( J_0 \) assuming that the distribution function is Maxwellian \( F \propto e^{-\mu_B/T} \) we get

\[
\| J_0 \|_M = \exp(-b_t/2),
\]

which has only spatial dependence through the magnetic field

\[
\| \nabla (J_0\phi) \| = \nabla (\| J_0 \| \phi).
\]

We choose to use the 0/1 Padé approximation of \( \| J_0 \|_M \) in Eq. (4.20)

\[
\| J_0 \|_M \simeq \Gamma_1 = \frac{1}{1 + b/2}
\]

which according to \[34\] has a better behavior than the full operator \( \| J_0 \|_M \) when comparing linear growth rates and instability thresholds calculated using kinetic codes. Also the 0/1 Padé approximation of \( \Gamma_0 \)

\[
\Gamma_0 = \frac{1}{1 + b}
\]

behaves nicely and is therefore used for the sake of simplicity. We note that the 0/1 Padé approximations, especially \( \Gamma_1 \), should be used with care in the high \( k_{\perp}\rho_0 \) limit.
4.2.2 Gyrofluid equations

Having determined the closures we are now able to write down the gyrofluid equations. Neglecting the electron gyroradius \( m_e \to 0 \) we obtain the following equations for an electron and one ion species plasma

\[
\frac{\partial}{\partial t} n_e + \mathbf{u}_E \cdot \nabla n_e = -n_e \mathcal{K}(\phi) + \frac{T_e}{e} \mathcal{K}(n_e) - \nabla_\parallel (n_e u_\parallel), \tag{4.24a}
\]

\[
\frac{\partial}{\partial t} N_i + \bar{\mathbf{u}}_E \cdot \nabla N_i = -N_i \mathcal{K}(\psi) - \frac{T_i}{e} \mathcal{K}(N_i) - \nabla_\parallel (N_i U_\parallel), \tag{4.24b}
\]

\[
\frac{e N_i}{T_i} (\Gamma_0 - 1) \phi = n_e - \Gamma_1 N_i = \Omega_E, \tag{4.24c}
\]

where the curvature operator is \( \mathcal{K}(\cdot) = \nabla \cdot (\frac{1}{2} \mathbf{\hat{b}} \times \nabla \cdot \cdot) \) and the \( \psi = \Gamma_1 \phi \) denotes the gyroaveraged electric potential. As we have derived no equation governing the parallel velocities, \( u_\parallel \) and \( U_\parallel \) are considered free parameters of the model.

4.3 Collisional dissipation and viscosity

Gyrokinetic theory and therefore also gyrofluid models do not describe collisional processes. However, collisions are important especially in the edge region where the transport time scale is typically longer than the collision time. Therefore collisional effects must be added to the model \([14, 24]\) in an ad hoc fashion. In the long wavelength limit (LWL) \( (k_\perp \rho_i)^3 \ll 1 \) the gyrofluid equations resemble \([89, 16, 9]\) the low frequency drift fluid equations \([51]\). Collisional effects enter the drift fluid equation in a natural way because the equations are derived from fluid models with collisional closures\([14, 5, 6]\). Given the gyrofluid/drift fluid correspondence it is therefore natural to add collisional effects to the gyrofluid models such that the correspondence is retained.

We also require that the diffusion is ambipolar. To lowest order the ion gyrocenter density describes the ion particle density, but at higher orders the gyrocenter density also describes the polarization of the plasma. It is this polarization part which through the polarization equation \([24]\) determines the local electrical potential. It is therefore crucial that the collisional damping terms added to the ion gyrocenter density equation \([24b]\) only dissipates density and vorticity. Any small deviation from this requirement could potentially lead to artificial polarization. The calculations presented in this section are therefore also relevant in situations where the gyrofluid model is used to carry out numerical simulations of collisionless plasmas. Due to finite numerical resolution numerical codes are always forced to add artificial damping to the gyrofluid moment equations. This damping should not lead to hidden artificial polarization effects.
We consider the general fluid momentum equation

\[ mn\left[ \frac{\partial}{\partial t} + u \cdot \nabla \right] u = -\nabla p - \nabla \cdot \pi - qn[E + u \times B] + R \quad (4.25) \]

where \( m \) denotes the mass, \( q \) denotes charge, \( n \) is the density, \( u \) is the fluid velocity, \( p \) is the scalar pressure and \( \pi \) is the off diagonal part of the pressure tensor, \( E \) and \( B \) denote the electric and magnetic fields respectively. \( R \) denotes the collisional resistivity. In the drift approximation the perpendicular part of the momentum equation is solved iteratively \( u_\perp = u_\perp^{(0)} + \varepsilon u_\perp^{(1)} + \cdots. \)

\[ u_\perp^{(0)} = u_{E} + u_{D}, \] denote the \( E \times B \) and diamagnetic drifts respectively. The second order drift \( u_\perp^{(1)} = u_{p} + u_{\pi} + u_{R}, \] consist of the polarization drift \( u_{p} \) and drifts due to shear stress \( u_{\pi} \) and resistivity \( u_{R}. \)

In this way collisional resistivity and shear stress enter the continuity equation

\[ \frac{\partial}{\partial t} n + \nabla \cdot \left( nu_\perp^{(0)} + nu_\perp^{(1)} + nu_\parallel \hat{b} \right) = 0 \quad (4.26) \]

Linearizing the resistivity contribution we get

\[ \nabla \cdot (nu_R) = \chi \nabla_{\perp}^2 n, \quad (4.27) \]
reflecting ambipolar diffusion of density, where \( \chi = p_{0}/(\sigma_{\perp} B_{0}^2) \). \( \sigma_{\perp} = e^2 n \tau_e/m_e \) denotes the perpendicular conductivity and \( \tau_e \) is the electron-ion collision frequency\[14]\.

The shear stress contribution can be split into three parts \( \pi = \pi^P + \pi^G + \pi^S. \) \( \pi^P \) is due to collisions between particles moving along magnetic field lines. \( \pi^S \) describes collisions between particles orbiting different magnetic field lines. The characteristic momentum transport scale length is therefore proportional to the gyroradius, so even though the ion-ion collision frequency is \( \mathcal{O}(\sqrt{m_i}) \) times smaller than the electron-ion collision frequency, the ion contribution is dominant. Linearizing the ion part we get

\[ \nabla \cdot (nu_{\pi^S}) = \eta \nabla_{\perp}^4 \phi^* \quad (4.28) \]

where \( \phi^* = \phi + \frac{2n}{\eta_{0}}, \) \( \eta_{0} = n_{0} \eta_{i}/(B_{0}^2 q) \) and the ion viscosity coefficient is \( \eta_{i} = \frac{3}{10} n \tau_{i}. \) \( \tau_{i} \) denotes the ion-ion collision time. The collisional viscosity is typically small compared to the resistivity but must be retained in the charge conservation equation because the ion and electron resistivities naturally cancel. Again, keeping only the lowest order fluid drifts the collisional viscosity enters the vorticity (charge conservation) equation as\[51]\n
\[ \frac{n_{0}}{\Omega_{i} B} \nabla \cdot \left( \left( \frac{\partial}{\partial t} + u_{E} \cdot \nabla \right) \nabla_{\perp} \phi^* \right) = \eta \nabla_{\perp}^4 \phi^* + \cdots. \quad (4.29) \]
In this way \( \pi^S \) provides momentum diffusion in the drift fluid vorticity equation. The last part of the shear stress tensor, the \textit{gyroviscous} stress tensor \( \pi^G \), is not related to collisions. It provides an FLR correction to the pressure due to spatial variations of the gyroradius. In the drift fluid vorticity equation Eq. (4.29) the \textit{gyroviscosity} cancels the advection of momentum by the diamagnetic drift [31, 27].

When adding viscosity and dissipation to the gyrofluid model we require that the gyrofluid viscosity and dissipation effects are identical to the drift fluid counterparts in the LWL. We furthermore demand that the density dissipation is ambipolar. The reason why this is not a trivial task is due to the fact that the gyrocenter density \( N \) is a mixed quantity simultaneously describing particle density and polarization. Nonetheless, in the gyrofluid model we integrate this quantity in time and must therefore determine how gyrocenter dissipation should look like.

In order to do so we derive a “vorticity” like equation by inserting the quasi-neutrality condition (4.24c) into the electron continuity equation (4.24a), eliminating \( n_e \), and subtract the ion continuity equation (4.24b)

\[
\frac{d}{dt} \Omega^* - \frac{T_e + T_i}{e} \mathcal{K}(N_i) = -\Omega^* \mathcal{K}(\phi) + \frac{T_e + T_i}{e} \mathcal{K}(\tilde{\Gamma}_1 N_i) \\
+ \tilde{\Gamma}_1 (N_i \mathcal{K}(\tilde{\Gamma}_1 \phi)) + \nabla \| J \| - \nabla \| \left( \frac{J_{\|0}}{e N_{\|0}} \Omega_E \right) + \Lambda_e - \Lambda_i + \tilde{\Gamma}_1 \Lambda_i \\
- \tilde{\Gamma}_1 (\tilde{\Gamma}_1 u_E \cdot \nabla N_i) \quad (4.30)
\]

where \( \Lambda_{e,i} \) denote the yet undetermined collisional terms in the electron and ion continuity equation respectively. We have defined

\[
\tilde{\Gamma}_1 = \Gamma_1 - 1, \quad (4.31)
\]

and have used that

\[
nu_{\|} = \Gamma_1 N \mathcal{U} + \frac{J_{\|0}}{T_i} (\Gamma_0 - 1) \phi \quad (4.32)
\]

and we have defined the “FLR generalized” diamagnetic and \( E \times B \) vorticity

\[
\Omega^* = 2 \tilde{\Gamma}_1 N + \Omega_E \quad (4.33)
\]

where

\[
\Omega_E = \frac{e N_{\|0}}{T_i} (\Gamma_0 - 1) \phi \quad (4.34)
\]

We have also defined the advective derivative

\[
\frac{d}{dt} = \frac{\partial}{\partial t} + u_E \cdot \nabla \quad (4.35)
\]
Λ_e denote the undetermined collision terms. The last term on the left hand side of (4.30) is the interchange drive due to the nonuniform background magnetic field. The interchange drive and the compression of the parallel current are the only non-FLR terms on the right hand side of the vorticity equation Eq. (4.30). The remaining terms describe FLR effects and do not enter the corresponding drift fluid vorticity equation.

We require that the collisional terms in the vorticity equation (4.30) do only dissipate the vorticity \( \Omega^* \)

\[
\Lambda_e - \Lambda_i + \tilde{\Gamma}_1 \Lambda_i = \eta \nabla_\perp^2 \Omega^* 
\]  
(4.36)

If we for the electrons take the linearized collision term from drift fluid theory

\[
\Lambda_e = \chi \nabla_\perp^2 n_e 
\]  
(4.37)

where \( \chi \) is the (Braginskii) collisional dissipation constant we find from (4.36) that the ion collisional dissipation is

\[
\Lambda_i = \Gamma_i^{-1} \Gamma_0 [\chi \nabla_\perp^2 n - \eta \nabla_\perp^2 \Omega^*] 
\]  
(4.38)

\[
= \eta \nabla_\perp^2 N_i + (\chi - \eta) \Gamma_0 \nabla_\perp^2 N_i + (\chi - \eta) \Gamma_0 \Gamma_i^{-1} \nabla_\perp^2 \Omega_E 
\]  
(4.39)

This result has the interesting property that for Schmidt number \( Sc = \eta/\chi = 1 \)

\[
\Lambda_i^{Sc=1} = \chi \nabla_\perp^2 N_i 
\]  
(4.40)

Therefore, when performing numerical calculations using the gyrofluid equations, diffusion of \( N_i \) does not imply artificial polarization effects.

In the long wave length limit the vorticity equation (4.30) is given as

\[
\nabla \cdot \left( \frac{n_0}{\Omega B_0} \frac{d}{dt} \nabla \phi^* \right) = \frac{T_e + T_i}{e} K(n) + \nabla_\parallel J_\parallel - \nabla_\parallel \left( \frac{J_\parallel}{\Omega_i m_i} \nabla_\perp \phi \right) + \frac{n_0}{B \omega_{ci}} \eta \nabla_\perp^4 \phi^*, 
\]  
(4.41)

which resembles the linearized drift fluid vorticity equation\[37\]. The corresponding long wave length limit realization of \( \Lambda_i \) is given as

\[
\Lambda_i^{LWL} = \chi(1 + \rho_i^2 \nabla_\perp^2) \nabla_\perp^2 N_i - \eta \nabla_\perp^4 \phi^* + \chi \frac{N_0}{\Omega_i B} \nabla_\perp^4 \phi 
\]  
\[
= \chi(1 - b/2) \nabla_\perp^2 n - \frac{n_0}{B \omega_{ci}} \eta \nabla_\perp^4 \phi^*. 
\]  
(4.42)

The last term of (4.41) is identical to the linearized Braginskii\[14\] viscosity in (4.29).
4.4 Blob dynamics

In this section the gyrofluid model derived and analyzed in the previous section is employed to study the motion of isolated plasma blob structures in the scrape off layer region of a toroidal confined plasma. Motivated by temperature measurements in the edge/SOL region showing that the ion temperature generally exceeds the electron temperature \( \tau \sim 1-10 \) \[1, 104, 93\] 97, we will investigate the influence ion temperature variations to the blob dynamics. In our model an ion temperature variation, generally speaking, has two consequences. First, the thermal energy of the ions is changed which therefore alters the total potential energy of the system. Secondly, the ion gyroradii are changed which potentially changes the influence of FLR effects. The influence of FLR effects is controlled by the ratio of the ion gyroradius to the characteristic length scale in the system \( k_{\perp} \rho_i \). In order to separate these two effects a parameter scan varying the initial blob size and the ion temperature has been carried out. The remaining free parameters are held fixed at values that are characteristic for the SOL region. Furthermore, we neglect the parallel dynamics in order to simplify and isolate the finite ion temperature effects. This is reasonable when \( u_{\parallel} / L_{\parallel} \ll 1 \). If the filament expands along the magnetic fields lines at a speed comparable to \( c_s \), this requirement is easily met. The simulations are therefore carried out on a drift plane perpendicular to the magnetic field with slab coordinates \( x \) and \( y \) having periodic boundary conditions.

The reduced model equations used in the numerical simulations are Bohm normalized

\[
\begin{align*}
    x \rightarrow \frac{x}{\rho_s}, \quad t \rightarrow \omega_{ci} t, \quad T_e \rightarrow \frac{T_e}{T_e}, \quad n \rightarrow \frac{n}{N}, \quad \phi \rightarrow \frac{e\phi}{T_e},
\end{align*}
\]

where \( \rho_s = c_{s0} / \omega_{ci} \) is the hybrid thermal gyroradius in the cold ion limit, \( c_{s0} = \sqrt{T_e / m_i} \) is the corresponding cold ion sound speed, \( \omega_{ci} = eB / m_i \) denotes the gyrofrequency of a single charged ion at a characteristic magnetic field strength \( B \). \( N \) and \( T_e \) denote constant characteristic density and electron temperature respectively. We take the characteristic electron temperature \( T_e \) as the normalization of the ion temperature \( \tau = T_i / T_e \). The gradient of the inverse slab magnetic field is \( \xi = \rho_s / R \), where \( R \) denotes the major radius of the toroidal plasma. Adding the collisional terms derived in section 4.3 to the gyrofluid equations (4.24), neglecting the parallel dynamics and assuming unity Schmidt number, we obtain the reduced model...
equations used in this study,
\[
\begin{align*}
\frac{\partial}{\partial t} + \hat{z} \times \nabla \phi \cdot \nabla n &= -C(\phi) + C(n) + D \nabla^2 n \\
\frac{\partial}{\partial t} + \hat{z} \times \nabla (\Gamma_1 \phi) \cdot \nabla N &= -C(\psi) - \tau C(N) + D \nabla^2 N
\end{align*}
\] (4.44a, 4.44b)
\[
\frac{1}{r}(\Gamma_0 - 1)\phi = n - \Gamma_1 N = \Omega_E
\] (4.44c)

where the normalized dissipation coefficient is \(D = \chi/(\rho_{s0}^2 \omega_{ci})\) and we have defined the curvature operator
\[
\mathcal{C} = -\xi \frac{\partial}{\partial y}
\] (4.45)

where \(\xi = \rho_e/R_0\); \(R_0\) is the major radius of the toroidal plasma.

We note that the magnetic field in the advection of \(n_e\) and \(N_i\) is constant. This approximation is enforced by the periodic boundary conditions. In order to retain mass conservation the compression of the \(E \times B\)-drift has been linearized in the electron \(\n\) and ion \(\n\) continuity equations. These changes should not change the overall blob dynamics because the blob evolution is dominated by interchange dynamics through the compression of the diamagnetic current in the vorticity equation \[1.30\], when \(k_\perp \rho_i < 1\).

The density blobs are initialized as symmetric Gaussian structures \(\delta n\) sitting on a constant background \(n_0\)
\[
n(t = 0) = n_0 + A \exp \left( -\frac{x^2}{2\sigma^2} \right)
\] (4.46)

We choose the initial condition such that the plasma is everywhere charge neutral \(n_e(t = 0) = n_i(t = 0)\). From \[4.24c\] this implies that the initial ion gyrocenter density is given as
\[
N(t = 0) = \Gamma_1^{-1} n_e(t = 0).
\] (4.47)

The density profiles at \(x = 0\) in the vicinity of the blob are shown on Fig.4.1 which demonstrate the possibility of major local differences of the ion gyrocenter density and the electron particle density. Due to the assumption of quasi neutrality the global number density of ion gyrocenters and electron particles is the same. This can be seen by integrating the polarization equation \[1.44c\] assuming that the gyroaveraging operators equal unity at infinity.

Alternatively we could have used the initial condition \(n(t = 0) = N(t = 0)\). The alternative initial condition is globally charge neutral but implies a nonzero initial vorticity distribution. In the absence of advection the diffusive solution on an infinite domain given the initial condition \(1.44c\)
\[
n^\infty(x, t) = n_0 + A \sigma \sqrt{\sigma^2 + 2\chi t} \exp \left[ -\frac{x^2}{2(\sigma^2 + 2\chi t)} \right]
\] (4.48)
If we neglect the parallel dynamics in the long wave length vorticity equation Eq. (4.41) it is reasonable to assume that the the initial dynamics is dominated by interchange dynamics when the blob width $\sigma$ is chosen such that $\rho_0^2/\sigma^2 < 1$. Balancing inertia with the interchange drive we obtain the ideal interchange rate

$$\gamma = \sqrt{\frac{g}{l} \frac{\delta n}{n_0}}$$

(4.49)

and the corresponding ideal perpendicular velocity

$$V_{\perp} = \sqrt{\frac{l}{R} \frac{\delta n}{n_0}}$$

(4.50)

where $g = c_s^2/R$ denotes the effective gravity, $c_s = \sqrt{p/\rho}$ is the acoustic speed, $p = p_e + p_i$ is the total particle pressure, $\rho = m_in_i + m_en_e$ denotes the total mass, $\Delta n$ is a characteristic density perturbation, $n_0$ is the background density, $R$ is the major radius and $l$ denotes the characteristic length scale. Also, we define the Rayleigh number

$$Ra = \frac{(T_e + T_i)l^3 \Delta n}{m_i R \chi \eta \rho n_0}.$$ 

(4.51)

The Rayleigh number is the ratio of buoyancy to dissipative forces. In situations where FLR effects are important or even dominant in the vorticity equation Eq. (4.30) we cannot a priori expect that the characterics of the general dynamics is well described by $\gamma$, $V_{\perp}$ and $Ra$ simply because the interchange drive is not necessarily the dominating term in Eq. (4.30). In normalized units the ideal interchange rate is given as

$$\gamma = \sqrt{\frac{(1 + \tau)\xi A}{\sigma}}$$

(4.52)
and the corresponding Rayleigh number

$$Ra = \frac{\xi \sigma^3 (1 + \tau) A}{D^2}. \quad (4.53)$$

In many aspects the work presented here is an extension of earlier work where the blob dynamics was analyzed using a simplified two field interchange model\cite{10, 43, 41}. When $\tau = 0$ the gyrofluid equations (4.44) are algebraically equivalent with the following set of equations

$$\begin{align*}
\left[ \frac{\partial}{\partial t} + \hat{z} \times \nabla \phi \cdot \nabla \right] n &= -C(\phi) + C(n) + D\nabla^2 n, \\
\left[ \frac{\partial}{\partial t} + \hat{z} \times \nabla \phi \cdot \nabla \right] \nabla^2 \phi &= C(n) + D\nabla^2 \nabla^2 \phi,
\end{align*} \quad (4.54$$

which resembles the two field interchange model used in previous contributions\cite{43, 41, 10}. If the finite compression of the $E \times B$ and diamagnetic drifts are neglected the models are identical.

A quantitative measure of the dynamics of the "isolated" blob structures is the center of mass position subtracting the background level

$$x X_C = (X_C, Y_C) = \frac{1}{M} \int dx \, x(n - 1) \quad (4.55)$$

where the total mass is defined as

$$M = \int dx \, (n - 1) \quad (4.56)$$

The corresponding center of mass velocity is

$$V_C = \frac{d}{dt} X_C \quad (4.57)$$

which is proportional to the convective flux

$$F(t) = \int dx \, n u_E = MV_C, \quad (4.58)$$

making the center of mass position $X_C$ proportional to the time integrated flux

$$F^{tot}(t) = \int_0^t dt \, F(t) = M[X_C(t) - X_C(0)]. \quad (4.59)$$

### 4.4.1 FLR effects

The finite ion Larmor radius has two immediate consequences. First, due to the gyrotron motion ion gyrocenters are advected by an FLR averaged $E \times B$ velocity. In general the FLR averaging reduces the $E \times B$ particle
drift. Secondly, the ion gyrocenter charge contribution should be thought of as rings of charge. In the fluid description these effects are represented by the FLR averaged $E \times B$ advection in the ion gyrocenter density continuity equation (4.44b) and in the polarization equation (4.44c) respectively. FLR effects are therefore potentially able to alter the plasma polarization.

To gain insight into the impact of the FLR effects to the blob evolution we consider the LWL vorticity equation (4.41) (in normalized units)

$$\nabla \cdot \left( \frac{d}{dt} \nabla \perp \phi^* \right) = (1 + \tau) \mathcal{C}(n),$$

(4.60)

neglecting all parallel and collisional terms. Using the electron continuity equation (4.43) the "diamagnetic vorticity" term can be rewritten as

$$\nabla \cdot \left( \frac{d}{dt} \nabla \perp \tau n \right) = \frac{d}{dt} \left( \frac{\rho_{\text{th}}^2}{2} \nabla \perp^2 n \right) - \left\{ \frac{\rho_{\text{th}}^2}{2} \nabla \perp^2 \phi, n \right\},$$

(4.61)

where we have introduced the bracket notation

$$\left\{ n, \phi \right\} = \frac{\partial n}{\partial x} \frac{\partial \phi}{\partial y} - \frac{\partial n}{\partial y} \frac{\partial \phi}{\partial x}.$$

(4.62)

Eq. (4.61) demonstrates that the "diamagnetic vorticity" is indeed an FLR correction which originates from the FLR averaged $E \times B$ advection

$$(\Gamma_1 u_E) \cdot \nabla n = \left\{ \phi, n \right\} + \left\{ \frac{\rho_{\text{th}}^2}{2} \nabla \perp^2 \phi, n \right\} + \cdots ,$$

(4.63)

(recall that the Taylor expansion of the FLR averaging operator is: $\Gamma_1 = 1 + \frac{1}{2} \rho_{\text{th}}^2 \nabla \perp^2$) and the ring charge contribution to the charge balance

$$\frac{d}{dt} N \simeq \frac{d}{dt} \Gamma_1^{-1} n = \frac{d}{dt} (n - \frac{\rho_{\text{th}}^2}{2} \nabla \perp n).$$

(4.64)

This also show that the drift fluid vorticity equation (1.29) contains the lowest order FLR effects.

Consider a blob which is initially charge neutral, $\phi = 0$. The vorticity equation (4.41) shows that the only generator of vorticity in the initial phase is the finite compression of the diamagnetic current; the interchange drive. The compression of the diamagnetic current sets up a vorticity dipole as depicted on Fig. 4.5.1. Rewriting Eq. (4.61)

$$\nabla \cdot \left( \frac{d}{dt} \nabla \perp \tau n \right) = \rho_{\text{th}}^2 \left\{ n, \nabla \perp^2 \phi \right\} - \rho_{\text{th}}^2 \left\{ \nabla \perp \phi, \nabla \perp n \right\},$$

(4.65)

demonstrates that in the LWL the "diamagnetic vorticity" term has two types of contributions. The first term shows that density acts as a stream function for the vorticity, i.e. vorticity is advected along the contour lines of $n$. This implies that vorticity is smeared out around the blob. Fig 4.3(a)
Figure 4.2: Contour plot of vorticity $\nabla^2_{\perp} \phi$ after one ideal interchange time $t = \gamma^{-1}$. Initial blob width $\sigma = 10$, ion temperature $\tau = 1$, length scales are in units of $\sigma$.

Figure 4.3: Contour plots after one ideal interchange time $t = \gamma^{-1}$. Initial blob width $\sigma = 10$, ion temperature $\tau = 1$, length scales are in units of $\sigma$. (a) $-\rho^2_{th}\{n, \nabla^2_{\perp} \phi\}$ and (b) $-\rho^2_{th}\{\nabla_{\perp} \phi, \nabla_{\perp} n\}$. 
shows the contribution of this term after an ideal interchange time. If the system is in a state where this term dominates we should expect that the vorticity circulates around the blob. The last term contributes when the electric field $\mathbf{E} = -\nabla \phi$ and the gradient of the density are not parallel and is depicted on Fig. 4.3(b). As long as the blob remains "blob shaped" the interchange drive setup a dipole in the electrical field, which implies that the second term in eq. (4.65) mix vorticity at the blob edge with vorticity in the blob core. We assume that both terms will be the main contributors to redistribution of vorticity as long as $k_{\perp} \rho_i < 1$. In the analysis of the numerical simulations, Sec. 4.5, we further describe the implications of these terms.

4.4.2 Energy theorem

The conserved energy of the reduced model equations (4.44) are obtained by multiplying the electron continuity equations (4.44a) by $[\phi - n]$ and integrating over the domain

$$\int d\mathbf{x} \left[ \phi \frac{\partial n}{\partial t} - \frac{1}{2} \frac{\partial}{\partial t} (n^2) - [\phi - n] D \nabla^2 n \right] = 0. \quad (4.66)$$

Similarly multiplying the ion continuity equation (4.44b) by $[\Gamma_1 \phi + \tau N]$ and integrating over the domain gives

$$\int d\mathbf{x} \left[ \Gamma_1 \phi \frac{\partial N}{\partial t} + \frac{\tau}{2} \frac{\partial}{\partial t} (N^2) - [\Gamma_1 \phi - \tau N] D \nabla^2 N \right] = 0, \quad (4.67)$$

Subtracting (4.66) and (4.67) gives the total conserved energy

$$\frac{d}{dt} (U_E + U_e + U_i) = U_\Lambda. \quad (4.68)$$

Using the polarization equation (4.44c), we identify the $\mathbf{E} \times \mathbf{B}$ energy

$$U_E = \int d\mathbf{x} \left[ \Gamma_1 \phi \frac{\partial N}{\partial t} - \phi \frac{\partial}{\partial t} (n) \right] = \int d^3k \frac{1}{2\tau} (1 - \Gamma_0)|\phi_k|^2 \quad (4.69)$$

where we have used the hermiticity of $\Gamma_1$, $\phi_k$ denotes the Fourier transform of $\phi$ and $|\phi_k|^2 = \phi_k \phi_k^*$, where $\phi_k^*$ denotes the complex conjugate. As expected the generalized $\mathbf{E} \times \mathbf{B}$-energy (4.69) is identical to the $\mathbf{E} \times \mathbf{B}$-energy of linearized isothermal gyrokinetics [36]. The electron and ion thermal energies are

$$U_e = \int d\mathbf{x} n \ln n, \quad U_i = \int d\mathbf{x} N \tau \ln N, \quad (4.70)$$

and the energy loss due to viscosity and dissipation is given as

$$U_\Lambda = \int d\mathbf{x} D (\ln n \nabla^2 n + \ln N \nabla^2 N) + \int d\mathbf{k} \frac{D}{\tau} (1 - \Gamma_0) k^2 |\phi_k|^2, \quad (4.71)$$
where we have used the polarization equation (4.44c) to obtain the last term. The evolution of the individual energy parts is

\[
\frac{d}{dt} U_E = \int d^3 x \left[ nC(\phi) + \tau NC(\Gamma_1 \phi) \right] + \int d^3 k \frac{D}{\tau} (\Gamma_0 - 1) k^2 |\phi_k|^2, \quad (4.72a)
\]

\[
\frac{d}{dt} U_e = \int d^3 x \left[ - nC(\phi) + D \ln n \nabla^2 n \right], \quad (4.72b)
\]

\[
\frac{d}{dt} U_i = \int d^3 x \left[ - \tau NC(\Gamma_1 \phi) + D \ln N \nabla^2 N \right]. \quad (4.72c)
\]

The two first terms in (4.72a) and the first terms in (4.72b) and (4.72c) show the drive of $E \times B$-energy namely outward radial transport of thermal energy. The last term in (4.72a) describes the change of $E \times B$-energy due to viscosity. In the thermal energy equations (4.72b) and (4.72c) the last terms represent the change of energy due to dissipation. The fact that $U_E$ only losses energy due to viscosity and thermal energy is only lost due to dissipation is a consistency check of the ad hoc collisional terms derived in the previous section.

4.5 Numerical results

In this section we present numerical solutions of the gyrofluid equations (4.44) using the Gaussian blob structure (4.46) and (4.47) as initial condition. Each species are individually isothermal but $\tau = T_i/T_e$ is varied. We investigate how the blob propagation is influenced by finite ion temperature effects. The influence of FLR effects is controlled by the ratio of the ion gyroradius to the characteristic length scale in the system $k_\perp \rho_i$. In the initial phase of the simulations the characteristic length scale is given by the blob amplitude and $k_\perp^{ini} \sim A/\sigma$. A parameter scan has been carried out varying the initial blob width $\sigma$ and the ion temperature $\tau$ keeping the remaining free parameters $(D, \xi, A)$ in the model fixed. The dissipation is held constant at $D = 10^{-3}$. In principle $D \propto (1 + \tau)$, but having chosen unity Schmidt number an ion temperature dependent dissipation would lead to complications as the viscosity constant does not have a similar ion temperature dependence. The blob amplitude is fixed at $A = 0.5$. This is in principle violating the validity of linearizing the compression of the $E \times B$-drift but test runs show that the linearization has no influence on the overall dynamic. The curvature constant is held fixed at $\xi = 5 \times 10^{-4}$. The free parameters corresponds to a plasma with the following characteristic parameters:

\[
n_0 \approx 10^{19} \text{ m}^{-3}, \quad T_e \approx 20 \text{ eV}, \quad R \approx 1 \text{ m}, \quad B \approx 1 \text{ T}. \quad (4.73)
\]

The numerical simulations have been carried out using a standard spectral method. Simulations with the given parameters is a challenging task.
Taking a closer look at the polarization equation (4.44c) shows that the characteristic spatial length scale of the equation is \( \rho_s \), a length scale which in most cases must be resolved. Also, in order to minimize finite box size effects, mainly due to the slow spatial decay of \( \phi \), the simulation domain should be considerably larger than the blob size. In all simulations the ratio of box width \( L \) to the initial blob width \( \sigma \) is kept constant at \( L/\sigma = 50 \).

In order to resolve the initial gradients test simulations have shown that the runs are only well converged when \( \sigma/dx \sim 40 \), where \( dx \) denotes the numerical grid resolution. This implies that most runs have required \( 2048^2 \) grid points in order to be well converged. The simulation time is in most simulations \( 30\gamma^{-1} \) which give typical computer runtime in the order of 1-2 weeks.

### 4.5.1 General blob evolution

Independent of blob width and ion temperature the blobs accelerate and move radially outwards as a consequence of a dipole in the vorticity field. The polarization is generated by the interchange drive which acts as to polarize the plasma when the magnetic field is inhomogeneous and the density perturbation persists. In Fig. 4.4 we present contour plots of two blobs that are initialized in the same way but are having different ion temperatures, in the top row \( \tau = 0 \) and in the bottom row \( \tau = 3.0 \). The first column show

![Contour plots of two blobs](image)

Figure 4.4: Spatial structure of density for two blobs with initial widths \( \sigma = 5 \). Length scales are normalized to initial blob width \( \sigma \). In the top row \( \tau = 0 \), bottom row \( \tau = 3.0 \). First column \( t = 0 \), second column \( t = 1250\omega_{ci} \).
the blobs as they were initialized and the second column show the blobs at $t = 1250\omega_{ci}$. We show this figure to demonstrate the main conclusion of the numerical simulations: at finite ion temperature the blobs travel further, faster, become more compact and have a different spatial density signature. The blob shape is similar to experimental observations\[109, 93, 53\] where the blobs are not mushroom shaped as in the cold ion limit. In the example shown in Fig. 4.4 we see that the finite ion temperature blob has moved approximately twice the distance of the cold ion blob. On the one hand, this should come as no surprise as an increased ion temperature naturally increase the thermal energy as well. On the other hand, one might have expected that the FLR averaging reduce the advection because the FLR correction in general reduce the $E \times B$-drift by which the ions are advected. This observation indicate that when FLR effects are taken into account the ideal interchange rate $\gamma \propto \sqrt{1 + \tau}$ remains an appropriate scaling. Therefore, in the remaining part of this section we choose to normalize time to $\gamma^{-1}$ and length scales are normalized to the initial blob width $\sigma$.

Now, we give a more detailed presentation of the dynamical evolution of the blobs. Fig. 4.5, 4.6, 4.8, 4.9 and 4.11 depict the dynamical evolution density $n$, electric potential $\phi$, vorticity $\nabla^2_{\bot} \phi$ and radial $E \times B$-velocity $v_x = \hat{x} \cdot u_E$ of isolated blob structures, having different initial blob widths and ion temperature. Note that only a part of the simulation domain is shown. Table 4.1 summarize the initialization parameters of the simulations shown in Fig. 4.5-4.11. Despite the huge differences in Rayleigh number and $k_{\|}^{ini} \rho_i$ it is evident that in this normalization blobs approximately travel the same distance per unit time; in normalized units. After $30 \gamma^{-1}$ time units the blobs have approximately traveled ten times their initial width. However, a comparison of the contour plots show that the dynamical evolution changes dramatically when ion temperature and initial blob width are varied.

**Cold ions**

The dynamical evolution in the cold ion limit is special as $\rho_i = 0$, which imply that all FLR terms in the model \[1.44\] vanish. Therefore, $k_{\|} \rho_i = 0$ at all times, leaving the initial width as the only parameter being varied. Recall

<table>
<thead>
<tr>
<th>Figure #</th>
<th>$\tau$</th>
<th>$\sigma$</th>
<th>$k_{|}^{ini} \rho_i$</th>
<th>Ra</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.5</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2000</td>
</tr>
<tr>
<td>4.6</td>
<td>0</td>
<td>10</td>
<td>0</td>
<td>$2.5 \times 10^5$</td>
</tr>
<tr>
<td>4.8</td>
<td>1</td>
<td>2</td>
<td>0.25</td>
<td>4000</td>
</tr>
<tr>
<td>4.9</td>
<td>1</td>
<td>10</td>
<td>0.05</td>
<td>$5 \times 10^6$</td>
</tr>
<tr>
<td>4.11</td>
<td>7</td>
<td>5</td>
<td>0.26</td>
<td>$2.5 \times 10^9$</td>
</tr>
</tbody>
</table>

Table 4.1:
that in this limit the model is equivalent to the drift fluid equations (4.54).

In the cold ion limit the numerical simulations show that the dynamical evolution has characteristic features independent of the initial width $\sigma$.

Simulations in the cold ion limit with initial widths $\sigma = 2, 10$, are presented in Fig. 4.5 and 4.6 respectively. The initial phase is characterized by a formation of a sharp density gradient at the leading edge as the blob is advected radially outwards. The sharp density gradient is followed by a trailing wake, a behavior which resembles the dynamics of a shock front. Comparing the spatial structure of density $n$ and radial velocity $v_r$ show that the maximal value of the velocity field lacks behind the density peak causing a steepening of the leading edge and the formation of a trailing

Figure 4.5: Ion temperature $\tau = 0$, initial blob width $\sigma = 2$, Rayleigh number $Ra = 2000$. Spatial structure of density $n$ (top row), electric potential $\phi$ (second row), vorticity $\nabla^2 \phi$ (third row) and radial $E \times B$-velocity $v_r$ (bottom row). In all rows time increments $10 \gamma^{-1}$ going from left to right. Axes are normalized with the initial blob width $\sigma$. Only a part of the simulation domain shown.
Figure 4.6: Ion temperature $\tau = 0$, initial blob width $\sigma = 10$, Rayleigh number $Ra = 2.5 \times 10^5$. Spatial structure of density $n$ (top row), electric potential $\phi$ (second row), vorticity $\nabla^2 \phi$ (third row) and radial $E \times B$ -velocity $v_x$ (bottom row). In all rows time increments $10 \gamma^{-1}$ going from left to right. Axes are normalized with the initial blob width $\sigma$. Only a part of the simulation domain shown.
wake. Due to the smaller spatial scales when $\sigma = 2$, Fig. 4.5, dissipation and viscosity make the structure flatter and more smeared out in comparison to simulations at $\sigma = 10$, Fig. 4.6, where small scale structure evolves in all the vorticity and density fields. This can also be seen from the radial profiles

$$n_p(x, t) = \frac{1}{L_y} \int_0^{L_y} dy (n - 1),$$

(4.74)

presented in Fig. 4.7. After the initial phase the density evolves into the

Figure 4.7: Radial profiles of density $n$ at zero ion temperature, initial widths are (a) $\sigma = 2$ and (b) $\sigma = 10$.

shape of a mushroom like cap where the tails of the cap eventually role up into two lobes. This behavior is due to poloidal gradients in the radial velocity field, advecting the the blob center ($y = 0$) faster than the blob edges. In the late evolution the leading front eventually vanish due to stretching and dissipation. As demonstrated in Ref.[41] especially the late evolution is sensible to the Rayleigh number. At higher Rayleigh numbers the lobes are unstable and the leading front can evolve into secondary plume structures. Through out the simulations the blobs are nearly symmetric around $y = 0$, which is a consequence of advecting electrons and ions by the same velocity. The spatial structure of the blob evolution at $\tau = 0$ is very similar to the results reported in Ref.[41] where a somewhat simpler model was used.

**Finite ion temperature**

At finite ion temperature the dynamical evolution depends no longer only on the initial blob width. As the ion temperature is finite so is the ion gyroradius. In the initial phase the characteristic scale length $k_{\perp}^{\text{ini}} = A/\sigma$ determines the strength of the FLR effects. At later times the influence of the FLR effects depends on the ion temperature and the initial blob width in a more complicated way. Two examples of the evolution of an
isolated blob where \( \tau = 1 \) are presented in Fig. 4.8 and Fig. 4.9, where the initial widths are \( \sigma = 2 \) and \( \sigma = 10 \) respectively. The corresponding Rayleigh numbers are: \( \text{Ra}(\sigma = 2) = 4000 \) and \( \text{Ra}(\sigma = 10) = 0.5 \times 10^6 \), and the initial length scales to ion gyroradii are: \( k_{\text{ini}}^\perp \rho_i = 0.25 \) for \( \sigma = 2 \) and \( k_{\text{ini}}^\perp \rho_i = 0.05 \) for \( \sigma = 10 \). A common feature of all finite ion temperature

Figure 4.8: Ion temperature \( \tau = 1.0 \), initial blob width \( \sigma = 2 \), Rayleigh number \( \text{Ra} = 4000 \). Spatial structure of density \( n \) (top row), electric potential \( \phi \) (second row), vorticity \( \nabla_\perp^2 \phi \) (third row) and radial \( E \times B \)-velocity \( v_x \) (bottom row). In all rows time increments \( 10 \gamma^{-1} \) going from left to right. Axes are normalized with the initial blob width \( \sigma \). Only a part of the simulation domain shown.

simulations is the existence of a poloidal center of mass velocity. Contrary to the cold ion limit, no symmetry exists at \( y = 0 \). This is a consequence of the fundamental different gyrocenter drifts of ion and electrons. Almost independent of Rayleigh number it seems that when \( k_{\text{ini}}^\perp \rho_i \gtrsim 0.05 \) the FLR effects starts to play an important role. We observe that the blob structures get more compact when \( k_{\text{ini}}^\perp \rho_i \) is increased. Also, the formation of lobe like structures is reduced at increased \( k_{\text{ini}}^\perp \rho_i \). In other words, the blobs remain more blob shaped throughout the simulation when \( k_{\text{ini}}^\perp \rho_i \) is increased. This
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Figure 4.9: Ion temperature $\tau = 1$, initial blob width $\sigma = 10$, Rayleigh number $Ra = 0.5 \times 10^6$. Spatial structure of density $n$ (top row), electric potential $\phi$ (second row), vorticity $\nabla^2 \phi$ (third row) and radial $E \times B$-velocity $v_x$ (bottom row). In all rows time increments $10 \gamma^{-1}$ going from left to right. Axes are normalized with the initial blob width $\sigma$. Only a part of the simulation domain shown.
is a consequence of the FLR averaging which results in less peaked velocity profiles. Comparing the spatial structure of the velocity fields presented in Fig. 4.6 and Fig. 4.9 where $\tau = 0$ and $\tau = 1$ respectively, show that the radial velocities are much higher in the $\tau = 0$ case, even though the available ion free energy is three times smaller. The flatter velocity profile at finite ion temperature prevents the blob from getting sheared apart and results in an increased radial blob transport. When $k_{\perp}^{\text{ini}} \rho_i$ is relatively small $\sim 0.05$ the blob evolution in the initial phase, see Fig. 4.9, is similar to the corresponding cold ion evolution, see Fig. 4.6 but is not symmetric around $y = 0$ and has a more compact front and less density in the lobes. These effects can be ascribed to the formation of thin finger like vorticity structures in the vicinity of the blob front. The finger structures act as to smear out steep density and vorticity gradients. The amplitude of these finger structures in the vorticity field is stronger than the dipole structure generated by the interchange drive. The interchange vorticity dipole still exists as can be seen from the spatial structure of the electrical field (second row in Fig. 4.6) and the fact that the blob is advected radially outwards.

In the vicinity of strong density gradients the vorticity is advected along the contour lines of density $n$, which is in agreement with the analytical discussion in section 4.4.1. In the later phase the structure size is smaller which make the FLR effects even more important. Therefore, the FLR effects gradually make the blob more compact and prevent the blob from leaving density behind and forming lobes.

At increased $k_{\perp}^{\text{ini}} \rho_i$ we observe that the dynamical evolution is altered dramatically. The simulation shown on Fig. 4.8 has a low Rayleigh number, $\text{Ra}(\sigma = 2) = 4000$, but as $k_{\perp}^{\text{ini}} \rho_i = 0.25$, the FLR effects are strongly influencing the dynamics. The vorticity field is dominated by thin fingers circumferencing the density blob, which strongly reduce the amount of density leaving the advected blob structure. The increased blob coherence at increased $k_{\perp}^{\text{ini}} \rho_i = 0.25$ is also clearly found in the corresponding radial density profiles shown in Fig. 4.10. The radial profiles and the contour plots also show that the maximal density amplitude travels a shorter distance at increased $k_{\perp}^{\text{ini}} \rho_i$, but retains a high amplitude throughout the simulation. The spatial position of the maximal density amplitude coincides with the blob structure except in some of the cold ion simulations where the maximal amplitude in the later phase is located in the rolled up lobes. The observation that increased $k_{\perp}^{\text{ini}} \rho_i$ implies higher blob amplitudes that travel shorter distances is not a simple result of Rayleigh number variation.

Fig. 4.11 show a simulation where $\tau = 7$ and $\sigma = 5$. With this choice of parameters the blob has the same Rayleigh number as the blob simulation shown on Fig. 4.6 where $\tau = 0$ and $\sigma = 10$. Comparing these simulations show that the FLR effects have a huge impact on the blob dynamics, ruling out that the differences are solely due to Rayleigh number variations.

The ratio of thermal ion gyroradius to the initial characteristic length
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Figure 4.10: Radial density profiles $n_p(x,t)$ for different ion temperatures at four different times.

Figure 4.11: Ion temperature $\tau = 7$, initial blob width $\sigma = 5$, Rayleigh number $Ra = 2.5 \times 10^5$. Spatial structure of density $n$ (top row), electric potential $\phi$ (second row), vorticity $\nabla^2 \phi$ (third row) and radial $E \times B$-velocity $v_x$ (bottom row). In all rows time increments $10 \gamma^{-1}$ going from left to right. Axes are normalized with the initial blob width $\sigma$. 
scale of the simulation shown in Fig. 4.11 is \( k_{\text{ini}}^{\perp} \rho_i \simeq 0.26 \), which is nearly identical to the corresponding ratio \( k_{\text{ini}}^{\perp} \rho_i \simeq 0.25 \), of the simulation shown in Fig. 4.8. The blob evolutions in these simulations are similar even though the corresponding Rayleigh numbers are significantly different, \( Ra = 2.5 \times 10^5 \) and \( Ra = 4000 \) respectively. Comparing the radial profiles, Fig. 4.10(a) and Fig. 4.12, show that the blobs almost retain the initial shape and leave almost no density behind. In Ref. [41] it was shown that when the Rayleigh number exceeds \( \sim 10^4 \), the dynamics enter an ideal regime where the radial flux is no longer influenced by Rayleigh number variations. A similar mechanism might explain the signatures of Rayleigh number invariance found in these simulations. We will return to this issue later.

### 4.5.2 Blob transport

Having presented an overview of the blob dynamics in the parameter range investigated in this chapter, we are now going quantify these observation. We will investigate the influence of ion temperature and initial blob width using the following measures. (1) The center of mass position and the corresponding velocity which are related to the total advective transport. The center of mass does not coincide with the position of the blob. (2) Instead, the maximal density amplitude is a good measure of the blob position. Therefore, we investigate the parametric dependence of the maximal amplitude as a function of time and the corresponding distance traveled by the blob. (3) The maximal amplitude does not express the density, and eventually thermal energy, carried by the blob. We measure the blob density transport and the blob compactness by following the integrated density in the vicinity of the blob center, defined as the position of the maximal density amplitude.

**Center of mass**

The time evolution of the radial center of mass position is presented in Fig. 4.13 for blobs with different initial widths. First obser-
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Figure 4.13: Evolution of the radial center of mass position for different ion temperatures for blobs with initial width (a) $\sigma = 5$ and (b) $\sigma = 20$

The observation made is that the center of mass of small blobs travel longer than the center of mass of big blobs, measured in initial blob widths. Secondly, at fixed initial blob width an increased ion temperature makes the blob travel longer. When $k_{\perp}^{ini} \rho_i \gtrsim 0.1 - 0.2$ the picture gets a little blurred. Taking a closer look at Fig. 4.13(a) reveal that at $\tau = 7.0$, which corresponds to $k_{\perp}^{ini} \rho_i \simeq 0.26$ the radial center of mass has traveled the shortest distance when $t < 25$ but catches up afterwards. This behavior is caused by the ion FLR effects. When the FLR effects strongly influence the dynamics the magnitude of the poloidal component of the advecting $E \times B$-drift gets comparable to the radial velocity component. Fig. 4.14 shows that the blobs

![Graphs](image)

Figure 4.14: Evolution of the poloidal center of mass position for different ion temperatures for blobs with initial width (a) $\sigma = 5$ and (b) $\sigma = 20$

have a significant poloidal center of mass velocity when $k_{\perp}^{ini} \rho_i \gtrsim 0.1 - 0.2$. We also observe that the poloidal center of mass position over time oscillates around $y = 0$, but the initial poloidal drift is always downwards.

In the initial phase a good scaling parameter of the radial distance traveled by the center of mass is $k_{\perp}^{ini} \rho_i$, which is demonstrated in Fig. 4.15(a).
At later times $t = 30 \gamma^{-1}$, see Fig. 4.15(b), the high Rayleigh number blobs, width $\sigma = 10, 20$, start to deviate. Due to the high Rayleigh numbers and high advection velocities, big blobs are sheared apart leaving significant amounts of density behind. Fig. 4.16 show the center of mass position as a function of Rayleigh number at $t = 30 \gamma^{-1}$, clearly showing that the radial distance traveled by the center of mass decrease at high Rayleigh numbers.

In Ref. [41] using a simplified interchange model it was shown that when $\text{Ra} \gtrsim 10^4$ the maximal center of mass velocity becomes Rayleigh number independent. In the gyrofluid model this ideal regime has not been found as shown in Fig. 4.17. Not even in the cold ion limit the result of Ref. [41] is reproduced. Apparently, retaining the compressional terms in the continuity equation (4.54a) must account for the differences in the scaling. It is also clear that at increased ion temperature the maximal center of mass velocity decrease. At increased ion temperature the radial center of mass velocity, shown in Fig. 4.18, and acceleration get less peaked which is a consequence of the more coherent blobs at finite ion temperature. It is therefore no

Figure 4.15: Radial center of mass position at two different times as a function of $k_{\perp} \rho_i$.

Figure 4.16: Center of mass position as a function of Rayleigh number at time $t = 30 \gamma^{-1}$.
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Figure 4.17: Maximal radial center of mass velocity as a function Rayleigh number.

Figure 4.18: Radial center of mass velocity as a function of time for blobs with initial width $\sigma = 5$. 
surprise that the maximal radial center of mass velocity depends on $k_\perp^{ini} \rho_i$ at finite ion temperature as depicted in Fig. 4.19 which demonstrate a decrease

![Figure 4.19: Maximal radial center of mass velocity as a function of the ratio of the thermal ion gyroradius $\rho_{ith}$ to the initial blob width.](image)

in the maximal center of mass velocity when $k_\perp^{ini} \rho_i$ increase which is in good agreement with the smeared out velocity field at finite ion temperature facilitated by the FLR averaging operators.

$X_{n_{max}}$ The center of mass position does not coincide with the blob. A better measure of the blob position is the position of the maximal density amplitude $X_{n_{max}}$. We observe that the blobs travel further at increased Rayleigh number Fig. 4.20(b) but travel shorter distances at increased $k_\perp^{ini} \rho_i$ as shown in Fig. 4.20(a). Big blobs are advected further than smaller blobs

![Figure 4.20: Position of the maximal density amplitude at $t = 30 \gamma^{-1}$ as a function of time at (a) $\rho_i/\sigma$ and (b) Rayleigh number.](image)

and increased ion temperature make the blobs travel shorter, all measured in units of the initial blob width. However, when $Ra \gtrsim 10^4$ the variations are
no bigger than 20\%. Only in the cold ion limit these observations do not hold. In the special case of cold ions the distance traveled simply increase when the Rayleigh number is increased.

\[ n_{max} \] In Fig. 4.21 we present the temporal evolution of the maximal amplitude \( n_{max} \) for different ion temperatures and initial widths. The amplitude decay is due to dissipation and advection. Due to dissipation the amplitude decays faster for small blobs. Clearly, FLR effects has an important influence on the amplitude decay. When \( \tau = 0 \) the amplitude decrease faster except for very high Rayleigh numbers. As observed in Fig. 4.21(c) the violent blob evolution at high Rayleigh numbers even allows the maximal amplitude to exceed the initial amplitude. This is due to the high radial velocities lacking behind the position of the maximal amplitude. The observations are nicely summarized in Fig. 4.22. In the initial phase, Fig. 4.22(a), the amplitude decay is almost solely determined by dissipation and therefore the initial scale length \( \sigma \). At \( Ra \gtrsim 10^4 \) the the amplitude decay seems to be independent of Rayleigh number, whereas in the later phase, Fig. 4.22(b), where smaller scales are accessed the amplitude decay mainly depends on ion temperature.
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Figure 4.22: Maximal density amplitude as a function of Rayleigh number at two different times (a) \( t = 10^\gamma - 1 \) and (b) \( t = 30^\gamma - 1 \).

The FLR effects prevent the blob from being sheared apart which eventually results in a slower amplitude decay.

**Blob compactness**  From the evolution of maximal amplitude and center of mass alone we are not able to determine the density, and therefore thermal energy, carried by the blob. Therefore, we introduce the following quantity

\[ I_C(t) = \frac{\int dx (n - 1)h}{\int dx hn_{\text{init}}} \quad (4.75) \]

where

\[ n_{\text{init}}(x) = A \exp \left( \frac{-(x - X_{\text{max}})^2}{2\sigma^2} \right) \quad (4.76) \]

denotes the initial blob structure at position the position of the maximal density amplitude \( X_{\text{max}} \). \( h \) is a Heaviside function

\[ h(x) = \begin{cases} 
0 & \text{if } (x - x_{\text{max}})^2 + (y - y_{\text{max}})^2 \geq \sigma^2 \\
1 & \text{if } (x - x_{\text{max}})^2 + (y - y_{\text{max}})^2 < \sigma^2,
\end{cases} \quad (4.77) \]

centered at \( X_{\text{max}} \) having the width of the blob at \( t = 0 \). \( I_C \) integrate density in a ball of radius \( \sigma \) centered at \( X_{\text{max}} \) and is normalized such that \( I_C(t = 0) = 1 \). Imagine a situation where the initial blob is simply translated with no amplitude decay, \( I_C \) remains constant \( I_C = 1 \). Whereas if the blob is totally dissipated \( I_C \to 0 \).

Fig. 4.23(a) shows the time evolution of \( I_C \) at \( \tau = 0 \) for different initial blob widths. When the ions are cold the initial blob width has no big influence on the compactness. Only, the high Rayleigh number blob, \( \sigma = 20 \), has a significant lower compactness at \( t = 30^\gamma - 1 \). At high Rayleigh numbers the
blob center is advected much faster than the blob "sides". The blob is therefore sheared into many disconnected structures. When the ion temperature is finite the evolution of $I_C$ is changed. The time evolution of $I_C$ is presented in Fig. 4.23(b) for $\tau = 1$, demonstrating that when the initial blob width is increased, the blobs remain more compact and carry more density as they move radially outwards. The compactness of the blob increases when the initial blob width is decreased for medium, high Rayleigh number whereas the smaller blobs, $\sigma = 1, 2$, get less compact at decrease initial blob width due to the increased influence of dissipation. Fig. 4.24 show the time evolution of $I_C$ at fixed initial blob width for different ion temperatures showing that the time evolution of $I_C$ depends on the ratio of the thermal ion gyro-radius to the initial length scale. As discussed in Sec. 4.4.1 the FLR effects mix vorticity at the blob center and edge which smear out the velocity field preventing the blob from being sheared and stretched apart. In Fig. 4.24

Figure 4.23: $I_C$ as a function of time for different initial blob widths $\sigma$ at (a) $\tau = 0$ and (b) $\tau = 1$.

Figure 4.24: $I_C$ as a function of time for different ion temperatures for initial blob width (a) $\sigma = 2$ and (b) $\sigma = 20$. 
we present the variation of $I_C$ as a function of $\rho_i/\sigma$ at two different times. In the medium and high Rayleigh number range, $\sigma = 5, 10, 20$, the blob compactness seems to be independent of Rayleigh number variations in the initial phase, see Fig. 4.25(a). At all times a transition seems to appear when $\rho_i/\sigma \gtrsim 0.1$, where the blobs get significantly more compact. Above this limit the compactness seems nearly constant for the parameter range investigated here. Last, we observe that the compactness of relatively small blobs $\sigma = 2$ also benefit from the FLR effects. At $\tau = 1$ these small blobs triple the density carried by the blob.

**4.6 Discussion**

In the framework of the simple gyrofluid model the numerical simulations show that finite ion temperature has a strong impact on the dynamics of isolated blob structures. Finite ion temperature makes the blobs travel further, faster and makes the blobs carry more density along. There are however significant variations in the dynamical evolution which mainly depend on the ratio of the ion gyroradius to the initial blob width. We found that the total flux peaks when $\rho_i/\sigma \sim 0.1 - 0.2$, see Fig. 4.15(b). When $Ra \gtrsim 10^4$ measured in the initial blob width we also observed that the blobs travel almost the same distance, see Fig. 4.20(b), but the amount of plasma carried in the blobs changes drastically when $\rho_i/\sigma \gtrsim 0.1$. Below this critical value the blobs have almost lost all their initial density after having travelled 15 times their own initial width. Above this value the blobs carry $\sim 80\%$ of their initial density, see Fig. 4.25(b). If this threshold prevails in a more general setting where blobs are selfconsistently generated this would imply that a prefered blob size exists depending on the local ion temperature.

Experimental SOL temperature measurements report that $\tau \sim 1 - 10^4$. 

![Figure 4.25: $I_C$ as a function of $\rho_i/\sigma$ at two different times (a) $t = 10 \gamma^{-1}$ and (b) $t = 30 \gamma^{-1}$.](image)
but there seems to be no clear trend of whether $\tau$ increase or decrease going from the separatrix to the wall. If the threshold prevails one should expect to observe an increased average blob size at increased ion temperature. If that is the case one could try to reduce transport by lowering $\tau$ in the SOL region.

Finally, we observed that very high Rayleigh number blobs $Ra \gtrsim 10^7$ are sheared apart due to strong gradient in the $E \times B$-velocity field unless $\tau$ is very high. This observation could be relevant in the process of understanding edge localized mode (ELM) filaments\cite{83, 56}. The size in the perpendicular plane is in the range of $\sim 1-5 \text{ cm}$ which in terms of the physical parameters on which the numerical simulations are based corresponds to $\sim 10-100 \rho_i$. Without FLR effects these blobs would not survive for long. This might indicate that the ion temperature in ELMs is much higher than the ion temperature of ordinary blobs.

4.7 Summary and future directions

An electrostatic, isothermal gyrofluid model has been derived. Collisional dissipation and viscosity has been added to the inherently collisionless gyrofluid model. This is not trivial because ion gyrocenter density describes ion density and polarization density. The collisional dissipation added to the ion gyrocenter equation takes a form which does not generate artificial polarization and allows for independent variations of collisional viscosity and dissipation. In the long wavelength limit the dissipation and viscosity terms resemble the corresponding terms in the finite ion temperature drift fluid equations. An analysis of the most important FLR terms in the model when $k_{\perp} \rho_i < 1$ has been carried out showing that the FLR correction acts as to redistribute the $E \times B$-vorticity leading to less peaked $E \times B$-velocity profiles.

Numerical simulations of isolated blob structures in the plane perpendicular to the magnetic field, where the parallel dynamics has been neglected, have been presented. A parameter scan of initial blob width and ion temperature show that finite ion temperature has a strong influence on the blob dynamics. The finite ion temperature blobs gets a spatial density structure which resembles experimental observation. This is not the case in the cold ion approximation. Finite ion temperature makes the blobs travel faster and further. To lowest order the blob speed is proportional to the cold ion soundspeed times the square root of the blob width times the square root of $(1 + \tau)$. We observe that the maximal advective radial flux is found when $\rho_i/\sigma \sim 0.1 - 0.2$. We find that an increased Rayleigh number and decreased $\rho_i/\sigma$ imply that blobs travel longer distances but that the variations are small when $Ra \gtrsim 10^4$. The simulations also show that the decay of the blob amplitude is slower at increased ion temperature but again we find that vari-
ations are small when $Ra \gtrsim 10^4$. The most significant effects of finite ion temperature to the blob dynamics is a decreased loss of density as the blob moves radially outwards. When $Ra \gtrsim 10^4$ a threshold exist at $\rho_i/\sigma \gtrsim 0.1$ where we observe that the blob contains 5-10 times more density above the threshold than below. We also observe that small blobs $Ra < 10^4$ loose their density due to dissipation. Therefore, this threshold might imply that there exists a preferable blob size depending on the local ion temperature. Finally, the simulations show that bigger blobs $Ra \gtrsim 10^7$ are sheared apart by strong gradients in the velocity field.

### 4.7.1 Future directions

As a first step a parameter scan of blob amplitude should be carried out. Initially, this scan should be carried out using the model employed here, but eventually a nonlinearized model should be used. A natural extension of the work presented in this chapter is to employ a more complete gyrofluid model which accounts for the dynamical evolution of higher order gyrofluid moments, the parallel dynamics, sheath dissipation, neutrals, selfconsistent dissipation and viscosity coefficients and geometrical effects. The blobs are generated and advected in regions with strong pressure gradients. Therefore, one should investigate the blob dynamics in selfsustained turbulence. Investigations in a 2D slab setup which resembles the ESEL code[44] is ongoing.

We found that the ideal interchange rate provides a good time and velocity normalization, but it does not catch the details of the FLR effects. A more precise velocity scaling could possibly be obtained by applying an iterative procedure to the vorticity equation which would give corrections to the ideal interchange rate by balancing the FLR corrections appearing in the long wavelength limit vorticity equation. Analytic work in this direction is ongoing and give corrections to the ideal interchange rate which are $\propto \sqrt{T_i/\sigma^2}$.

The collisional dissipation and viscosity were added to the gyrofluid model in an ad hoc fashion. As a next step one should calculate the gyrofluid moment of the guidingcenter Landau collision operator derived by Brizard[17]. This task has been looked into and preliminary investigations show that the same terms as the one added in this chapter would appear to lowest order.
In this work two different extensions of the dynamical reduced Vlasov-Maxwell equations have been presented. An extension of the existing gyrokinetic theory to include time variations in the strong background electric field is presented (see Chap. 3). The derivation is based on a generalized gyrokinetic ordering by Hahm [18], which is relevant for edge turbulence in magnetically confined fusion plasmas. The results are shown in two versions of gyrokinetics (Hamiltonian and symplectic). From a variational principle fully electromagnetic Vlasov-Maxwell equations are derived, including a second Poisson equation associated with the background electric field, and the corresponding local energy theorem is derived explicitly. Taking terms quadratic in the fluctuation amplitude in the long wavelength (drift kinetic) limit, we obtain equations that are numerically tractable. Several new terms are identified of which we emphasize the intrinsic magnetization current in the parallel Ampere equation and the polarization current which ensures conservation of polarization charge. A disadvantage of the gyrokinetic formalism is that in order not to include full finite Larmor radius effects the electromagnetic fields must be divided into high amplitude long wavelength and fluctuating short wavelength parts. This splitting makes simultaneous self-consistent solutions to both parts difficult (perhaps impossible).

As an alternative, second order guiding-center coordinates are derived using the phasespace Lie transform method, and the corresponding Vlasov-Maxwell equations are derived using a variational principle (see Chap. 2). In the guiding-center ordering strong $E \times B$-flows comparable to the thermal velocity are allowed, and the second order terms in the guiding-center Vlasov-Maxwell equations describe the lowest order finite Larmor radius corrections to the electromagnetic field. Therefore, second order Vlasov-Maxwell equations could be relevant for edge plasmas.

Finally, numerical simulations of the radial transport of isolated plasmas filaments in the scrape-off layer region are presented (see Chap. 4). A simple
two-dimensional gyrofluid model is employed and an appropriate collision operator is derived. The numerical simulations show that the transport strongly depends on the ratio of the thermal ion gyroradius to the size of the filament. When the ratio exceeds $\sim 0.1 - 0.2$ the transport is enhanced. Blobs having radially travelled their own initial size $\sim 15$ times carry $\sim 80\%$ of their initial density above this threshold but only $\sim 20\%$ below.
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Appendix A

A.1 Hamiltonian mechanics and symplectic geometry

In this appendix we give a resume of Hamiltonian mechanics formulated on a symplectic manifold. This presentation is focused on results. No proofs (almost) are given. The level of mathematical rigor is that of a (lazy) physicist. For a more concise presentation I strongly recommend the book: “The Geometry of Physics”, by Theodore Frankel[39].

A.1.1 Poincaré one-form, symplectic two-form

First, we introduce some definitions. Let $M$ denote the configuration space of a mechanical system, equipped with local coordinates $q_i$. The $2n$ dimensional phase space, i.e., the cotangent bundle $T^*M$, has local canonical coordinates $q_1, ..., q_n, p_1, ..., p_n$. On $T^*M$ we define the oneform

$$\hat{\gamma} = p_i dq_i,$$  
(A.1)

and the symplectic two form (anti-symmetric two-tensor)

$$\omega = d\hat{\gamma} = dp_i \wedge dq_i,$$  
(A.2)

where $d$ denotes the exterior derivative. For a mechanical system we require that $\omega$ is nonsingular. Also from the definition we note that $\omega$ is closed, i.e., $d\omega = 0$. In canonical coordinates $\omega$ can be written as

$$\omega = dp_i \wedge dq_i = \frac{\partial p_i}{\partial z_l} \frac{\partial q_i}{\partial z_m} dz_l \wedge dz_m,$$  
(A.3)

thus the we identify the two form coordinate function as

$$\omega_{lm} = \frac{\partial p_i}{\partial z_l} \frac{\partial q_i}{\partial z_m},$$  
(A.4)
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In arbitrary coordinates the Poincaré oneform can be written as
\[ \hat{\gamma} = p_i dq_i = p_i \frac{\partial p_i}{\partial z_l} dz_l = \hat{\gamma} dz_l, \tag{A.5} \]
and the two-form
\[ \omega = d(\hat{\gamma} dz_l) = \frac{\partial \hat{\gamma}_l}{\partial z_m} dz_m \wedge dz_l, \tag{A.6} \]
thus the \( lm \) entry in corresponding matrix \( \Omega \) is
\[ \Omega_{lm} = \frac{\partial \hat{\gamma}_m}{\partial z_l} - \frac{\partial \hat{\gamma}_l}{\partial z_m}. \tag{A.7} \]
\( \Omega \) is the matrix of the Lagrange bracket.

### A.1.2 Poisson brackets

The non-singularity of \( \omega \) uniquely associates a vector field \( X_f \) to each function \( f \) on \( T^*M \) in the following way
\[ \omega(X_f, \cdot) = -df. \tag{A.8} \]
\( X_f \) can be written in local coordinates \( z_i \) as
\[ X_f \frac{\partial}{\partial z_l} = -\Omega^{-1}_{lm} \frac{\partial f}{\partial z_m} \frac{\partial}{\partial z_l}, \tag{A.9} \]
where \( \Omega^{-1} \) is the inverse coordinate matrix of the symplectic two form. The Hamiltonian vector field
\[ \omega(X_H, \cdot) = -dH, \tag{A.10} \]
is defined in this way and the Hamiltonian (time independent) is constant along \( X_H \)
\[ X_H(H) = dH(X_H) = -\omega(X_H, X_H) = 0. \tag{A.11} \]
The time evolution of a function \( f \) is therefore found to be (see Frankel p.148)
\[ \dot{f} = \{f, H\} = -\omega(X_f, X_H) = i_{X_f} \circ i_{X_H} \circ \omega, \tag{A.12} \]
and the Poisson bracket is defined as
\[ \{f, g\} = -\omega(X_f, X_g). \tag{A.13} \]
Given arbitrary local coordinates \( (z_i) \) the Poisson bracket can be written in matrix form in the following way using \[ \Omega^{-1} \]
\[ \{f, g\} = -\omega(X_f, X_g) = i_{X_f} \circ i_{X_g} \circ \omega = \Omega^{-1}_{mn} \frac{\partial f}{\partial z_m} \frac{\partial g}{\partial z_n}. \tag{A.14} \]
From (A.8) it follows that the equations of motion can be written in terms of the Poincaré oneform. Written in local coordinates the vector field induced by \( \omega \) reads

\[
-dz_i = \omega(X_{z_i}, \cdot) = \frac{\partial \gamma_k}{\partial z_m} dz_m \wedge dz(k \frac{\partial}{\partial z_i},)
\]

\[
= \frac{\partial \gamma_k}{\partial z_m} \delta_{mi} dz_k X_{z_i} - \frac{\partial \gamma_k}{\partial z_m} \delta_{ki} dz_m X_{z_i}
\]

\[
= X_{z_i} \left( \frac{\partial \gamma_k}{\partial z_i} - \frac{\partial \gamma_i}{\partial z_k} \right) dz_k,
\]

(A.15)

thus \( X_{z_i} = \Omega_{li}^{-1} \frac{\partial}{\partial z_i} \) and similarly the Hamiltonian vector field in local is given in local coordinates as

\[
X_H = -\Omega_{nm}^{-1} \frac{\partial H}{\partial z_m} \frac{\partial}{\partial z_n},
\]

(A.16)

such that the equation of motion in local coordinates is

\[
\dot{z}_i = i_{X_{z_i}} \circ i_{X_H} \circ \omega = -dz_i(X_H) = \Omega_{lm}^{-1} \frac{\partial H}{\partial z_m}.
\]

(A.17)

This can be written in an even more fancy notation

\[
\mathcal{L}_{X_H} z_i = X_H(z_i) = X_{Hn} \frac{\partial}{\partial z_n} z_i = \Omega_{ln}^{-1} \frac{\partial H}{\partial z_n},
\]

(A.18)

where \( \mathcal{L}_{X_H} \) denotes the Lie derivative along the vector field \( X_H \), which when acting on functions is nothing but the directional derivative as in the equation above. The Lie derivative can be viewed as a generalization of the directional derivative and is defined on tensors and differential forms.

**A.1.3 Equations of motion from a variational approach**

Now we show that the Poincaré oneform and the symplectic twoform naturally arise from a variational principle. The Poincaré one-form on \( T^* M \times \mathbb{R} \) in local coordinates is defined as

\[
\gamma = p_i dq_i - H(q, p, t) dt = p_i \frac{\partial q_i}{\partial z_i} dz_i - H dt = \dot{z}_i dz_i - H(z, t) dt.
\]

(A.19)

We seek the curve in \( T^* M \times \mathbb{R} \) that provides us with an extremum (minimum) of the functional, the action

\[
S = \int \gamma,
\]

(A.20)
provided that the variations of \((z_i, t)\) vanishes at the endpoints. A variation of the action \(S\) reads

\[
\delta S = \int \delta \gamma_l dz_l + \gamma_l \delta dt - \delta dt
\]

\[
= \int \delta z_m \frac{\partial \gamma_l}{\partial z_m} dz_l - \frac{\partial \gamma_l}{\partial t} dt \delta z_l + d(\gamma_l \delta z_l) - \delta z_m \frac{\partial H}{\partial z_m} dt
\]

\[
= \int \delta z_m \left\{ \left( \frac{\partial \gamma_l}{\partial z_m} - \frac{\partial \gamma_m}{\partial z_l} \right) dz_l - \frac{\partial \gamma_m}{\partial t} dt - \frac{\partial H}{\partial z_m} dt \right\}. \tag{A.21}
\]

thus for arbitrary variations \(\delta z\) and \(\delta t\) vanishing at the endpoints we obtain the equations of motion when \(\delta S = 0\)

\[
\frac{dz_l}{dt} \omega_{ml} - \frac{\partial \gamma_m}{\partial t} - \frac{\partial H}{\partial z_m} = 0 \Rightarrow
\]

\[
\frac{dz_l}{dt} \omega_{ml} \omega_{lm}^{-1} = \frac{dz_i}{dt} = \omega_{im}^{-1} \left( \frac{\partial \gamma_m}{\partial t} + \frac{\partial H}{\partial z_m} \right) = \{z_i, z_m\} \frac{\partial \gamma_m}{\partial t} + \{z_i, H\}. \tag{A.22}
\]

The physicists notion of extended phasespace is a little different from the mathematical definition. In many text physicists texts on Hamiltonian mechanics extended phasespace refer to an actual extension of the phasespace by an energy like variable \(h\) conjugated to the time coordinate \(t\). In this extended phasespace the time coordinate is treated on equal footing with the other coordinates. The energy coordinate \(h\) is taken to the value of the Hamiltonian \(H\) such that the dynamical evolution take place on the subspace \(H - h = 0\). The time evolution is then parametrized by an unphysical parameter \(\tau\). The Poincaré oneform in this formalism is then defined as

\[
\gamma^E = \gamma_l dz_l - h dt - (H - h) d\tau = \gamma^E_a dz_a - H d\tau. \tag{A.23}
\]

A variation of the corresponding action gives

\[
\delta S = \int \frac{\partial \gamma^E_a}{\partial z_b} \delta z_0 dz_a - \frac{\partial \gamma^E_a}{\partial z_b} \delta z_0 dz_a - \frac{\partial H}{\partial z_a} d\tau
\]

\[
= \int \delta z_b \left( \frac{\partial \gamma^E_a}{\partial z_b} - \frac{\partial \gamma^E_b}{\partial z_a} dz_a - \frac{\partial H}{\partial z_b} d\tau \right). \tag{A.24}
\]

which for arbitrary variations vanishing at the endpoints imply the equations of motion

\[
\frac{dz_a}{d\tau} \omega_{ba} \omega_{cb}^{-1} = \frac{dz_c}{d\tau} = \omega_{cb}^{-1} \frac{\partial H}{\partial z_b} = \{z_c, H\}_E. \tag{A.25}
\]

This demonstrates the advantage of the physicists extended phasespace formalism because we are able to write the equation of motion simply by inverting the coordinate matrix of the corresponding symplectic two-form. If we write out this result explicitly (i,j,l are from 1..6 and a,b,c are 1..6 plus t
and let \( h = \hbar \) we obtain the equation of motion of the time coordinate by choosing \( b = h \) in (A.25)

\[
\frac{\partial \gamma^E_a}{\partial h} \, dz_a - \frac{\partial H}{\partial h} d\tau = 0 \Rightarrow \frac{\partial t}{\partial \tau} = 1 ,
\]

(A.26)

showing that the curve parameter equals the real time up to a constant.

Now choosing \( z_b = z_i \) we get

\[
\left( \frac{\partial \gamma^E_i}{\partial z_i} - \frac{\partial \gamma^E_j}{\partial z_j} \right) dz_a - \frac{\partial H}{\partial \tau} = 0 \Rightarrow \frac{dz_i}{dt} \omega_{ij} = \frac{\partial \gamma_{ij}}{\partial t} + \frac{\partial H}{\partial z_i}.
\]

(A.27)

showing that the extended phase-space formalism leads to the same equations of motion as in the usual phase-space (A.22).

These manipulations demonstrate advantages of this modern formalism. From the Poincaré oneform we can deduce the two-form which is in fact the Lagrange brackets, the Poisson brackets and therefore the equations of motion and lastly we obtain the equations of motion by defining the action from the Poincaré oneform. Also, as we show in the next section, the symplectic two-form equips the phase-space with a volume form from which the volume element, the determinant of the Jacobian, can be obtained. In some sense having the oneform and you have all the information you need.

A.1.4 Liouville and Vlasov

It can be shown that the symplectic two-form \( \omega \) on a \( 2n \)-dimensional manifold \( M \), defines a \( 2n \) volume form \( \omega^n \) on \( M \). In local coordinates the coordinate function of the volume form equals the determinant of the Jacobian of a coordinate transformation going from canonical coordinates to arbitrary coordinates \((z_1, \ldots, z_{2n})\)

\[
\omega^n = \rho dz_1 \wedge \cdots \wedge dz_{2n} = \text{Det} \left( \frac{\partial q, p}{\partial z} \right) dz_1 \wedge \cdots \wedge dz_{2n}.
\]

(A.28)

First, let’s establish that the symplectic two-form is constant along a Hamiltonian flow

\[
\mathcal{L}_{X_H} \omega = (i_{X_H} \circ d + d \circ i_{X_H}) \omega = i_{X_H} \circ d^2 \omega - d \circ dH = 0
\]

(A.29)

The Lie derivative is distributive so we get

\[
\mathcal{L}_{X_H} \omega^n = 0.
\]

(A.30)
The “coordinate” function of $\omega^n$ is $\rho$. This expression can be rewritten

$$\mathcal{L}_{X_H}\omega^n = d \circ i_{X_H}\omega^n$$

$$= d \sum_r (-1)^{r-1} \rho dz_1 \wedge dz_2 \wedge \cdots \wedge dz_r \wedge \cdots \wedge dz_{2n}$$

$$= d \sum_r (-1)^{r-1} \rho X_H \delta z_1 \wedge dz_2 \wedge \cdots \wedge dz_r \wedge \cdots \wedge dz_{2n}$$

$$= \sum_r (-1)^{r-1} \frac{\partial (\rho X_H)}{\partial z_l} dz_1 \wedge dz_2 \wedge \cdots \wedge dz_r \wedge \cdots \wedge dz_{2n}$$

$$= \sum_r \frac{\partial (\rho X_H)}{\partial z_l} dz_1 \wedge dz_2 \wedge \cdots \wedge dz_r \wedge \cdots \wedge dz_{2n}$$

(A.31)

starting out from canonical coordinates $(y_1, \cdots, y_{2n})$ the volume form reads

$$\omega^n_c = dy_1 \wedge \cdots \wedge dy_{2n}.$$ Changing variables

$$\omega^n_c = dy_1 \wedge \cdots \wedge dy_{2n}$$

$$= \text{Det}(\frac{\partial y}{\partial z}) dz_1 \wedge \cdots \wedge dz_{2n}$$

$$= \rho dz_1 \wedge \cdots \wedge dz_{2n}$$

(A.32)

So what we in fact have proven is (see eq. A.17)

$$\frac{\partial \rho}{\partial z_a} (\rho \dot{z}_a) = 0,$$

(A.33)

the Liouville theorem.

### A.2 Lie transform

In this appendix we give a short introduction to the Lie transform method. Throughout this section $d$ denotes the differential (pushforward) and $\delta$ denotes pullback. I am not a mathematician so do not expect mathematical rigor. A good introduction to differential geometry is the book “The Geometry of Physics”, written by T. Frankel.

Let $m \in M$ be a point in the $2n$ dimensional differentiable manifold $M$ and let $x$ be a coordinate map(chart) defined in a neighborhood around $m$. Let $G \in \mathbb{R}_{2n}^M$ be the vector field that generates the coordinate transformation. Notice, that the vectorfield is not in the tangentbun dle as we want to change coordinates. We want to obtain new coordinates $y$ by the going along the flow of $G$ for a fixed time $\epsilon$

$$y = \phi^\epsilon(x).$$

(A.34)

Where the flow $\phi^\epsilon(x)$ along $G$ is defined by

$$\frac{d}{d\epsilon} \phi^\epsilon(x) = G(y).$$

(A.35)
A.2. LIE TRANSFORM

In general a function \( f \in C^\infty(\mathbb{R}^{2n}) \) transforms in local coordinates under a coordinate transformation \( x \to y \) as

\[
f(x) = f(\phi^{-\epsilon}(y)) = F(y).
\] (A.36)

Thus

\[
\frac{d}{d\epsilon} F(y(x, \epsilon)) = \frac{\partial f}{\partial x_i} \frac{\partial \phi^{-\epsilon}}{\partial x_i} = -G(f).
\] (A.37)

We formally Taylor expand \( F \) around \( \epsilon = 0 \)

\[
F(y(x, \epsilon)) \bigg|_{y, x \text{ fixed}} = F(\epsilon) = \sum_n \frac{\epsilon^n}{n!} \frac{\partial^n F}{\partial \epsilon^n} \bigg|_{\epsilon = 0} = \exp(-\epsilon G) f(\phi^{-\epsilon}(y)) \bigg|_{\epsilon = 0} = \exp(-\epsilon L_G) f(y).
\] (A.38)

The vectorfield is therefore the generator of the coordinate transformation. Similarly, a vectorfield \( v \in T(\mathbb{R}^{2n}) \) transforms according to

\[
v_x = v_i \frac{\partial}{\partial x_i} = v(\phi^{-\epsilon}(y)) \frac{\partial y_j}{\partial x_i} \frac{\partial}{\partial y_j} = V_j(y) \frac{\partial}{\partial y_j} = V_y = d\phi^{-\epsilon}(V_{\phi^{-\epsilon}(x)}),
\] (A.39)

thus

\[
\frac{d}{d\epsilon} \bigg|_{\epsilon = 0} V = \frac{d}{d\epsilon} \bigg|_{\epsilon = 0} d\phi^{-\epsilon}(V_{\phi^{-\epsilon}(x)}) = L_G V,
\] (A.40)

where \( L_G V \) denotes the Lie derivative of the vector \( V \) along \( G \). The last equality is in fact the “official” definition of the Lie derivative of \( V \) along \( G \). Actually, the Lie derivative of a function \( f \) along a vectorfield \( G \) is simply the directional derivative \( G(f) = L_G(f) \), so the transformation of a function (A.38) can be expressed in terms of the Lie derivative. Again, we formally Taylor expand \( V \) around \( \epsilon = 0 \)

\[
V(y) = \sum_n \frac{\epsilon^n}{n!} \frac{\partial^n V}{\partial \epsilon^n} \bigg|_{\epsilon = 0} = \exp(\epsilon L_G) v(x).
\] (A.41)

We can apply the same procedure to a differential oneform \( \omega \in T^*(\mathbb{R}^{2n}) \), which transforms as

\[
\omega(x) = \omega(\phi^{-\epsilon}(y)) = \Omega(y).
\] (A.42)

Evaluated on a vector \( v \in T_x(\mathbb{R}^{2n}) \) and a function \( f \in C^\infty(\mathbb{R}^{2n}) \) we get

\[
\omega(x)(v)(f) = \omega(\phi^{-\epsilon}(y))(v)(f) = \omega(\phi^{-\epsilon}(y))(v)(f)
\]

\[
= \omega(\phi^{-\epsilon}(y))(v(f(\phi^{-\epsilon}(y)))) = \delta \phi^{-\epsilon}(\omega_{\phi^{-\epsilon}(y)})(v)(f),
\] (A.43)

and therefore

\[
\frac{d}{d\epsilon} \bigg|_{\epsilon = 0} \Omega(y) = \frac{d}{d\epsilon} \bigg|_{\epsilon = 0} \delta \phi^{-\epsilon}(\omega_{\phi^{-\epsilon}(y)}) = L_G \omega(x) = -L_G \omega(x),
\] (A.44)
where the last equality holds because the Lie derivative is a derivation. We formally Taylor expand the expression
\[ \Omega(y) = \sum_n e^n \frac{\partial^n \Omega}{\partial e^n} \bigg|_{e=0} = \exp(-\epsilon L_G)\omega(x). \] (A.45)

These definitions are practical because once the transformation is defined we automatically know how various geometric objects are transformed. In practical applications it turns out that it more flexible to carry out a series of Lie transformations
\[ y = \prod_{i=1}^{\infty} \exp(-\epsilon_i L_{G_i})x. \] (A.46)

Applying this to the a oneform we obtain the hierarchy used throughout this thesis
\[ \Gamma_0 = \gamma_0 + dS_0, \] (A.47a)
\[ \Gamma_1 = \gamma_1 - L_{G_1} \gamma_0 + dS_1, \] (A.47b)
\[ \Gamma_2 = \gamma_2 - L_{G_1} \gamma_1 + \frac{1}{2} L_{G_2} \gamma_0 - L_{G_2} \gamma_0 + dS_2, \] (A.47c)
\[ \Gamma_3 = \gamma_3 - \frac{1}{6} L_{G_1}^3 \gamma_0 + \frac{1}{2} L_{G_1}^2 \gamma_1 - L_{G_1}^2 \gamma_0 - L_{G_2} \gamma_1 - L_{G_2} \gamma_0 + dS_3. \] (A.47d)

The amount of work can be substantially reduced by inserting lower order identities into the higher order ones
\[ \Gamma_0 = \gamma_0 + dS_0, \] (A.48a)
\[ \Gamma_1 = \gamma_1 - L_{G_1} \gamma_0 + dS_1, \] (A.48b)
\[ \Gamma_2 = \gamma_2 - L_{G_2} \gamma_0 - \frac{1}{2} L_{G_1} (\gamma_1 + \Gamma_1) + dS_2, \] (A.48c)
\[ \Gamma_3 = \gamma_3 - L_{G_1} \gamma_2 - L_{G_2} \gamma_0 - L_{G_2} \Gamma_1 + \frac{1}{3} L_{G_1}^2 (\gamma_1 + \frac{1}{2} \Gamma_1) + dS_3. \] (A.48d)

A.3 Gyroaverage in guiding-center theory

Here we consider the second order physical terms in the guiding-center one-form
\[ \frac{m\mu}{2q} \hat{b} \cdot \nabla \times \hat{b} \cdot dX - \frac{m\mu}{2q} \hat{b} \cdot \nabla \times Ddt \] (A.49)

A definition of the curl operator is
\[ \hat{b} \cdot \nabla \times D(X) = \lim_{A \to 0} \frac{\hat{b} \cdot \nabla \times D}{A} \] (A.50)
where \( C = \partial A \) is the positively oriented boundary curve of an arbitrary surface with area \( A \).

Let’s pick a specific curve \( X + \rho = X + \rho(X, \theta) \), inserting this into the definition

\[
\hat{b} \cdot \nabla \times D(X) = \lim_{\rho \to 0} \int_0^{2\pi} \frac{D(X + \rho) \cdot \frac{\partial \rho}{\partial \theta} d\theta}{\rho^2 \pi}
\]

we see that the terms resemble some sort of gyroaveraging.

Doing some algebra it turns out that (\( \frac{\partial}{\partial \theta} A = 0 \))

\[
\hat{b} \cdot \nabla \times D = \frac{1}{B} \nabla^2_\perp \phi + \nabla_\perp \phi \cdot \nabla B^{-1} + \frac{1}{B} \hat{b} \cdot \nabla \hat{b} \cdot \nabla_\perp \phi
\]

where \( \nabla^2_\perp = \nabla \cdot \nabla_\perp \). The first term therefore describes the lowest order FLR correction to the electric potential, i.e., the fact that the potential changes along the gyroorbit. The second describes that the orbit radius changes during the orbit and the third term arise because the perpendicular plane is wiggling during the orbit because the direction of the magnetic field is changing. This expression is different from the “normal” one encountered in the gyrokinetic formalism. Here the spatial dependence of the gyroorbit through \((B_0, E_0)\) is neglected. This is somewhat natural because the gyroaverage is performed on quantities with small amplitudes but with short wavelengths \( k_\perp \rho_i \sim 1 \). This neglect is taking place when the generating function of the Lie transform \( S_1 \) is determined, but usually also when actually doing the gyroaverage. There the spatial dependence is usually neglected. Here I mean the n-point average method and the Bessel function representation. The n-point method averaged over a perfect “ring” whereas the Bessel function representation neglects the spatial dependence of \( \rho \) in order to avoid a cumbersome convolution. Not saying that something is wrong with the gk gyroaverage. It is simply an integral over \( \theta \). The point is that as it stand it is different from the “true” average which follows the particle for one characteristic time period \( \sim \Omega^{-1} \).

Instead we could try do define a gyroaverage which does not fix \( X \). A
gyroaverage that I should look something like (fixing $\mu = \text{const}$)

\[
\langle \phi(x) \rangle = \frac{\int_C ds \, \phi}{\int_C ds} = \frac{\int_0^{\Omega^{-1}} dt \, \phi(x)\|\dot{x}\|}{\int_0^{\Omega^{-1}} dt\|\dot{x}\|}
\]

\[
= \frac{1}{\int_0^{\Omega^{-1}} dt\|\dot{\rho}\|} \int_0^{2\pi} d\theta \frac{1}{2\pi} \Omega(\rho)\phi(\rho(t))[c_\perp - G(c_\perp)]
\]

\[
= \frac{1}{\int_0^{\Omega^{-1}} dt\|\dot{\rho}\|} \int_0^{2\pi} d\theta \frac{1}{2\pi} (\Omega^{-1}(0) + \rho \cdot \nabla \Omega^{-1}(0))
\]

\[
[\phi(0) + \rho \cdot \nabla \phi(0) + \frac{1}{2} \rho \rho : \nabla \nabla \phi(0)]
\]

\[
c_\perp(0, \mu, \theta, t)(1 - \frac{B}{2} \rho \cdot \nabla B^{-1})
\]

\[
= \phi + \frac{B\rho^2}{4} \nabla B^{-1} \cdot \nabla \phi + \rho^2 (1 - \hat{b} \hat{b}) : \nabla \nabla \phi = \phi + \hat{b} \cdot \nabla \times D
\]

(A.53)

where a Galilean transformation $y = x - Wt$ has been carried out.
Risø DTU is the National Laboratory for Sustainable Energy. Our research focuses on development of energy technologies and systems with minimal effect on climate, and contributes to innovation, education and policy. Risø has large experimental facilities and interdisciplinary research environments, and includes the national centre for nuclear technologies.