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Frequency modeling of wind power fluctuation and the application on power systems

LIN Jin, SUN Yuan-zhang, Senior Member, IEEE, Poul Sørensen, Senior Member, IEEE, LI Guo-jie, and LI Xiong

Abstract—System imbalance due to power fluctuation is the first concern of power grid with large scale wind power integration. Traditional studies are limited in time domain, where the modeling is not convenient enough. In this paper, a model based on frequency domain is proposed. This model is more precise, and capable to take some important factors, such as the layout of wind farm, into account. This paper also presents a fast engineering implementation of this model, which can be applied on different power system studies. The case studies show this model can perfectly evaluate the ramp rate and reserve requirement of power systems, no matter under normal or extreme weather condition, therefore the validity and flexibility of this model get proved.

Index Terms—Power fluctuation, Frequency Domain, Reserve Requirement, Ramp Requirement

I. INTRODUCTION

With the development of society, more wind power is integrating into power grid to meet the emission-reduction demand of low-carbon economy. However, the first concern of system operation is to maintain the balance between the generation and demand, which is against by the large power fluctuation from wind farm. Thus, it is necessary to develop a wind power fluctuation model for fundamental study and industry application, in order to support the security operations of power systems.

This subject has attracted a lot of worldwide efforts since the start of the wind energy expansion in power grid. Before 2002, it has been concluded from empirical observations that the power fluctuation of wind farms can be reduced if wind turbines disperse on a wider area[1]. In contrast, a concentrated wind farm layout can bring more fluctuations of power production, especially in the minute-minute scale[2][3]. [3] uses a macro-model in terms of vector diagrams to explain this “Effect of geographical dispersion”.

Wind power fluctuation model has also been applied on power system industry applications. [4][5] use ARMA fluctuation model to study the reliability impact of the wind farm integration on power systems. By assuming the wind power fluctuation fitting normal distribution, [6][7] study the system reserve requirement and the unit commitment strategy of the system with significantly high wind penetration. [8][9] study the frequency deviation caused by power fluctuation to estimate the highest wind power penetration.

Although these previous studies contribute to the progresses of wind power integration, the utilized wind power fluctuation models are still limited in time domain, where many important factors, such as the dynamics of wind turbine and the layout of wind farm, are not possible to be considered. That may misestimate the study results, since the requirements from simulation condition matrix in [10] cannot be completely satisfied.

In this paper, a model based on frequency domain is proposed. The stochastic wind speed is modeled by PSD (Power Spectrum Density), so the dynamics and coherences of wind turbines can be fully taken into account. Since the frequency region can be extended unlimitedly, it is possible to simulate the power fluctuation from seconds to hours. Therefore this model is flexible enough to be applied on different industry applications of power system.

The design of this model is supported by the long-term research works [11][12][13][14] of Risø, Denmark. It is originally used to evaluate the power quality of single wind turbine[11] and then extended to simulate the power fluctuation from one wind farm[12][13] or even one region[14]. Tsinghua University also joins the research, contributing on the improvements of frequency-time transitions and the applications on power system studies [15][16]. This paper organizes all these works together: In Section II, the mathematical background is introduced; Section III presents the basic structure of this model, then Section IV gives a fast engineering implementation; The applications on power systems are studied in Section V, which show this model can perfectly evaluate the ramp rate and reserve requirement of power systems, no matter under normal or extreme weather condition. Conclusions are finally presented in Section VI.

II. MATHEMATICAL BACKGROUND OF FREQUENCY MODELING OF FLUCTUATION

The core of frequency modeling of fluctuation is PSD (Power Spectrum Density), which is based on the theory of
wide-sense stationarity (WSS). This type of stationary process has been widely used in engineering, for instance to model airflow turbulence or wave fluctuation. The feature of WSS is the successive random variables are correlated due to the “inertial” of the process, and the correlation is assumed to keep constant within a certain time region. Obviously, the wind power fluctuation just befits this process.

This kind of “inertial” can be modeled in time domain by a term of autocorrelation function, which satisfies the restriction of the mathematical definition of WSS as (1) and (2):

A continuous-time WSS \(x(t)\) has the following restrictions on its mean function,

\[
E(x(t)) = m_x(t) = m_x(t+\tau), \forall \tau \in R
\]  \hspace{1cm} (1)

and autocorrelation function,

\[
E(x(t_1)x(t_2)) = R_x(t_1,t_2) = R_x(t_1 + \tau, t_2 + \tau) = R_x(t_1, t_2), \forall \tau \in R
\]  \hspace{1cm} (2)

The first property (1) implies that the mean function \(m_x(t)\) must be constant. The second property (2) implies that the correlation function depends only on the difference between \(t_1\) and \(t_2\) and only needs to be indexed by one variable rather than two variables. Thus, the abbreviation \(R_x(\tau)\) where \(\tau = t_1 - t_2\) is commonly chosen as the instead of writing \(R_x(t_1, t_2,0)\). \(R_x(\tau)\) depicts the “inertial” of process, so then it plays an important role to describe the statistics of WSS.

In most of engineering cases, frequency domain is usually more convenient and powerful than time domain. For this paper’s study, PSD \(S(f)\) is introduced in to denote the statistical features of stochastic process in frequency domain as (3),

\[
S(f) = E(X(f) \cdot X^*(f))
\]  \hspace{1cm} (3)

In (3), \(X(f)\) is the Fourier transform of \(x(t)\). The \(\ast\) operator denotes complex conjugation and the \(E()\) operator denotes the mean value of results from an ensemble of stationary periods of length \(T_{eq}\). It is easy to read from (3) that the PSD indicates the spectrum distribution of power contained in the stochastic process, since the amplitude of Fourier transform is calculated by (3).

Nevertheless, the power of PSD is not only limited in spectrum analysis. There are 2 other properties of PSD bridging the WSS in time domain and frequency domain.

1) For WSS, if \(\int R_x(\tau) d\tau < \infty\), then PSD \(S(f)\) is the Fourier transform of \(R_x(\tau)\), which can be expressed by

\[
S(f) = \int_{-\infty}^{\infty} R_x(\tau) e^{-j2\pi f \tau} d\tau
\]  \hspace{1cm} (4)

2) For one linear system, the frequency response of which is \(H(f)\), the PSD \(S_y(f)\) of output series \(y(t)\) of this system is

\[
S_y(f) = |H(f)|^2 S_x(f),
\]

by assuming the PSD of input series as \(S_x(f)\).

Property 1) indicates the fluctuation of WSS can be equally described in frequency domain by PSD, since the power spectrum distribution \(S(f)\) is the Fourier Transform of autocorrelation function \(R_x(\tau)\). The time series of WSS varies every second, therefore it is not possible to observe a general stochastic rule in time domain. However, the PSD curve keeps almost constant for stationary process, so it is easy to identify the stochastic features of WSS in frequency domain. This transformation turns the original stochastic problem into the deterministic problem, significantly reducing the study difficulty. For property 2), the frequency response \(H(f)\) is convenient to be calculated by transfer function, which may be the most common way to model any linear system. Based on that, 2) shows the stochastic output can be simply determined by the input PSD and \(H(f)\) in frequency domain. This conclusion makes the existed mature models compatible with the wind power fluctuation research, rather than developing new models or methods to deal with the stochastic dynamic problem in time domain. These two properties of PSD build up the connection in time and frequency domain, mathematically explaining why the wind power fluctuation can be conveniently modeled in frequency domain.

### III. BASIC STRUCTURE OF WIND POWER FLUCTUATION MODEL

The simulation model published in [12] uses a statistical description of the wind speed given in the frequency domain to simulate time series of output from a wind farm. In this section, a brief description is provided only to indicate the most critical procedures of simulation, and readers can find more details of the model in [12][14].

Fig. 1 shows the basic structure of the simulation model of power fluctuation from a wind farm with a number \(N\) of wind turbines. The PSD \(S_{ui}(f)\) of the wind speed measured in the hub height of each wind turbine \(i\) is given as input. A more general PSD model is proposed in [12], in order to fit the measurement result into a PSD function containing low-frequency and high-frequency fraction. For each wind turbine, a rotor wind block calculates the PSD \(S_{ut}(f)\) of an equivalent wind speed \(u_{ut}(t)\), which includes the smoothing of the wind speed due to the weighted averaging over the rotor.

The simulation results are also quite sensitive to the specification of the coherence functions. The coherence functions quantify the correlation between the wind speeds at the individual wind turbines. The definition of the coherence function \(\gamma_{d\langle v\rangle}(f)\) between \(u_{ut}(t)\) and \(u_{ui}(t)\) is given by

\[
\gamma_{d\langle v\rangle}(f) = \frac{S_{d\langle v\rangle}(f)}{\sqrt{S_{d\langle u\rangle}(f) \cdot S_{d\langle u\rangle}(f)}}
\]  \hspace{1cm} (5)

\(S_{d\langle v\rangle}(f)\) is the cross power spectral density (CPSD) between \(u_{ui}(t)\) and \(u_{ut}(t)\), defined according to

\[
S_{d\langle v\rangle}(f) \Delta f = E[U_{ui}(f) \cdot U_{ut}(f)]
\]  \hspace{1cm} (6)

The kernel of the model is the time series simulator. The first part of this simulator CPSD matrixes \(S(f)\), which takes the coherence between the wind speeds expressed by the
coherence functions $\gamma_{(r,c)}(f)$ into account. The second part transforms the deterministic CPSD matrixes into stochastic time series $u_{n_{m},1}(t)$ of the equivalent wind speeds. In [12], this transformation is implemented by a well-known Cholesky decomposition algorithm. The wind turbine blocks then calculate the produced electrical power $P_{w_{i}}(t)$. Finally, the power of all wind turbines is summed up to obtain the output power $P_{w}(t)$ of the wind farm.

Fig. 1 Structure of model for simulation of power fluctuation from wind farm

**IV. ENGINEERING IMPLEMENTATION OF SIMULATION MODEL**

In Section III, the original model includes some frequency-time transitions, parts of which are time-consuming, particularly when the computation loads of transitions increase rapidly if greater simulation precision is required or the scale of wind farm expands [16]. Actually the model in Fig.1 is a completed theoretical model, but the engineering implementation of this model can be simplified to satisfy some special requirements of power system applications.

This section focuses on the simplification of CPSD matrixes of the power fluctuation model to accelerate the simulation of power fluctuation. The idea of this section is to reserve the CPSD matrixes in middle frequency region, but to simplify the CPSD matrixes in low and high frequency regions.

**A. Feasibility of Cholesky decomposition in low frequency region**

Mathematically, the CPSD matrixes are probably infeasible to be decomposed by Cholesky decomposition in low frequency region. It is because that the Cholesky decomposition strictly requires the matrix to be positive-definition. Otherwise, if it contains any negative eigenvalues, there is no real root for the second equation of (7) given in [12]. That leads the decomposition failure.

$$U_{L_{n,c},i} = \begin{cases} S_{L_{n,c}}(f) - 2T \cdot \sum_{m} U_{L_{n,c}} U_{L_{m,c}}^{*}, & c < r \\ \sqrt{S_{L_{n,c}}(f) - 2T \cdot \sum_{m} U_{L_{m,c}}}, & c = r \end{cases}$$

Physically, these indecomposable CPSD matrixes can be explained by the “tight coupling” between wind speeds in the low frequency region. The coherence function is modeled as (8) in [12],

$$\gamma_{(r,c)}(f) = \exp \left( - \frac{d_{r,c}}{V_{0}} + j2\pi f_{r,c} \right)$$

In (8), the first term inside the $\exp()$ models the amplitude coherence, and the second term denotes the phase coherence. If the frequency of CPSD matrix is very low, the amplitude coherence is close to 1, and the phase coherence is close to 0. This implies the wind speeds of all wind turbines in this frequency region are tightly coupled together and fluctuate synchronously just like one single turbine. This kind of coupling can be denoted as a 1-full coherence matrix as (3),

$$\gamma_{(r,c)}(f) = \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix}$$

After the program detects that the current CPSD matrix is decomposable, it substitues (9) into (8) to regenerate the CPSD matrix. The generated CPSD matrix is very special, which allows the lower-triangular matrix can be written directly as (10) and avoids the infeasible decomposition of
The physical explanation of (10) is all the wind speeds are modeled as fluctuating synchronously with the wind in the hub height of the $1^{\text{st}}$ wind turbine.

$$U_{L\left(r,c\right)} = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 0 & \cdots & 0 \end{bmatrix} S_{\text{eq}}(f) \quad (10)$$

**B. Reduction of the CPSD matrixes in high frequency region**

In contrast with the case in low frequency region, the fluctuation of wind speeds of different turbines are “loosely” coupled together in high frequency region. This is supported by the statistical result from the test site in Høvsøre, Denmark. The results are published in [17] in 2005 and referred in this paper here as Fig. 2 and Fig. 3.

From Fig.2 and Fig.3, it is easy to observe three characteristics of coherence of wind speeds in high frequency as following:

1) A “sign” frequency can be easily distinguished in the position where the coherence phase is 360 degrees. In Fig. 2, this “sign” frequency is around 0.021 Hz, and in Fig. 3, it is around 0.048 Hz;

2) Higher than the “sign” frequency, the amplitude coherence is near to 0 and the phase coherence becomes totally random;

3) Comparing Fig.2 and Fig.3, the “sign” frequency increases with the average wind speed.

The first two characteristics demonstrate the “loose coupling” between wind speeds in the high frequency region, especially when over the “sign” frequency. Therefore, it is reasonable to use a unit matrix as (11) to model this kind of “loose” coherence.

$$\gamma_{\left[r,c\right]}(f) = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 1 \end{bmatrix} \quad (11)$$

The 3rd characteristic implies that the “sign” frequency does not usually keep constant, and it needs to be updated according to different mean wind speed in each simulation segment. As similar as the case in low frequency region, after the program detects the “sign” frequency, the substitution of coherence functions of (11) helps the program avoid both of the generation and decomposition of CPSD matrixes, leading to a much faster simulation speed.

**V. VALIDATION OF SIMULATION MODEL**

In order to verify the simulation model, the program is executed to simulate a one-month power fluctuation of a wind farm with 49 wind turbines. The simulation result is firstly verified by the coherence of equivalent wind speeds of wind turbines. Since in Section IV some simplifications have been designed to reduce the computation overhead, it is necessary to know how the simplified model looks like. The second validation is to compare the PSD of simulation result and field measurement, the data of which are from NingXia Grid Company. This validation is designed to test whether the simulation result still matches the reality after some model simplification introduced.

**A. Validation of the coherence of equivalent wind speeds of wind turbines**

The simulation results from the 1st and 2nd turbine are selected to obtain the equivalent wind speeds coherence, which are depicted in Fig.4. In the low frequency region of Fig.4, the amplitudes of 2nd and 3rd coherence are equal to 1.0. Comparing the original model plotted by red line, the result of Fig.4 indicates the 2nd and 3rd CPSD matrixes are simplified. The fluctuations are assumed to be aggregated in a single point of turbine 1. In fact, although this assumption really increases the simulated power fluctuation in the low frequency region, this simplification is still inevitable due to
the infeasibility of Cholesky decomposition of these CPSD
cmatrices. And the model amplitude coherence is near to 1, so
the error led by this simplification is not far away from
reality.

B. Validation of the PSD of power fluctuation of wind farm

The simulation result is compared with the field
measurement by PSD in Fig.5. In this figure, the simulation
result (blue line) matches the measurement (red line) very
well, which shows the errors induced by the model
simplification do not significantly affect the validity of
simulation.

This result is also verified by comparing the PSD of wind
farm and wind turbine. In low frequency region, the pink line
is close to the blue line, because the wind speeds of wind
turbines are tightly coupled. But in high frequency region,
the power fluctuation from one single wind turbine is much
higher than that from one wind farm since the wind speed of
each wind turbine is considered as independent, leading to
the “Effect of geographical dispersion”[1]. Both of them
prove the engineering implement in Section IV works quite
well to match the real world. Finally, one important thing to
note here is that the PSD curve of power fluctuation which is
simulated without the model simplification is not plotted in
Fig.5. The only reason for that is this curve is so close to the
PSD curve simulated with model simplification, that it is
almost impossible to be distinguished if both of them are
plotted together.

VI. APPLICATIONS OF SIMULATION MODEL ON POWER
SYSTEMS

The impact of imbalance due to wind power fluctuation is
the increased power system ramp rate and reserve
requirements. It is critical to evaluate these changes in order
to plan and operate the power systems safely and
economically. In [13], the definition of ramp rates and
reserve requirements are involving a statistical period time
$T_{orr}$, which reflects the time scale of interest. The ramp rate
is simply the change in mean value from one period $T_{orr}$, as

$$P_{\text{ramp}}(n) = P_{\text{mean}}(n+1) - P_{\text{mean}}(n)$$  \hspace{1cm} (12)

Note that this definition specifies the ramping of the wind
farm power. Thus, negative ramp rate means decreasing wind
power, which requires positive ramping of other power
plants.

The intention of reserve requirements is to quantify the
difference between the instantaneous power and the mean
value that are dealt with as ramping. Since the reserves must
be allocated in advance, the positive reserve requirement is
defined as the difference between the initial mean value and
the minimum value in the next period. Formally, the reserve
requirements are defined as (13)

$$P_{\text{res}}(n) = P_{\text{mean}}(n) - P_{\text{min}}(n+1)$$  \hspace{1cm} (13)

Note that with this definition, positive reserves mean
decreasing wind power that requires positive reserves from
other power plants.

The illustrations of both of these definitions can be found in
[13].

When the ramp rates and reserve requirement have been
calculated for each set of neighbor periods, both of them are
binned according to the corresponding initial power. This is
because the statistics of the ramping and reserve will depend
strongly on the initial power. For instance, the power is not
likely to increase very much when it is already close to rated
under normal weather condition. After the ramping is sorted
in each power bin, a duration curve is obtained.

The most interesting point of system operation is the
highest requirement to the ramp rates and reserve
requirement of other power plants is quantified. They are the
1% and 99% percentile respectively in the ramp rates and
reserve duration curves. System operators can find the
quantification in each power bin to make the optimal
decision for next operation period time.

A. Ramp rates and reserve requirement under normal
weather condition

The wind speed is lower than cut-out speed under normal
weather condition. The wind farm operates normally without
emergency protection, if no physical accident occurs. This
kind of scenario usually occupies over 90% of wind farm site
conditions, so the case study here can help the system operators handle the routine operations, such as day-ahead generation schedule.

The simulation results of wind farm and wind turbine, as well as the measurement results are compared from Fig.6 to Fig.9. The duration curves are plotted in Fig.6 and Fig.7, where the initial power range from 0.7-0.8 p.u. The 99% and 1% percentile are also pointed out by arrows in these figures. Then the Fig.8 and Fig.9 connect all the percentiles points together showing the maximum ramp rates and reserve requirements. These figures can give the maximum estimation to the system operators for the integration of large wind farm.

In Fig.6 ~ Fig.9, the simulation results agree very well to the measurement statistical curves. This verifies the model. As a comparison, the simulation result of single wind turbine shows more fluctuation than measurement. It is because the single-aggregated model cannot take the effect of dispensation into account, and result in a worse estimation.

Another interesting point is that both of the curves in Fig.8 and Fig.9 show a tendency to increase until 0.9 p.u. and then decrease a little in the last power bin. This is because the wind farm ramps and fluctuates less for wind speeds above rated, where the wind turbines are working on the flat part of the power curve under the normal weather condition.

B. Ramp rates and reserve requirement under extreme weather condition

Wind turbines suffer extremely high wind speed under this weather condition. Once the wind speed is higher than cut-out speed, wind turbine has to emergently brake to avoid physical damages. The sudden loss of power can intensify the fluctuation of wind farm, making troubles for the system operators. The model proposed in this paper is capable to simulate the wind fluctuation under extreme weather condition. The simulated time series are depicted in Fig.10 and Fig.11.
In Fig. 10, the red curve is the 10-min averaged wind speed, which is obviously below the cut-out speed (25 m/s). However, the real-time wind (the blue curve) is beyond the cut-out speed once the fluctuation is taken into account. Fig. 11 is a zoomed view of the wind fluctuation between 18000s and 18160s. There are longer than 60s that the real-time wind is clearly over the cut-out speed. By this higher resolution, the model helps to give more information for the power fluctuation simulation of wind farm shown in Fig. 12 and Fig. 13.

Fig. 11 The zoomed wind fluctuation over cut-out speed

Fig. 12 Power fluctuation series simulated by wind turbine and wind farm

The power fluctuations from wind turbine and wind farm are plotted respectively in Fig. 12. The first glance is the fluctuation of wind turbine (upper subfigure) is much higher than wind farm (lower subfigure) since the “Effect of geographical dispersion”. A further finding is the sudden power loss simulated in the yellow area. This is due to the real-time wind speed has gone beyond the cut-out speed, and the wind turbines have to be out of service to protect themselves. Note that this sudden power loss is impossible to be simulated by a 10-min resolution. It occurs only after the simulation resolution is increased, and the fluctuation within 10 mins is subsequently considered.

Fig. 13 plots a zoomed view of one part of the sudden power loss. The behaviors of wind turbine and wind farm look different during power loss. The power of single wind turbine drops steeply but the wind farm shows a much slower decline. This can be explained by the layout of wind farm. Though one wind turbine stops once the front of high wind hits it, all of them do not stop simultaneously since the front still needs time to pass through the distance between wind turbines. This simulation result once again proofs the “Effect of geographical dispersion” has been perfectly included in this paper’s model.

Fig. 13 The zoomed power fluctuation over cut-out wind speed

The 1% percentiles of 10-min reserve requirements are shown in Fig. 14. Compared with Fig. 9, it is clear that the tendency is a sharply increase in the last power bin. That means system operators should seek for more reserve resources to meet the possibility that wind turbines are cut out under extreme weather condition.

Frankly speaking, there is still some untrue while the model runs under high wind speed. It is impossible for wind turbines to take such a rapid power recovery in Fig. 13. It usually requires minutes at least. This defect is because the start-up time of wind turbine has not been modeled in the “Wind Turbine” Block of Fig. 1. Therefore the lowest point of Fig. 13 should be around 0 p.u., and the reserve requirements in Fig. 14 should be around 1 p.u. as all wind turbines should stay offline at that time.

However, this defect does not influence any analysis above, especially the slower power loss due to geographical dispersion. This is still a very detailed and precise model to depict the power fluctuation of large wind farm. And some future work can definitely fix this start-up time problem.
VII. CONCLUSION

This paper proposes a model in frequency domain. The first reason to choose frequency domain is the fluctuation in time domain can be equally described in frequency domain by PSD. PSD connects the fluctuation stochastic with linear system, which makes the existed mature models compatible with the wind power fluctuation research.

An engineering implement is also presented in this paper. The idea is to reserve the CPSD matrixes in middle frequency region, but to simplify the CPSD matrixes in low and high frequency regions to accelerate the simulation of power fluctuation. The simplified model is verified by coherence and PSD analysis, which shows the error led by this simplification is not far away from reality.

Finally, this model is applied on power system studies on how to arrange the system ramp rates and reserve efficiently. Under normal weather condition, the results show a tendency to increase until 0.9 p.u. and then decrease a little in the last power bin. This is because the wind farm ramps and fluctuates less for wind speeds above rated. Under extreme weather condition, a higher resolution provided by this model helps to simulate a sudden power loss due to the emergency protection of wind turbines. Furthermore the “Effect of geographical dispersion” is observed from the slower decline of wind farm during power loss.

In conclusion, even small defect existing, this model is still a very detailed and precise model to depict the wind power fluctuation. It is also very powerful and flexible to be applied on power system studies, in order to support the economical balance operations of power systems.
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