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Summary

Gas hydrate formation in subsea transmission pipelines is the leading deepwater flow assurance problem and is listed as the major technical problem in offshore energy development. Traditionally the formation of gas hydrates in oil and gas pipelines has been prevented by injection of large amounts of antifreeze such as methanol or glycol. Alternatively the formation of gas hydrates can be controlled, using small amounts of polymeric compounds (kinetic inhibitors), which instead of inhibiting the formation thermodynamically work by slowing the formation rate (kinetics). However using kinetic hydrate inhibition requires a detailed knowledge of the nucleation and growth of gas hydrates and how these processes are influenced by pressure and temperature in relation to the phase equilibria and not least kinetic inhibitors.

In this thesis the phase equilibria, the nucleation and growth of gas hydrates have been investigated using experimental approaches and theoretical models. The purpose has been to make clear which physical parameters are especially important for the location of the phase equilibria and how the formation kinetics are influenced by the thermodynamic state of the system and the presence of kinetic inhibitors.

The phase equilibria of various hydrate forming systems were measured experimentally and calculated using Monte Carlo simulation; a molecular simulation tool which is very useful for studying the behavior and physical properties of complex fluid systems. The method has not been applied before to study phase equilibria of hydrate systems; however it is shown to be very useful for calculating the temperature and pressure dependence of the hydrate melting point, the hydrate equilibrium composition and the hydrate melting enthalpy. These results are encouraging since they suggest that molecular simulation may be suitable for predicting hydrate properties which are very difficult to access experimentally.
The results of the kinetic studies shows that the formation of gas hydrate is very similar to heterogeneous crystallization processes and that the nucleation period (induction time) can be prolonged significantly if kinetic inhibitors are present in the aqueous phase. This effect is mainly ascribed to the absorbance of inhibitor molecules on any impurities in the solution. This could for example be small dust particles (not the hydrate nuclei themselves) which cause the nucleation energy barrier to increase. In general the nucleation rate of structure I hydrate is much faster than for structure II hydrate; an effect which might be related to the higher pressures required to form structure I hydrate.

The growth studies of gas hydrates from pure water show that the growth rate is limited by the mass transfer of gas molecules from the gas phase to the aqueous solution. However where effective kinetic inhibitors are present the growth is (to begin with) controlled by intrinsic kinetics, i.e. by the hydrate surface reaction rate. This effect is ascribed to an effective coverage of the hydrate surface by adsorbed inhibitor molecules which decrease the hydrate surface area whereby the growth rate reduces. Although the growth rate during this period is very slow the kinetic inhibitors will eventually be overgrown by hydrate whereby the growth becomes mass transfer limited again.

Studies of how the nucleation and growth of gas hydrates are influenced by kinetic inhibitors include a class of biological molecules often referred to as antifreeze proteins. Antifreeze proteins are so named because they inhibit the nucleation and growth of ice in certain plants and animals living in cold environments, helping them to survive. The results of these studies show that antifreeze proteins are very effective kinetic hydrate inhibitors and in some cases even better than some of the synthetic inhibitors used in the oil industry today. Since antifreeze proteins are regarded as environmentally benign, as opposed to synthetic inhibitors, applying them as hydrate inhibitors can contribute to making the production of oil and gas greener. This is however only possible if the antifreeze proteins can be produced in large scale and at a price which is competitive.
Resumé


I denne afhandling undersøges faseligevægten, kimdannelsen og væksten for forskellige hydratdannende systemer vha. eksperimentelle tilgangsvinkler og teoretiske modeller. Formålet er at afdække hvilke fysiske parametre, som er betydningsfulde for faseligevægtens beliggenhed, samt hvorledes dannelseskinetikken påvirkes af systemets termodynamiske tilstand og tilstedevarsel af kinetiske inhibitorer.

Faseligevægten for forskellige hydratdannende systemer blev målt eksperimentelt og beregnet vha. Monte Carlo simulering; et værktøj, som er specielt anvendeligt til at studere fysiske egenskaber for komplekse molekylære systemer. Metoden har ikke tidligere været anvendt i ligevægtsstudier af gashydrater, men viser sig yderst anvendeligt i beregningen af eksempelvis hydratsmeltepunktets temperatur- og trykafhængighed, hydratsammensætningen ved ligevægt og hydratets smeltevarme. Disse resultater er opløftende da molekylesimulering derved en mulig metode til at indhente informationer omkring gashydraters egenskaber, som ellers er svære eller umulige at måle eksperimentelt.
Resultaterne af kinetikstudierne viser at gashydratdannelsen har flere lighedspunkter med heterogene krystallisationsprocesser, samt at kimdannelsesperioden (induktionstiden) forlænges betydeligt ved tilstedeværelsen af kinetiske inhibitorer i vandfasen. Forlængelsen af induktionstiden skyldes at inhibitorerne adsorberer på overfladen af urenheder, som forefindes i systemet, eksempelvis små støvpartikler (dog ikke kimene selv), hvilket bevirker at energibARRIEREN FOR hydratudfældning hæves. Generelt viser studierne at dannelsen af struktur I hydrat er væsentlig hurtigere end dannelsen af struktur II hvilket kan skyldes at det kræver et væsentlig højere tryk at danne struktur I.

Vækststudierne af gashydrater i rene vandige opløsninger viser at vækst hastigheden er begrænset af masseoverførslen af gasmolekyler fra gasfasen til den vandige opløsning. Tilstedeværelsen af kinetiske inhibitorer i vandfasen medfører dog at gashydratvæksten indledningsvis kontrolleres af reaktionshastigheden mellem gas og vand på hydratoverfladen. Dette er en konsekvens af at inhibitorerne adsorberer på overfladen af hydratet, hvorved hydratets overfladeareal mindskes og vækst hastigheden sænkes. På trods af at vækst hastigheden i denne periode er meget langsom vil inhibitorerne i sidste instans tildækkes helt med hydrat, hvorved væksten igen kontrolleres af overførslen af gas mellem de to faser.

I studierne af hvorledes kimdannelsen og væksten af gashydrater påvirkes af kinetiske inhibitorer indgår en gruppe af biologiske molekyler, der populært benævnes antifryseproteiner. Antifryseproteinerne udmærker sig ved at hæmme kimdannelsen og væksten af is i visse planter og dyr, som lever i kolde egne, og er dermed stærkt medvirkende til at sikre disse organismers overlevelse. Resultaterne af studierne her viser, at antifryseproteiner er sædeles effektive kinetiske inhibitorer og i visse tilfælde endnu bedre end de bedste syntetiske inhibitorer, som anvendes i olieindustrien i dag. Da antifryseproteinerne samtidig anses som miljøvenlige stoffer, til forskel fra de fleste syntetiske inhibitorer, kan deres anvendelse som kinetiske hydratinhibitorer bidrage til at gøre produktionen af olie og gas lidt grønnere. Dette kan dog kun lade sig gøre hvis antifryseproteinerne kan produceres i tilpas store mængder og til en pris, som er konkurrencedygtig.
Publications

Papers

1. Lars Jensen, Kaj Thomsen, Nicolas von Solms, Inhibition of structure I and II gas hydrates using synthetic and biological kinetic inhibitors, accepted in Energy Fuels.


Papers 2, 3 and 4 which have already been published can be found in the appendices.
Conference Proceedings


# Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AA</td>
<td>Anti agglomerants</td>
</tr>
<tr>
<td>AFP</td>
<td>Antifreeze protein</td>
</tr>
<tr>
<td>ALTA</td>
<td>Automated lag time apparatus</td>
</tr>
<tr>
<td>CAPEX</td>
<td>Capital expenditure</td>
</tr>
<tr>
<td>DSC</td>
<td>Differential scanning calorimetry</td>
</tr>
<tr>
<td>EPC</td>
<td>Electronic pressure controller</td>
</tr>
<tr>
<td>Erfc</td>
<td>Error function</td>
</tr>
<tr>
<td>FL</td>
<td>Frenkel &amp; Ladd</td>
</tr>
<tr>
<td>GDI</td>
<td>Gibbs-Duhem integration</td>
</tr>
<tr>
<td>GROMACS</td>
<td>GROningen MAchine for Chemical Simulations</td>
</tr>
<tr>
<td>ISP</td>
<td>Ice-structuring protein</td>
</tr>
<tr>
<td>KHI</td>
<td>Kinetic hydrate inhibitor</td>
</tr>
<tr>
<td>LDHI</td>
<td>Low-dosage hydrate inhibitor</td>
</tr>
<tr>
<td>L-H-V</td>
<td>Liquid-Hydrate-Vapor</td>
</tr>
<tr>
<td>LJ</td>
<td>Lennard-Jones</td>
</tr>
<tr>
<td>MC</td>
<td>Monte Carlo</td>
</tr>
<tr>
<td>MCHydrate</td>
<td>Monte Carlo Hydrate simulation</td>
</tr>
<tr>
<td>MD</td>
<td>Molecular Dynamics</td>
</tr>
<tr>
<td>MFC</td>
<td>Mass flow controller</td>
</tr>
<tr>
<td>MW</td>
<td>Molecular weight</td>
</tr>
<tr>
<td>NPT</td>
<td>Constant molecule number, pressure, temperature</td>
</tr>
<tr>
<td>NVT</td>
<td>Constant molecule number, volume, temperature</td>
</tr>
<tr>
<td>OF</td>
<td>Objective function</td>
</tr>
<tr>
<td>OPEX</td>
<td>Operating expenditure</td>
</tr>
<tr>
<td>OPLS</td>
<td>Optimized potentials for liquid simulations</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>PVCap</td>
<td>Polyvinylcaprolactam</td>
</tr>
<tr>
<td>PVP</td>
<td>Polyvinylpyrrolidone</td>
</tr>
<tr>
<td>Reₐ</td>
<td>Agitation Reynolds number</td>
</tr>
<tr>
<td>RPM</td>
<td>Rotations per minute</td>
</tr>
<tr>
<td>SCP</td>
<td>Subcooling point</td>
</tr>
<tr>
<td>SGMC</td>
<td>Semigrand Monte Carlo</td>
</tr>
<tr>
<td>sI,sII,sH</td>
<td>Structure I, II and H</td>
</tr>
<tr>
<td>SLE</td>
<td>Solid-liquid equilibria</td>
</tr>
<tr>
<td>SLV</td>
<td>Solid-Liquid-Vapor</td>
</tr>
<tr>
<td>SRK</td>
<td>Soave-Redlich-Kwong</td>
</tr>
<tr>
<td>THI</td>
<td>Thermodynamic inhibitor</td>
</tr>
<tr>
<td>TI</td>
<td>Thermodynamic integration</td>
</tr>
<tr>
<td>TIPS</td>
<td>Transferrable intermolecular potential functions</td>
</tr>
<tr>
<td>TPI</td>
<td>Test particle insertion</td>
</tr>
<tr>
<td>vdWP</td>
<td>van der Waals and Platteeuw</td>
</tr>
<tr>
<td>VLE</td>
<td>Vapor-Liquid Equilibria</td>
</tr>
</tbody>
</table>
Symbols

\( a \)  \quad \text{Ewald summation convergence parameter}
\( a_s, a_L \)  \quad \text{Interaction energies between methane molecules}
\( A \)  \quad \text{Helmholtz free energy}
\( A_{L-V} \)  \quad \text{Liquid-vapor interfacial area}
\( A_p \)  \quad \text{Particle surface area}
\( B \)  \quad \text{Thermodynamic parameter}
\( B^* \)  \quad \text{Birth rate}
\( c \)  \quad \text{Shape factor}
\( C \)  \quad \text{Concentration}
\( C_j \)  \quad \text{Langmuir constants}
\( D^* \)  \quad \text{Death rate}
\( f \)  \quad \text{Fugacity}
\( G \)  \quad \text{Gibbs energy}
\( G^* \)  \quad \text{Growth rate}
\( h \)  \quad \text{Planck’s constant}
\( H \)  \quad \text{Enthalpy}
\( H \)  \quad \text{\( H \) matrix}
\( H_E, H_{IE} \)  \quad \text{Einstein crystal Hamiltonians}
\( J \)  \quad \text{Nucleation rate}
\( k \)  \quad \text{Mass transfer coefficient}
\( k_{L-V}, a_{L-V} \)  \quad \text{Gas dissolution rate}
\( k_H \)  \quad \text{Henry’s constant}
\( k_r \)  \quad \text{Intrinsic reaction rate constant}
\( K \)  \quad \text{Kinetic constant}
\( K \)  \quad \text{Lattice vector in Fourier space}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^*$</td>
<td>Overall transfer coefficient</td>
</tr>
<tr>
<td>$K_{g,s}$</td>
<td>Adsorption constant</td>
</tr>
<tr>
<td>$L$</td>
<td>Lattice parameter</td>
</tr>
<tr>
<td>$m$</td>
<td>Growth number</td>
</tr>
<tr>
<td>$M$</td>
<td>Molecular mass</td>
</tr>
<tr>
<td>$N^*$</td>
<td>Number of building units constituting a hydrate nucleus</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of molecules</td>
</tr>
<tr>
<td>$P$</td>
<td>Pressure</td>
</tr>
<tr>
<td>$q$</td>
<td>Molecular partition function/charge</td>
</tr>
<tr>
<td>$Q$</td>
<td>Canonical/Isothermal-isobaric partition function</td>
</tr>
<tr>
<td>$r_c$</td>
<td>Cutoff radius</td>
</tr>
<tr>
<td>$r_i$</td>
<td>Cartesian coordinate</td>
</tr>
<tr>
<td>$r_{OO}$</td>
<td>Distance between the oxygen sites of two molecules</td>
</tr>
<tr>
<td>$R^*$</td>
<td>Critical radius of nucleus</td>
</tr>
<tr>
<td>$s_i$</td>
<td>Coordinates in simulation box units</td>
</tr>
<tr>
<td>$S$</td>
<td>Supersaturation ratio</td>
</tr>
<tr>
<td>$t$</td>
<td>Time</td>
</tr>
<tr>
<td>$T$</td>
<td>Temperature</td>
</tr>
<tr>
<td>$u_{elec}$</td>
<td>Electrostatic term in intermolecular pair potential</td>
</tr>
<tr>
<td>$u_{L-J}$</td>
<td>Lennard-Jones term in intermolecular pair potential</td>
</tr>
<tr>
<td>$U$</td>
<td>Intermolecular energy</td>
</tr>
<tr>
<td>$v_h$</td>
<td>Volume of hydrate building unit</td>
</tr>
<tr>
<td>$v_{bw}$</td>
<td>Volume of water in the hydrate</td>
</tr>
<tr>
<td>$\Delta v_e$</td>
<td>Volume difference between water molecule in solution and in hydrate</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume</td>
</tr>
<tr>
<td>$x_i$</td>
<td>Mole fraction</td>
</tr>
<tr>
<td>$y_i$</td>
<td>Mole fraction in vapor phase</td>
</tr>
<tr>
<td>$Z$</td>
<td>Configurational partition function for hydrate</td>
</tr>
<tr>
<td>$z$</td>
<td>Compressibility factor</td>
</tr>
<tr>
<td>$\beta$</td>
<td>$1/k_B T$</td>
</tr>
<tr>
<td>$\gamma_i$</td>
<td>Activity coefficient</td>
</tr>
<tr>
<td>$\Gamma$</td>
<td>Semigrand partition function</td>
</tr>
</tbody>
</table>
\( \varepsilon \)  Depth of potential well
\( \varepsilon_0 \)  Permittivity of vacuum
\( \theta \)  Occupancy
\( \kappa \)  Dielectric constant
\( \lambda \)  Coupling parameter
\( \Lambda \)  Thermal wavelength
\( \mu_i \)  Chemical potential
\( \mu_n \)  N’th moment of the particle size distribution
\( \Delta \mu \)  Supersaturation
\( \rho \)  Density
\( \sigma \)  Surface energy/molecule diameter
\( \varphi \)  Fugacity coefficient
\( \phi \)  Particle size distribution
\( \psi \)  Contact factor
\( \omega \)  Angle
\( \zeta \)  Fraction of crystals born
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Chapter 1

Introduction

Clathrate hydrates, are ice-like inclusion compounds that form at low temperatures \( T \) and high pressures \( P \) with nonpolar guest molecules trapped (enclathrated) inside hydrogen-bonded water cages. Hydrates are relevant in a variety of scientific and industrial contexts, including climate change modeling, carbon dioxide sequestration, hydrocarbon extraction, hydrogen and natural gas storage, separation and refrigeration technologies, marine biology, and planetary surface chemistry. Clathrate hydrates formed from small gas molecules are commonly referred to as gas hydrates and depending on the type of gas molecule and the thermodynamic conditions, gas hydrates will form different structures. The three most known structures formed from gas molecules are the structure I (sI), structure II (sII) and structure H (sH) hydrate which are shown in Figure 1.1.1.

sI hydrate consists of two types of cages; a small cage consisting of 12 pentagonal rings \((5^{12})\) of water, and a larger cage consisting of 12 pentagonal and two hexagonal rings \((5^{12}6^2)\). sII hydrate also consist of two types of cavities; the small \(5^{12}\) cage and a larger cage consisting of 12 pentagonal and four hexagonal rings \((5^{12}6^4)\) of water. sH hydrate consists of three types of cages; the \(5^{12}\) cage, a larger \(5^{12}6^8\) cage and an intermediate cage consisting of 3 squares, 6 pentagonal and three hexagonal rings \((4^35^66^3)\) of water. While hydrates formed in nature seem to favor formation of sI, those found in artificial systems, like for instance oil and gas pipelines most often form sII. sH is only favored when a heavy hydrocarbon such as methylcyclohexane is present with methane and water.
Figure 1.1. The three structures of gas hydrates. The hydrate unit cell for structure I and II is composed of two types of cages while the structure H unit cell is composed of three types of cages. The type and number of cages constituting the unit cell is indicated by the numbers.

Because it is not possible for all cages to be occupied by a guest molecule hydrates always have more water than the stoichiometric composition. The ratio between the guest molecule and water bound in the cage lattice usually ranges from 6-19 moles of water for each mole of hydrate former, with typical fractional occupancies of the smaller cages between 0.3 and 0.9 whereas the large cage occupancy is close to unity. This variation causes clathrate hydrates to be called “non-stoichiometric hydrates” to distinguish them from stoichiometric salt hydrates.

Gas hydrate formation is a problem that the oil and gas industry is very concerned about: Oil and gas transmission lines, tie-backs, and off-shore process equipment are prone to being blocked by hydrates, causing potential hazards and/or economic loss (a number of case studies related to this can be found in the literature). Hydrates are the leading (compared to wax, asphaltenes, scale) deepwater flow assurance problem by an order of magnitude and in a survey among 110 energy companies, flow assurance was listed as the major technical problem in offshore energy development.

To assess whether a pipeline or other installation in connection with hydrocarbon extraction is at risk of hydrate formation, incipient hydrate formation conditions have been predicted using thermodynamic models like the van der Waals and Platteeuw (vdWP) model. In case precautions against hydrates are required traditionally the
formation of hydrates has been prevented by adding thermodynamic hydrate inhibitors (THIs) such as methanol and glycol to reduce the equilibrium hydrate formation temperature to below the temperature of operation. In Figure 1.2 an example where thermodynamic inhibition is necessary to prevent hydrate formation in a water wet gas pipeline is shown. The figure shows the $P-T$ profile of a 60 km long natural gas pipeline running between the well and the production platform. In the figure the three-phase liquid water-hydrate-vapor (L-H-V) equilibrium curve of water and natural gas is also shown to indicate in which $P-T$ regime hydrate formation can be expected. On the left side of the three-phase equilibrium curve gas hydrate coexists with water or gas while on the right side of the curve only water and gas coexist. By adding methanol in various mass fractions to the water phase it can be seen that the three-phase equilibrium curve is shifted to lower temperatures, i.e. the hydrate free area is increased. For the case depicted in Figure 1.2 up to 30 wt % methanol has to be added to the pipeline to ensure that it is operated outside the hydrate region.

![Figure 1.2](image)

**Figure 1.2.** The $P-T$ profile of a wet natural gas pipeline going from the well head to the production platform. The three-phase liquid-hydrate-vapor (L-H-V) equilibrium curve for the system composed of natural gas, water and methanol is also shown.\(^3\)

After being injected to the pipelines the THIs are either disposed of to sea with the production water or regenerated by distillation and recycled to the injection point.
Though the figure illustrates a single example it is not unusual that the amount of THIs needed to avoid hydrate formation may reach 50 wt % in the water-rich phase\textsuperscript{8} and it is not uncommon that the yearly expenses related to hydrate prevention in large gas production facilities may reach several million dollars.\textsuperscript{4,9}

For these reasons, a particular interest in finding low-dosage hydrate inhibitors (LDHIs) has arisen. LDHIs are usually dosed at a concentration of about 0.1–1.0 wt % (active component) based on the water phase. The term covers two classes of hydrate inhibitor compounds namely kinetic hydrate inhibitors (KHI) and anti-agglomerants (AAs).

An AA enables the hydrates to form as a transportable nonsticky slurry of hydrate particles dispersed in the liquid hydrocarbon phase. In particular different surfactant molecules have been shown to be quite effective as AAs.\textsuperscript{10} KHIs inhibit the nucleation and growth of gas hydrates thus allowing transportation of reservoir fluids at hydrate favorable condition for a certain period of time before hydrates start to form. The water soluble polymer polyvinylpyrrolidone (PVP) was one of the first compounds identified as a KHI followed shortly by polyvinylcaprolactam (PVCap) which has been proven more efficient than PVP and for this reason has become the standard against which other KHIs are compared.\textsuperscript{10}

The idea behind using LDHIs to prevent hydrates is that if the hydrate kinetics/stickiness is known, and can be controlled, that is, by adding LDHIs, it may then be possible to operate the oil and gas pipelines at hydrate favorable conditions, while still ensuring that hydrates will not have time to nucleate, grow or agglomerate sufficiently to cause flow blockage. The best AAs have been shown to prevent hydrate agglomeration at 10-20 K subcooling while the best KHIs can prevent hydrate nucleation down to 10 K subcooling.\textsuperscript{10} The subcooling is a measure of the driving force for hydrate formation here represented as the isobaric difference between the hydrate equilibrium temperature and the operating temperature. As will be explained in Chapter 2 other measures for the driving force can be applied.\textsuperscript{11-16}

The use of LDHIs offers several benefits to hydrocarbon extraction compared to THIs. One obvious advantage comes from handling much smaller inhibitor volumes resulting in less storage space required, lower inhibitor injection rates and less manpower needed to
handle the inhibitor. Considering the flammability and toxicity of THIs a substitution with LDHIs may also offer certain health and safety benefits. Such changes to the process may lead to significant cost reductions in the operational expenses (OPEX). However LDHIs have the biggest economic impact when designed into oil and gas production systems often affording multi-million dollar reductions in capital expenditure (CAPEX).\textsuperscript{17}

KHIs have been used in oil field applications to prevent hydrate formation since 1996.\textsuperscript{18,19} By the end of 2005 there were estimated to be 50-70 field applications of LDHIs, the majority of these related to KHIs\textsuperscript{10} and primarily located in the North Sea, the Gulf of Mexico, South America and the Middle East.\textsuperscript{19-25} At the beginning of 2000 sales of PVCap-based polymers for KHI applications were on the order of 300-500 ton per year, thus the amount of KHI used in field applications worldwide is by no means insignificant.\textsuperscript{10} Nevertheless, their use has been limited owing to their cost or because of environmental restrictions. For example in the Danish and Norwegian sectors of the North Sea approval of LDHIs and new production chemicals in general can only be achieved if they show at least 20-60 \% biodegradability.\textsuperscript{26} None of the KHIs on the market today possess this level of degradability thus there is currently a need for greener LDHIs, in particular with the North Sea sector in mind. Furthermore there is a large potential for green production chemicals in general as the oil and gas industry focuses on continuous replacement of production chemicals with greener alternatives.\textsuperscript{27,28,29}

Design of green LDHIs might benefit from knowledge of the hydrate formation mechanism. Laboratory measurements have been unsuccessful in identifying the molecular mechanism of hydrate formation because of inability to precisely target the time and spatial domain of a nucleation event, which may occur in nanoseconds and on the nanometer length scale.\textsuperscript{30,31} Because classical molecular dynamics (MD) simulations can follow the nanoscale trajectories of molecules, MD has been the preferred technique to investigate the formation of hydrates.\textsuperscript{32-38} Only until very recently spontaneous nucleation of hydrates from molecular simulations had never been observed. However the pioneering work by Walsh and coworkers in this area has allowed a detailed look into the formation mechanism of gas hydrate; information which may be valuable in the development of new and more effective KHIs.\textsuperscript{39}
1.1 Overview of the Ph.D. project

The topics covered in this PhD project can be divided into two parts; an experimental part and a theoretical part. The experimental part focuses on the three-phase equilibria of different hydrate systems and the nucleation and growth of sI and sII gas hydrates. In particular the effect of polymeric KHIs like PVP and PVCap on the nucleation and growth rates of hydrates have been investigated and compared to novel KHIs such as antifreeze proteins (AFPs) or ice-structuring proteins (ISPs) a name which is sufficiently general to cover the range of natural functions and potential applications. ISPs are compounds that exist naturally in fish, insects and plants living at cold conditions and cause freeze resistance of the plasma and cell material of these living species. ISPs found in winter flounder formed the background of KHI development projects at Shell in the early nineties and was what made them look at protein-like water-soluble polymeric amides such as PVP as KHIs. While they did not see any great KHI potential in ISPs more recently it has been shown that ISPs from winter flounder and spruce budworm are also capable of retarding the nucleation and growth of methane hydrate and clathrate hydrates formed from tetrahydrofuran.

In part the motivation for investigating the KHI potential of ISPs is that there is a need for “greener” alternatives to the KHIs applied by the oil and gas industry today. It is also likely that ISPs are more effective KHIs compared to PVP and PVCap; due to their preference to attach to ice/inorganic surfaces, an ability which has been developed through millions of years of evolution.

The ISPs which have been subject to investigation in this work are those found in the ocean pout (Zoarces americanus), the meal worm (Tenebrio molitor) and in the bark beetle (Ragium mordax).

To perform the experimental nucleation and growth studies of gas hydrates and investigate the effect of the selected ISPs and KHIs various experimental setups and methodologies have been applied. The nucleation studies were performed using two existing high pressure stirred cells and high pressure differential calometry. A part of the nucleation data obtained experimentally has been interpreted using a recently developed induction time model for gas hydrates. This allows the study of certain microscopic properties of gas hydrates and how these are influenced by the presence of KHIs or changes in the thermodynamic state. Chapter 2 summarizes the results of the nucleation studies.
The growth experiments were carried out using a new experimental set-up designed to measure the growth rate of various hydrates at constant pressure and temperature. Though the type of experiment is rather simple compared to other apparatuses\textsuperscript{46-51} it can provide a more accurate estimate of the growth rate of gas hydrates - even at the very low rates obtained when efficient KHIs are present. The results of these studies are presented in Chapter 3.

The theoretical study is a part of a larger molecular simulation study of gas hydrates done in collaboration with the Center for Hydrate Research at Colorado School of Mines. The aim of the study has been to calculate the three-phase L-H-V equilibria for a system composed of methane and water. Calculation of two component three-phase equilibria from molecular simulation has not been attempted before, thus part of the study deals with developing the methodology to perform the calculations. The main findings of this study are presented in Chapter 4.

The main conclusions and recommendations for future work are presented in Chapter 5.
Chapter 2

Nucleation of gas hydrates

While time-independent hydrate properties, such as the three-phase equilibria of hydrate forming systems are well understood, hydrate time-dependent phenomena such as nucleation and growth are much more challenging to deal with. Understanding hydrate nucleation trends is essential for a fundamental scientific understanding of the formation process but is also important for the design and testing of KHI. As mentioned in Chapter 1 KHI delay the nucleation and usually also decrease the crystal growth rate of gas hydrates. The nucleation delay time (induction time), is the most critical factor in field applications, since this will indicate whether hydrate formation is likely to take place during the production and transportation of oil and gas or not.

This chapter gives an overview of some of the theories behind the nucleation of gas hydrates and how nucleation can be studied experimentally. An extensive experimental study on the nucleation of gas hydrates has been performed using different experimental set-ups and methods. The aim has in part been to identify some of the important factors influencing the nucleation process and for this purpose a recently proposed nucleation model for gas hydrates has been utilized for interpretation of the nucleation data. The other part of the study mainly focuses on how it is possible to improve the reproducibility of nucleation experiments and in particular for nucleation experiments involving KHI.
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2.1 Hydrate nucleation theories

Nucleation is a microscopic stochastic phenomenon where water molecules form clusters (nuclei) around gas molecules. These clusters will grow and disperse until they reach some critical size. The nucleation process of gas hydrates may have direct analogies to crystallization processes such as precipitation of salts from solution.\textsuperscript{52} Like salt solutions, hydrate solutions are also metastable. Metastability (also called the thermodynamic spinodal) in salt crystallization has been hypothesized to occur through supersaturation, that is for each solvent-solute pair there exists a concentration-temperature relationship which defines the metastable limit.\textsuperscript{53} A supersaturated solution is one in which the solvent contains more solute than can normally be accommodated at that temperature. The greater the degree of supersaturation, the more crystal nuclei will form in the solution. The metastability phenomenon is best explained by looking at a generalized concentration-temperature relationship for a solute in solution as shown in Figure 2.1A. At point P nuclei or crystals cannot form since the solution is superheated by an amount RP. Once the solid-liquid saturation line is passed, either through cooling or concentration, nuclei and crystals may or may not form in the metastable region. A metastable point Q is shown between point R and the crosshatched line CD indicates the spinodal. The spinodal line is crosshatched since it is system dependent.

![Figure 2.1](image)

Figure 2.1. A) The generalized supersolubility diagram for crystal formation showing the solid-liquid (S-equilibrium line (AB) relative to the spinodal line (CD). B) The supersolubility diagram for hydrate forming systems showing the three-phase liquid-hydrate-vapor (L-H-V) equilibrium line (AB) and the spinodal line (CD).
An analogy to this generalized scheme can be made for hydrates and is shown in Figure 2.1B. The main difference between the two figures is that the concentration axis in Figure 2.1A has been replaced by a logarithmic pressure axis in Figure 2.1B. Typically hydrate nucleation and growth will occur within the metastable region before entering the spinodal region. If the spinodal region is entered hydrate nucleation and growth takes place rapidly due to the fact that the driving force (see section 2.2) has become very high. For hydrate forming systems held at conditions corresponding to the metastable region the driving force is not as high thus an induction period will appear before hydrate formation takes place.

It is the general perception that the nucleation process of gas hydrates has a stochastic nature\textsuperscript{12} and that induction periods are quite hard to reproduce. This is in particular true at low driving forces\textsuperscript{54,55} i.e. as the hydrate forming conditions gets closer to line AB in Figure 2.1B. In particular the heterogeneous nature of the nucleation process is assumed to play an important role for the unsystematic nucleation events.\textsuperscript{56,57} It is well known that heterogeneous nucleation plays an important role in the formation of ice\textsuperscript{58} and similar observations have been made for gas hydrates.\textsuperscript{15} This causes the induction time to be very sensitive to any heterogeneities in solution, i.e. presence of impurities in the hydrate forming system can cause induction times to become highly scattered.

There is very little information about the actual nucleation mechanism of gas hydrates because the experimental conditions (high pressure and low temperature) disfavor studying hydrate formation at the molecular level. Nevertheless several theories and hypotheses attempting to describe this process have been proposed. One of the earliest hypotheses, “the labile cluster hypothesis”, suggests that hydrate nucleation is a progression of small clusters of water and gas, agglomerating in an effort to reach a critical nucleus at which hydrate growth can continue. A conceptual picture of this is seen in Figure 2.2. At the starting point in (A), the pressure and temperature are at hydrate favorable conditions however only water molecules are present. It is seen here how typical hydrogen-bonding networks of water molecules in liquid water resemble the polygonal structure of the hydrogen bonded water molecules in hydrate cage faces.\textsuperscript{59} Upon dissolution of gas into the water (B), labile clusters form immediately. These labile
clusters undergo agglomeration through face sharing (C), and finally through additional agglomeration, the labile clusters reach a critical size at which hydrate growth continues.

Figure 2.2. The hydrate formation mechanism proposed by Christiansen and Sloan.\textsuperscript{60}(A) Pressure and temperature are at hydrate forming conditions but no gas is present. (B) Labile clusters form immediately upon gas dissolution into the water. (C) Agglomeration of labile clusters through face sharing thus increasing disorder. (D) When a cluster size reaches a critical value, hydrate growth begins.

In another hypothesis, nucleation is assumed to take place on the vapor side of the vapor-liquid interface. First gas molecules are transported to the interface and absorbed by the aqueous surface. At suitable adsorption sites water molecules will form first partial and then complete cages around the adsorbed gas molecules. Clusters will join and grow on the vapor side until the critical size is reached.\textsuperscript{61,62}

Other theories are based on observations made using molecular simulations of hydrate forming systems.\textsuperscript{63} Molecular simulation enables the observation of molecule interactions at the molecular level and is thus very useful for studying crystallization phenomena such as the nucleation of gas hydrates. Very recently a simulation study of the system water and methane at low temperature and high pressure resulted in spontaneous nucleation and growth of methane hydrate.\textsuperscript{39} Rare $5^{12}6^3$ cages were observed among the cage structures identified allowing the coexistence of sI and sII hydrate by creating an energetically favorable interface. A more detailed description and discussion of this study is provided in Chapter 4.
2.2 Driving force for hydrate nucleation

A number of driving forces for the formation of gas hydrates have been suggested in the literature for both single and multicomponent systems.\textsuperscript{11-16} The total molar change in Gibbs free energy presented by Christiansen and Sloan\textsuperscript{13} is perhaps the most general driving force expression. A number of the proposed driving forces are summarized in Table 2.1. For an explanation of the different symbols used in the equations please see the list of symbols.

<table>
<thead>
<tr>
<th>Ref.</th>
<th>Driving force</th>
<th>Expression</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>Fugacity</td>
<td>$f_{i}^{\text{exp}} / f_{i}^{\text{eq}} - 1$</td>
</tr>
<tr>
<td></td>
<td>(simple hydrate)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Gibbs free energy</td>
<td>$\Delta G^{\text{eq}} = n_{w}(v_{w} - v_{h})(P_{\text{eq}} - P) + RT \sum_{i}(n_{i}) \ln \left[ f_{i}^{\text{exp}} / f_{i}^{\text{eq}} \right]$</td>
</tr>
<tr>
<td></td>
<td>Subcooling (simple hydrate)</td>
<td>$T^{\text{eq}} - T^{\text{exp}}$</td>
</tr>
<tr>
<td>11</td>
<td>Chemical potential difference between water in hydrate and in liquid. (multicomponent hydrate)</td>
<td>$\frac{\Delta \mu^{\text{eq}}}{RT} = \sum_{i} v_{i} \ln \left( 1 - \sum_{j} \theta_{ij} \right) + \frac{\Delta \mu_{\text{L}}}{RT_{\text{c}}} - \int_{T_{\text{c}}}^{T} \frac{\Delta H_{b} + \Delta C_{p}(T - T_{\text{c}})}{RT^{2}} dT + P \frac{\Delta v}{\sqrt{2}R(T + T_{\text{c}})}$</td>
</tr>
<tr>
<td>15</td>
<td>Supersaturation Isothermal/Isobaric (simple hydrate)</td>
<td>$\Delta \mu = k_{b}T \ln \left[ \frac{\varphi(P, T)}{P_{\text{eq}}} \right] + \frac{\Delta v}{\sqrt{2}T_{\text{c}}} \Delta T^{2}$</td>
</tr>
<tr>
<td>16</td>
<td>Gibbs free energy (multicomponent hydrate)</td>
<td>$\Delta G = \Delta v(P - P^{\text{eq}}) - n_{w} k_{b}T \sum_{i} v_{i} \ln \left[ \frac{1 - \sum_{j} \theta_{ij}(T, P, y)}{1 - \sum_{j} \theta_{ij}(T, P^{\text{eq}}, y)} \right]$</td>
</tr>
</tbody>
</table>

Apart from a few of the expressions proposed in literature limited justification has been provided for these driving forces. Furthermore it has been shown that some of the
different expressions are actually just special cases of the more general case as reviewed by Sloan and Koh.\textsuperscript{2} The subcooling was one of the first driving forces to be used in the description of hydrate formation. The subcooling is the difference, at isobaric conditions, between the three-phase equilibrium temperature and the temperature of the hydrate forming system. The subcooling is basically proportional to the difference in fugacity or chemical potential between water in hydrate and in pure water at isobaric conditions and fixed gas phase composition as long as no hydrate formation has taken place.\textsuperscript{64} However while the subcooling has also shown to be proportional to the supersaturation and the Gibbs free energy change at isobaric and isothermal conditions for simple hydrate formers the subcooling underestimates the driving force for multicomponent natural gas mixtures. For this reason it has been speculated whether the subcooling is actually suitable to use when for example assessing the effectiveness of KHIs.\textsuperscript{65}

2.3 Studying hydrate nucleation

Gas hydrate nucleation has been studied experimentally using different approaches and analytical expressions have been derived to describe the obtained data.\textsuperscript{54,55,57,64-73} For hydrate forming systems the driving force is found to have a significant impact on the induction period. At low driving force the induction period increases exponentially while at high driving forces the induction period disappears. A schematic plot of the induction time versus the driving force is shown in Figure 2.3. At high driving forces, (corresponding to the labile region in Figure 2.1B) hydrate forms instantaneously. In the metastable region an induction period appears before hydrate starts to form. The metastable region has in this case been divided into two; one at moderate driving forces and the other at low driving forces. The line indicating the induction time at low driving force is crosshatched indicating that the induction time becomes increasingly stochastic in this region.
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Figure 2.3. A typical relationship between the induction time of hydrate formation and the driving force. In the labile area instantaneous nucleation and growth occurs while in the metastable region an induction period appears before hydrate forms. The metastable region has been divided in two areas: at moderate and low driving forces. The crosshatched line at low driving forces symbolizes that the induction period becomes increasingly stochastic in this region.

Various methods have been applied in the laboratory to investigate nucleation of gas hydrates experimentally. While some methods rely on specific procedures others rely on application of specific experimental equipment. In Table 2.2 a list of some of the equipment types which have been used in hydrate nucleation studies are provided including a small description of the method and the advantages/deficiencies of using it.

These methods are all well suited for studying nucleation of gas hydrates, however at the same time all the methods have some undesirable features. Induction times found from stirred cell experiments lack reproducibility which is unfortunate since reproducible induction times will provide a better basis for assessing the impact of for example KHI's on the induction time.
Table 2.2. Description of three different methods which have been used in studying gas hydrate nucleation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ref.</th>
<th>Description</th>
<th>Advantages/Deficiencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stirred Cell</td>
<td>12,14,64, 68-72</td>
<td>Stirred cell experiments are conducted by mixing of water and gas under hydrate forming conditions. The time it takes from when the system is brought to hydrate forming conditions until hydrate forms is taken as the induction time.</td>
<td>Internal mixing in the cell provides renewal of the gas-liquid interface mimicking the flow of reservoir fluids in pipelines. Low reproducibility of measured induction times.</td>
</tr>
<tr>
<td>HP ALTA</td>
<td>55,67</td>
<td>High pressure automated lag-time apparatus (ALTA). Measures the subcooling point (SCP) of water “freezing” into hydrate by cooling a small liquid sample at a constant cooling rate.</td>
<td>Very small samples needed. Highly automated and fast. Gives statistically robust data sets within days. Requires a high degree of subcooling (12-17 K) to cause nucleation. No stirring of the liquid phase.</td>
</tr>
<tr>
<td>HP DSC</td>
<td>57,73</td>
<td>High pressure differential scanning calorimetry. Liquid and gas is charge to a small cell. When hydrate forms (exotherm) or dissociates (endotherm) a heat flow is detected. Experiments can be done at constant P and T or at a constant cooling rate.</td>
<td>Small samples needed. In constant cooling experiments good reproducibility is obtained. Requires very high subcoolings (25-30 K) to nucleate hydrate. No stirring possible. Isothermal induction time experiments have poor reproducibility.</td>
</tr>
</tbody>
</table>

While the ALTA method provides a statistically better result for the nucleation event of gas hydrates it does not measure the induction time directly but rather the subcooling (cooling the sample at a constant rate) at which hydrate nucleation appears with a probability of 50%; referred to as the subcooling point (SCP). Constant cooling of the sample is also necessary to obtain reliable statistics for the formation of gas hydrates when using high pressure DSC. How these critical nucleation temperatures relate to the induction time is yet to be investigated, however one major deficiency of the ALTA and the high pressure DSC method is that there is no agitation of the liquid phase thus there is no renewal of gas-liquid interface. This is most likely the reason why very high subcoolings (30 K)\textsuperscript{57,67} are required to observe formation of hydrate with these methods compared to stirred cell experiments (>1 K).\textsuperscript{72} Since most KHI's only work at moderate
Different steps can be taken to improve the reproducibility of the hydrate induction time obtained from stirred cell experiments. One such method is by forming hydrate from water which has already been subject to hydrate structures. If hydrate is melted at moderate temperatures the melted water is thought to contain residual hydrate structures which will act as precursors upon second hydrate formation. This phenomenon is sometimes also referred to as the “memory effect” of water. Recently by using the hydrate precursor technique it has been shown that the reproducibility of the induction times obtained from stirred cell experiments, for uninhibited and kinetically inhibited systems, is significantly improved compared to induction times measured upon first hydrate formation. Another way to improve the reproducibility of the hydrate induction time obtained from stirred cell experiments is by adding a defined amount of impurity to the aqueous phase thereby increasing the heterogeneity of the hydrate forming system. In heterogeneous nucleation the hydrate clusters grow in contact with a substrate which lowers the interfacial energy cost of further growth. In most hydrate forming systems there are small heterogeneities present, even for those that are assumed to be very pure, since it is almost impossible to avoid dust particles from entering in the system. Variation in particle content from experiment to experiment is probably one of the reasons why induction times appear to be stochastic. If a defined amount of impurity (for example silica with a certain size distribution) is introduced in the hydrate forming system this will add significantly to the total amount of impurities present compared to the unknown (dust) particles. Thereby the effect of the unknown particles is suppressed and in principle the induction time should become more reproducible.

2.4 Induction times of propane hydrate nucleation

The important factors influencing hydrate formation are difficult to study at the molecular level. Using crystallization theory it is however possible to relate macroscopic properties such as the hydrate induction time and supersaturation to microscopic properties such as
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the size of the critical hydrate nucleus, the hydrate-water interfacial energy, the hydrate-substrate contact angle etc.

This section begins with a description of a newly proposed induction time model which will be applied to interpret induction time data of sII propane hydrate. The model will specifically be applied to investigate the influence of the driving force (supersaturation), the stirring rate and the presence of a KHI on the aforementioned hydrate properties.

2.4.1 An induction time model for gas hydrates

The induction time is not a fundamental physical characteristic of a system, but it is experimentally accessible and contains valuable information about the kinetics of a new phase nucleating. Most induction time models of crystallization processes are based on crystal growth theory in which the fitting parameters often are found to be system specific which is indeed also the case for hydrate forming systems.  

Kashechiev and Firoozabadi have proposed an induction time model for gas hydrates based on crystallization theory which means that the model accounts for proportionality between the induction time and the nucleation rate. The model is shown below:

\[
t_i = Ke^{-\Delta\mu/k_BT} (1 - e^{-\Delta\mu/k_BT})^{3m/(1+3m)} \exp \left[ \frac{4e^3N_{w}^H\sigma_{ef}^3}{27(1+3m)k_BT\Delta\mu^2} \right]
\]

(2.1)

where \( K \) is a kinetic parameter, \( \Delta\mu \) is the supersaturation, \( k_B \) is the Boltzmann constant, \( m \) is a number that relates to the growth type, \( c \) is a crystal shape factor, \( N_{w}^H \) is the number of water molecules in the hydrate and \( \sigma_{ef} \) is the effective surface energy between hydrate and solution. The model assumes that progressive nucleation is taking place, i.e. hydrate crystallites are continuously nucleated during the nucleation process, however the model can be modified to account for situations where instantaneous nucleation is taking place as well.
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To calculate the interfacial properties of the hydrate forming system, i.e. the effective surface energy between hydrate and solution, the following expression has been substituted into eqn. (2.1):

$$B = \frac{4c^3 \gamma^2 \sigma_{ef}^3}{27(k_B T)^3}$$  \hspace{1cm} (2.2)

For heterogeneous nucleation $\sigma_{ef}$ is given as:

$$\sigma_{ef} = \psi \sigma$$  \hspace{1cm} (2.3)

where $\sigma$ is the surface energy between hydrate and solution and $\psi$, assuming that hydrates form cap-shaped clusters on a solid substrate, is given as:

$$\psi = \left[ \frac{1}{4} \left( 2 + \cos \omega \right) \left( 1 - \cos \omega \right)^2 \right]^{1/3}$$  \hspace{1cm} (2.4)

with $\omega$ being the wetting angle. Other shapes of the hydrate can be assumed, i.e. spheres/cubes in the bulk or lenses at the gas-liquid interface by modifying the expression for $\psi$. However in this case cap-shaped clusters have been chosen since it has been shown that these are thermodynamically favored over both spheres and lenses. The driving force can be expressed as the supersaturation ratio, $S$:

$$S = \left[ \frac{\varphi(P,T)P}{\varphi(P_c,T)P_c} \right] \exp \left[ \frac{\Delta V_v (P - P^*)}{k_B T} \right]$$  \hspace{1cm} (2.5)

where $\varphi$ is the fugacity coefficient of the gas in the gas phase and $P_c$ is the L-H-V three-phase equilibrium pressure. $\Delta V_v = N_w v_w - v_h$ is the difference between the volume of $N_w$ water molecules in the solution, $v_w$, and the volume of a hydrate building unit in the hydrate crystal, $v_h$. A hydrate building unit consists of a single gas molecule and $x$ water molecules, $x$ depending on the hydrate structure. For propane hydrate $\Delta V_v = -1.370 \times 10^{-28}$ m$^3$. Substituting this driving force expression into eqn. (2.1) yields:

$$t_i = K \left[ S(S-1)^{3m} \right]^{-1/(1+3m)} \exp \left[ \frac{B}{(1+3m) \ln^2 S} \right]$$  \hspace{1cm} (2.6)
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Plotting the induction times versus supersaturation ratios it is possible to obtain $B$ and $K$ from a regression of the data points as the slope and the intercept, respectively. If growth by volume diffusion of dissolved gas, through a stagnant layer formed around the nucleus is assumed then $m = 1.66$ Eqn. (2.6) then becomes:

$$\ln \left[ S^{1/4} (S - 1)^{3/4} t_i \right] = \ln K + \frac{B}{4 \ln^2 S}$$  \hspace{1cm} (2.7)

Other types of growth mechanisms can be assumed but in most cases these also result in $m = 1$. The number of building units that constitute a hydrate nucleus can be calculated using the expression:

$$N^* = \frac{2B}{\ln^2 S}$$  \hspace{1cm} (2.8)

The size of the critical nucleus can be found from the relation $^{16}$:

$$R^* = \frac{2\sigma N_v v_{h,w}}{\Delta G}$$  \hspace{1cm} (2.9)

where $v_{h,w}$ is the molecular volume of water in the hydrate (hydrate unit cell volume divided by the number of water molecules in the unit cell). The expression for $\Delta G$, can for simple hydrate forming systems be reduced to:

$$\Delta G = N_i (T, P) k_b T \ln \left[ \frac{\varphi(P, T) P}{\varphi(P_i, T) P_i} \right] + \Delta v_i (P - P_i)$$  \hspace{1cm} (2.10)

$N_i$ being the number of gas molecules in the unit cell. The induction time model can also be adapted to hydrate forming systems containing additives such as KHIs. This can be done by introducing a Langmuir type term in eqn. (2.6) taking into account adsorption of molecules on nucleation sites and on the surface of the growing hydrate. Eqn. (2.6) then becomes:

$$t_i = K \left[ \left(1 + k_g C_a \right)^{3m} \left(1 + k_g C_a \right)^{1/(1+3m)} \right] \left[ S (S - 1)^{3m} \right]^{-1/(1+3m)} \cdot \exp \left[ \frac{B}{(1 + 3m) \ln^2 S} \right]$$  \hspace{1cm} (2.11)
where \( k_g \) and \( k_n \) (m\(^3\)) are adsorption constants and \( C_a \) (molecules/m\(^3\)) is the concentration of the additive in solution. This expression is valid for additive molecules that (i) do not adsorb on the surface of the hydrate nuclei, but adsorb on the surface of the growing hydrate crystallites, (ii) do not provide new nucleation sites in the system, and (iii) block existing nucleation sites by adsorbing at the solution/gas interface or onto the surface of the nucleation-active particles. For the derivation of this expression see the work by Kashchiev and Firoozabadi.\(^6^6\) This expression is similar to eqn. (2.6) rearranged to a form from which the constants \( K \) and \( B \) can be obtained from a linear regression:

\[
\ln \left( \frac{S^{0.4}(S-1)^{3/4}}{(1+k_g C_n)^{1/4}} \right) = \ln K + \frac{B}{4 \ln^2 S} \tag{2.12}
\]

Applying this model for induction time data for systems containing KHIs it is possible to assess qualitatively and quantitatively how the nucleation process is affected by the presence of these additives.

### 2.4.2 Experimental section

**Apparatus.** The induction time measurements were conducted in a high-pressure stainless steel cell with a fixed volume of 66.5 cm\(^3\) and a maximum working pressure of 150 bar. The cell allows for visual observation of hydrate formation through two sapphire windows. A safety valve is attached to the cell which opens when pressure exceeds an adjustable value (40-100 bar). The cell is attached to a gas reservoir and a vacuum pump. The temperature in the cell is controlled by circulating coolant (water-ethanol solution), in a jacket surrounding the cell. The temperature is monitored by using a platinum resistance probe, Pt-100 (±0.01 K), placed inside the cell. The pressure of the cell is monitored by a single pressure transducer (BD Sensors, 0-40 bar, 0.25 % FSO). The cell is placed on a stir plate which allows a stirring bar to rotate within the cell. The pressure and temperature in the cell can be recorded continuously on a computer. A schematic of the hydrate equilibrium cell is shown in Figure 2.4.
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Figure 2.4. Schematic of the stainless steel hydrate cell used in the propane hydrate nucleation studies. The hydrate cell is attached to a gas supply unit and a vacuum pump. The temperature is controlled by a cooling bath. Data is collected continuously on a computer.

Methods. The cell was cleaned with deionized water and loaded with deionized water or deionized water containing PVP. A stirring bar was placed in the cell. The cell lid was screwed on and the cell evacuated using a vacuum pump for approximately 1 hour. The temperature bath was adjusted so the temperature in the cell was around 273.75 K. When the temperature in the cell was constant the propane gas was injected through the inlet until the desired pressure at the chosen temperature was reached. Three experimental series using deionized water were performed. For each series the stirring rate was altered in the range 200-500 rpm in order to investigate the effect of the stirring rate on the hydrate induction time. For experiments involving a KHI two experimental series at KHI concentrations of 0.050 wt% and 0.025 wt% were performed both at a stirring rate of 500 rpm. In all the experiments the pressure and temperature were recorded every 5 s.

Materials. The experiments were performed using deionized water (0.6μS/cm) and propane with a purity of 99.5 supplied by Intergas. As a KHI PVP (MW 10,000) supplied by Sigma-Aldrich was used.
2.4.3 Results and discussion

A total of 85 experiments investigating how the driving force influences the nucleation period of propane hydrate and investigating the role of the stirring rate have been performed. The series investigating the role of PVP in connection with propane hydrate nucleation involved 31 experiments. The data obtained in an experimental run can typically be represented as a the pressure-time relationship shown in Figure 2.5. First the pressure drops due to gas dissolving in the water. Next the pressure becomes stable for a given period of time until it drops rapidly due to hydrate formation. The time where the pressure remains constant is here taken as the induction time. The following terminology has been applied in describing the initial cell pressure ($P_0$), the time for gas to dissolve in water ($t_{sol}$), the pressure after gas dissolution ($P_{sol}$) and the induction time ($t_i$).

![Figure 2.5. Typical pressure-time recording for a stirred cell experiment during which propane hydrate formation takes place.](image)

$P_0$, $t_{sol}$, $P_{sol}$ and $t_i$ have for each experiment been extracted from the recorded data and using these values the gas dissolution rate and the supersaturation ratio were calculated. In calculating the supersaturation ratio the fugacity coefficients of the gas were obtained using the SRK equation of state. The three-phase equilibrium pressures of propane hydrate were calculated using CSMGem at the experimental temperatures. CSMGem is a
program capable of calculating the thermodynamically stable hydrate structures and cage occupancy at specified pressure, temperature and composition by minimization of the Gibbs free energy of the system.\(^79\) The gas dissolution rate \(k'_{L-V}a_{L-V}\) was determined using the two film theory neglecting the resistance on the gas side of the vapor-liquid interface:

\[
\left(\frac{dx}{dt}\right) = k'_{L-V}a_{L-V}(x_{L-V}^i - x)
\]  

(2.13)

where \(x_{L-V}^i\) is the gas solubility of the hydrate former in the liquid phase at the vapor-liquid interface and \(a_{L-V}\) is the vapor-liquid interfacial area per volume of dispersion \((A_{L-V}/V_L)\). Integrating from \(x = x_0\) at \(t_0\) to the equilibrium concentration \(x = x_{sol}\) at \(t_{sol}\) yields:

\[
\ln \left(\frac{x_{L-V}^i - x_{sol}}{x_0 - x_{sol}}\right) = -k'_{L-V}a_{L-V}t
\]  

(2.14)

The mole fraction of propane gas dissolved in water was in all cases calculated using the fugacity of the pure component in the vapor phase, \(f_i\), and the Henry’s constant, \(k_{H}\):

\[
x_i = \frac{f_i(P_{\exp}, T_{\exp})}{k_{H}}
\]  

(2.15)

Henry’s constant was calculated using the empirical expression proposed by Chapoy et al.\(^80\) given as:

\[
\ln(k_H)(KPa) = 552.64799 + 0.0784537T - \frac{21334.4}{T} - 85.89736\ln(T)
\]  

(2.16)

The dissolution rate was then calculated using a least square analysis. It was assumed that the addition of PVP did not have any impact on the magnitude of Henry’s constant as the concentration was very low. It was found that the dissolution rate was independent of the initial pressure in the pressure interval investigated here (2-5 bar). In Table 2.3 the calculated average dissolution rates of propane in water are shown as a function of the stirring rate and the agitation Reynolds number, \(Re_A\). The Reynolds numbers are in the
intermediate range between laminar (<10) and turbulent (>10000), 500 rpm being very close to turbulent agitation. However, as the number only refers to the conditions in the vicinity of the impeller, it does not give any indication of how well the water-gas interface is stirred. From a visual point of view 200 rpm corresponds to a situation where a vortex on the water surface has just appeared and 500 rpm corresponds to a vigorous stirring of the water phase.

Table 2.3. Agitation Reynolds numbers (Reₐ) and average dissolution rates $k^{L}_{L,L}$ calculated from eqn. (2.13) at different stirring rates and concentrations of polyvinylpyrrolidone (PVP). The temperature was 273.75 K.

<table>
<thead>
<tr>
<th>RPM</th>
<th>Reₐ</th>
<th>$k^{L}_{L,L}$ ($\cdot 10^3$ s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>8134</td>
<td>7.38</td>
</tr>
<tr>
<td>300</td>
<td>4881</td>
<td>2.66</td>
</tr>
<tr>
<td>200</td>
<td>3254</td>
<td>0.96</td>
</tr>
<tr>
<td>500 (0.050wt% PVP)</td>
<td>8134</td>
<td>5.98</td>
</tr>
<tr>
<td>500 (0.025wt% PVP)</td>
<td>8434</td>
<td>6.94</td>
</tr>
</tbody>
</table>

Addition of PVP causes the dissolution rate to lower slightly, the higher concentration causing the dissolution rate to decrease most. This could indicate that the polymer chains damp the turbulence in the liquid phase an effect which might be closely related to how certain polymers work as drag reducers in turbulent flow.

In Figure 2.6 and Figure 2.7 the propane hydrate induction times have been plotted as a function of the supersaturation ratio at different stirring rates and at different PVP concentrations, respectively. From Figure 2.6 the induction time can be seen to be more or less independent of the stirring rate when this is varied in the range of 300-500 rpm. The consistency in the data is quite good i.e. the data follows the expected pattern also shown in Figure 2.3. However for the 200 rpm experiments this tendency is not as regular i.e. the data points are more scattered. This indicates that in low convection systems nucleation events become increasingly random; an effect which might be ascribed to the lower vapor-liquid interfacial area or a less favorable distribution of gas in the bulk liquid phase.
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Figure 2.6. Plot of the induction time versus the supersaturation ratio at 273.75 K for propane hydrate at different stirring rates. The induction times measured at high stirring rates are very similar. At low stirring rate more scattering among the measured induction times is observed.

Figure 2.7. Plot of the induction time versus the supersaturation ratio at 273.75 K for propane hydrate for two different concentrations of polyvinylpyrrolidone (PVP) using a stirring rate of 500 rpm. When the concentration of PVP is increased the induction time of propane hydrate is increased.
When PVP is added in even very small amounts the induction time data is shifted to higher supersaturation ratios as seen in Figure 2.7 i.e. PVP works as a KHI as expected. There seems to be quite steady agreement among the two data sets, i.e. the higher PVP concentration data are shifted to the right with approximately the same value in the x-axis direction, $\Delta S$, compared to the data at the lower PVP concentration. In Figure 2.8 the propane hydrate induction time at a stirring rate of 500 rpm has been plotted as a function of the supersaturation ratio given by eqn. (2.7).

![Figure 2.8. Linearized dependence of the induction time on the supersaturation ratio for nucleation of propane hydrate in aqueous solution at 273.75 K and 500 rpm. A very low degree of scattering in the measured data can be observed.](image)

As seen the data shows a reasonably good linear dependence when plotted according to eqn. (2.7). The intercept and the slope of the best fit allows determination of the kinetic parameter $K$ as $\ln(K) = 4.87$ s thus $K = 130.32$ s (4.56) while $B = 0.18$ (0.04) The values in parentheses state the standard deviation of $K$ and $B$ respectively. The magnitude of $K$ is rather high for a process taking place on the molecular level; however it is likely that it indicates that the nucleation is following a polynuclear crystallization mechanism i.e. as the system undergoes a phase transition it allows the formation of statistically many nuclei.\(^{82}\) For an operative mononuclear mechanism and homogeneous nucleation very
low $K$ values would be expected, <5 ns.\cite{66} thus the result also seems to support that the nucleation mechanism is heterogeneous and that nucleation is taking place progressively. From eqn. (2.2) the hydrate/solution effective surface energy can be calculated by inserting $c^3 = 36\pi$ (cap-shaped hydrate nuclei on solid substrate), $v_h = 0.647 \cdot 10^{-27} m^3$ which is the volume of a propane hydrate building unit, thus it follows that $\sigma_{ef} = 1.11 mJ/m^2$. Such a low effective surface energy implies a heterogeneous nucleation mechanism is taking place (20mJ/m$^2$ for homogeneous nucleation of ice\cite{83}) thus the information about the nucleation mechanism given by both $K$ and $B$ agrees.

Using eqns. (2.3)-(2.10) the number of building units constituting the critical hydrate nucleus, the radius of the critical nucleus, the effective surface energy and the hydrate-substrate wetting angle was calculated at the different stirring rates. Calculation of the wetting angle was made under the assumption that the surface energy between hydrate and water, $\sigma$, is equal to the surface energy between ice and water. The results are summarized in Table 2.4.

<table>
<thead>
<tr>
<th>RPM</th>
<th>$S$</th>
<th>$N^*$</th>
<th>$R^*$ (nm)</th>
<th>$K$ (s)</th>
<th>$\sigma_{ef}$ (mJ/m$^2$)</th>
<th>$\omega$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.11-1.36</td>
<td>294-13</td>
<td>4.10-1.50</td>
<td>130.92 (1.10)</td>
<td>1.11 (0.05)</td>
<td>10</td>
</tr>
<tr>
<td>300</td>
<td>1.12-1.31</td>
<td>255-19</td>
<td>3.90-1.68</td>
<td>118.73 (1.25)</td>
<td>1.12 (0.14)</td>
<td>10</td>
</tr>
<tr>
<td>200</td>
<td>1.16-1.31</td>
<td>341-55</td>
<td>4.35-2.34</td>
<td>69.85 (2.32)</td>
<td>1.58 (0.32)</td>
<td>13</td>
</tr>
</tbody>
</table>

When the stirring rate is decreased, $K$ decreases most when going from 300 to 200 rpm whereas $\sigma_{ef}$ is found to increase as stirring rate decreases. The standard deviations (numbers in parenthesis) of the $K$ and $\sigma_{ef}$ increases significantly when the stirring rate is lowered which is a result of the induction times becoming more scattered at the lower stirring rate.

The critical radius of the hydrate nucleus was found to vary between 1.50-4.35 nm which is slightly lower than those reported for the homogeneous nucleation of methane and ethane hydrate.\cite{84} This result is however expected since heterogeneous nucleation will result in a smaller critical radius compared to homogeneous nucleation, thus again the results indicate that heterogeneous nucleation is taking place.
The surface energy in nucleation processes can in general be regarded as a dynamic surface energy and not an equilibrium surface energy.\textsuperscript{85} This means that the surface energy is likely to depend on diffusion of gas molecules in the bulk and the geometry of the nuclei surfaces. Equilibrium conditions are reached more rapidly in fast stirred systems compared to stagnant systems. This suggests that the surface energy at a stirring rate of 500 rpm is closer to the equilibrium surface energy compared to the surface energies at 300 and 200 rpm. Consequently the surface energy found at the higher stirring rate should attain the lowest value which is also observed in Table 2.4. In literature the water-propane hydrate surface energy has been reported as 25\,mJ/m\textsuperscript{2} from fitting experimental phase equilibrium data to the Gibbs-Thompson equation.\textsuperscript{86} The water-carbon dioxide hydrate surface energy has been reported to be 1.5 \,ml/m\textsuperscript{2} using an approach very similar to the one used in this work. It is peculiar that the surface energy of water-propane found using the Gibbs-Thompson equation is even higher than the surface energy found for the homogeneous nucleation of ice bearing in mind that heterogeneous nucleation plays an important role in hydrate nucleation processes. Thus it can be speculated whether an equilibrium based model such as the Gibbs-Thompson equation is actually suitable for calculating properties which are more closely related to the kinetic mechanisms.

In Figure 2.9 the induction time data obtained from the experiments containing small amounts of PVP have been plotted according to eqn. (2.12). Typical values of $k_g = k_n = 10^{-18}$ m\textsuperscript{3}, also reported elsewhere in literature\textsuperscript{66} have been used in the calculation of $K$ and $B$. As seen there is a reasonably good linear relationship for the two data sets. In Table 2.5 the kinetic parameter, the number of building units constituting the critical hydrate nucleus, the radius of the critical nucleus, the effective surface energy and the hydrate-substrate wetting angle are shown.
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Figure 2.9. Plot of the induction time versus the supersaturation ratio for nucleation of propane hydrate in aqueous solutions containing polyvinylpyrrolidone (PVP) at 273.75 K and 500 rpm. When the PVP concentration is increased the slope increases whereas the intercept decreases.

As seen in the figure the induction times become decreasingly scattered as more PVP is added to the system.

Table 2.5. Critical size of hydrate nucleus, hydrate-solution effective surface energy and hydrate-substrate contact angle found using the induction time model on the nucleation data obtained from the nucleation experiments containing polyvinylpyrrolidone (PVP). Numbers in parenthesis indicate the standard deviation.

<table>
<thead>
<tr>
<th>C. (wt%)</th>
<th>S</th>
<th>N*</th>
<th>R* (nm)</th>
<th>K (s)</th>
<th>(\sigma_{ef} ) (mJ/m²)</th>
<th>(\psi ) (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.11-1.36</td>
<td>294-13</td>
<td>4.1-1.50</td>
<td>130.92 (1.11)</td>
<td>1.11(0.05)</td>
<td>10.0</td>
</tr>
<tr>
<td>1.50·10^{-2}</td>
<td>1.42-2.19</td>
<td>143-12</td>
<td>3.33-1.57</td>
<td>3.35·10^{-12} (4.73·10^{-14})</td>
<td>2.85(0.28)</td>
<td>20.4</td>
</tr>
<tr>
<td>3.00·10^{-2}</td>
<td>1.77-2.35</td>
<td>75-22</td>
<td>2.76-1.93</td>
<td>9.44·10^{-13} (1.10·10^{-14})</td>
<td>3.76 (0.33)</td>
<td>25.2</td>
</tr>
</tbody>
</table>

From the table it is seen that addition of PVP to the aqueous phase causes the kinetic constant \(K\) to decrease substantially compared to the \(K\) value found when no PVP is present. Actually the \(K\) value is even lower than when homogeneous nucleation is taking place \((K = 5\ \text{ns})\). PVP is seen to cause the effective surface energy to increase with PVP concentration. This implies that adsorption of PVP on hydrate nuclei does not take place
as this would result in a decrease of the surface energy according to the equilibrium adsorption theory. It can also be argued that adsorption of PVP molecules on the nuclei surface is not possible because the lifetime of the nuclei is too short for the additive to reach them by diffusion and because their surface areas are too small. The reasons why $\sigma_{ef}$ increases when PVP is added could be many. It is possible that the contact angle between the hydrate nuclei and substrate will change if for example PVP adsorbs onto any nucleation sites on the substrate. Another possibility is that the additive itself is a type of nucleation site however less active compared to the original nucleation sites (by original is referred to the nucleation sites present in an aqueous solution not containing additives). The effective surface energy of the nuclei that forms on this type of substrate could indeed be different from that of nuclei forming on the original substrate. In fact if the substrate is less active this will result in a higher hydrate-solution effective surface energy and larger supersaturation/critical nucleus size ratios which are indeed also observed from Table 2.5. As the model does not account for molecules that themselves act as nucleation sites this last consideration should be perceived only as a suggestion for the inhibiting mechanism of additives like PVP.

2.5 Improving induction time measurements for kinetic hydrate inhibitor testing

As was discussed in the introduction, using LDHIs to manage hydrate formation offers several advantages over TIs; for example low chemical usage and savings in OPEX and CAPEX. Even so their use in oil and gas field applications has been limited due to their cost or because of environmental restrictions. Furthermore the oil and gas industry is traditionally rather conservative and has been slow to switch to LDHIs compared to TIs. While it is relatively fast, for example by using thermodynamic models, to obtain information about the amount of TI required to suppress the hydrate coexistence temperature, using LDHIs to prevent hydrate formation is associated with uncertainties arising from the stochastic nature of hydrate nucleation exemplified by the relatively high scattering among the data points presented in Figure 2.6 and Figure 2.7. In this
context it is important to establish methods by which it is possible to obtain reliable information about the efficiency of LDHIs. This has already been realized by a few groups in academia and industry who have proposed methods for improving the reproducibility of hydrate induction times. This is very useful in the assessment of how effective KHIs are at preventing hydrate formation.\textsuperscript{57,75}

This section begins with testing three different experimental approaches to obtain more reproducible hydrate induction times from stirred cell experiments. Both sI and sII hydrate nucleation experiments have been conducted and the effect of NaCl and heptane as well as two KHIs on the induction time has been quantified. To investigate the effect of the driving force on the induction time and the performance of the KHIs the three-phase boundary of the various hydrate forming systems was measured experimentally.

2.5.1 Experimental section

**Apparatus.** The nucleation experiments were conducted in a high-pressure stainless steel cell with a volume of 280 cm$^3$ and a maximum operating pressure of 100 bar. A schematic of the cell is shown in Figure 2.10. Gas can be charged or discharged through a valve which is attached to the cell lid. A Pt-100 ($\pm$0.01 K) measures the temperature inside the cell and the pressure is measured using a pressure transducer (BD Sensors, 0-100 bar, 0.25 % FSO). The cell is surrounded by a cooling jacket and temperature in the cell is controlled by circulating coolant using a Julabo F25 cooling bath. A magnet bar is placed inside the cell which is rotated by a stir plate located below the cell ensuring that the liquid phase in the cell can be well agitated. Hydrate formation can be observed visually through two high quality glass windows. A safety valve is attached to the cell which will open if the pressure exceeds 100 bar.

**Methods.** Measurement of the hydrate dissociation point followed closely the procedure detailed by Tohidi and coworkers i.e. after hydrate had formed in the cell the temperature was increased in steps of 1 K while ensuring that equilibrium was obtained in each temperature step until the hydrate had completely melted.\textsuperscript{88,89}
Three methods were applied when measuring the induction time of gas hydrate formation. Common for all three methods was that they were performed at constant temperature (≈ 277 K) although the pressure varied from experiment to experiment depending on the subcooling required. Hydrate formation was identified as a sudden decrease in the cell pressure as was shown in Figure 2.5. In all experiments the total liquid volume used was 60 cm$^3$. In most cases only water was used. Where a liquid organic phase was present this constituted 50% of the total volume. Before each experiment the cell was cleaned with deionized water and flushed several times with gas before the cell was loaded with liquid and pressurized to the experimental pressure. During an experimental run the pressure and temperature in the cell were recorded every 60 s using a computer. Each experiment was conducted 5 times. The first method (A) relied on simply mixing liquid and the gas of interest (stirring rate of 450 rpm) at the desired pressure and temperature and then waiting for hydrate to form. In the second method (B) a small amount of silica gel (0.02 g/60 cm$^3$ liquid) was introduced in the hydrate forming system, since it has been proposed that in particular the heterogeneous nature of the nucleation process is assumed to play an important role in the stochastic nature of gas hydrate formation as mentioned previously. The idea behind this procedure
is that the impurities added mask the effect that unavoidable impurities like dust particles have on the induction time whereby more reproducible induction times should be obtained. The third method (C) used was basically identical to the hydrate precursor procedure proposed by Duchateau and coworkers. In the first stage hydrate formation was allowed to take place for 10 min to ensure that a small amount of hydrate had formed. The stirring was then stopped and the temperature increased to 2.5 K above the hydrate coexistence temperature. The hydrate was then allowed to melt for 2 hours and towards the end the liquid phase was inspected visually to observe if any visible crystals appeared in the liquid phase. After the hydrate had melted the temperature was decreased to around 277 K and stirring was started, signalling the beginning of an induction time measurement.

**Materials.** The experiments were performed using deionized water (0.6μS/cm). As a model system of seawater an aqueous solution of 3.5 wt % NaCl was prepared. The NaCl (>99.5% purity) was purchased from Merck. In the experiments investigating the effect of having a liquid organic phase present in the hydrate forming system heptane supplied by Sigma-Aldrich (>99% purity) was used. Methane (99.995 % purity) was used in the sI hydrate experiments and was supplied by AGA while natural gas was used in the sII hydrate experiments and was supplied by Air Liquide. The composition of the natural gas can be found in Table 2.6. As a model impurity silica gel grade 62 with a particle size of 60-200 mesh supplied by Sigma-Aldrich was used. The ISP used was type III HPLC12 (7.027 kDa) which can be identified in the fish ocean pout. The ISP has been produced from a yeast fermentation and was supplied by UNILEVER as a complex solution containing small amounts of salts, sugars and proteins (other than ISP) however in a concentration range that will not affect the phase boundary of ice or gas hydrates. PVCap (MW 21.4000) was kindly supplied as a dry purified formulation by the Center for Hydrate Research at Colorado School of Mines.
Table 2.6. Composition of natural gas.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Mole %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td>0.24</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>3.68</td>
</tr>
<tr>
<td>Methane</td>
<td>87.81</td>
</tr>
<tr>
<td>Ethane</td>
<td>6.60</td>
</tr>
<tr>
<td>Propane</td>
<td>1.22</td>
</tr>
<tr>
<td>n-butane</td>
<td>0.17</td>
</tr>
<tr>
<td>i-butane</td>
<td>0.22</td>
</tr>
<tr>
<td>n-pentane</td>
<td>0.02</td>
</tr>
<tr>
<td>i-pentane</td>
<td>0.03</td>
</tr>
<tr>
<td>n-hexane</td>
<td>0.01</td>
</tr>
</tbody>
</table>

2.5.2 Results and discussion

In Figure 2.11 the three-phase coexistence curves of the sI and sII hydrate forming systems investigated in this work are presented in a pressure versus temperature plot. The hydrate coexistence points of methane hydrate have been taken from the literature\(^93\) whereas the data points labeled NG (Natural Gas) were measured as a part of this work.

The figure shows that the sII natural gas hydrate is stable at significantly higher temperatures than the sI methane hydrate. Addition of NaCl to the aqueous phase (3.5 wt %) is seen to shift the hydrate phase boundary to lower temperatures (approximately 2 K) compared to the NG + water hydrate forming system i.e. the NaCl works as a thermodynamic inhibitor. When heptane is introduced in the system the phase boundary is also seen to shift to lower temperatures (3.5 K) compared to the NG + water system. In this case the shift is caused by a change in the gas phase composition, i.e. the solubility of the heavier natural gas compounds (e.g. propane etc.) in heptane is relatively larger compared to the solubility of the lighter compounds (e.g. methane). This has also been pointed out by other researchers.\(^94\) When introducing both NaCl and heptane in the NG + water system the shift observed for the hydrate phase boundary is basically proportional to the combined individual effects of NaCl and heptane, respectively.
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Figure 2.11. The three-phase coexistence curves of the various hydrate forming systems studied in this work. The data points shown for the methane hydrate coexistence curve have been taken from literature while the natural gas hydrate coexistence curves have all been measured experimentally as a part of this work. In the experiments involving NaCl a 3.5 wt % NaCl solution was used. In the experiments where heptane was introduced in the system the liquid phase consisted of 30 cm$^3$ water and 30 cm$^3$ heptane.

A third order polynomial expressing the coexistence pressure as a function of temperature has been fitted to the hydrate coexistence data and the polynomial coefficients, as shown in eqn. (2.17), found by this procedure are provided in Table 2.7:

$$P = aT^3 + bT^2 + cT + d \quad (2.17)$$

Using these coefficients the subcooling of the individual nucleation experiments has been calculated and used as a measure for the driving force for hydrate formation. Note that the coefficients are only valid for the pressure and temperature range for which they were obtained.
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Table 2.7. Polynomial coefficients for use in eqn. (2.17) found by fitting a 3rd order polynomial to the hydrate coexistence data for the systems methane-water, natural gas - water, natural gas - 3.5wt % NaCl aqueous solution, natural gas – water – heptane. The volume fraction of water and heptane was 1:1.

<table>
<thead>
<tr>
<th>System</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH₄+water</td>
<td>0.0133921</td>
<td>-10.9025232</td>
<td>2960.9782186</td>
<td>268248.18028</td>
</tr>
<tr>
<td>NG+water</td>
<td>0.1222138</td>
<td>-105.0686601</td>
<td>30113.7738150</td>
<td>2877334.78524</td>
</tr>
<tr>
<td>NG+water+NaCl</td>
<td>0.0526866</td>
<td>-44.6146610</td>
<td>12596.6461509</td>
<td>1185827.95907</td>
</tr>
<tr>
<td>NG+water+heptane</td>
<td>0.0776602</td>
<td>-65.8868017</td>
<td>18637.6835017</td>
<td>1757803.87416</td>
</tr>
<tr>
<td>NG+water+NaCl+heptane</td>
<td>-0.0037241</td>
<td>3.6802218</td>
<td>-1181.7666906</td>
<td>124146.53418</td>
</tr>
</tbody>
</table>

In Figure 2.12 the induction time measurements involving methane hydrate are presented. The error bars indicate the standard deviation of the induction time and the numbers in parenthesis are the relative standard deviations.

![Figure 2.12. Plot of the subcooling versus the methane hydrate induction time. The concentration of the ocean pout ice-structuring protein (ISP) and polyvinylcaprolactam (PVCap) was 0.1 wt %. Each experimental point is based on 5 measurements from which the standard deviation (error bar) and the relative standard deviation (number in parenthesis) have been calculated. All experiments were performed around 277 K. It is clear that using method B and C drastically decreases the standard deviation of the induction time. Addition of ISP or PVCap prolongs the induction times though the subcooling has increased as well.](image_url)
As seen the standard deviation of the methane hydrate induction time is quite significant when just mixing water and methane as done using method A. However adding small amounts of silica gel to the liquid phase as done in method B or by applying the hydrate precursor procedure as done in method C brings the standard deviation of the induction time down dramatically. It is also noted that using method B and C the induction time is shorter compared to the induction time obtained using method A despite the fact that the subcooling of experiments B and C was actually lower than the subcooling of experiment A. This is not surprising since to some extent the procedure applied in methods B and C corresponds to a type of crystal seeding - a well known technique to promote crystal formation.\(^{58}\)

Since methods B and C result in short induction times relative to the subcooling, using these methods will serve as a sterner test of the KHIs, thus the results obtained from these experiments will be more trustworthy in terms of better statistics and represent a worst case induction time, compared to the induction times obtained using method A. Addition of ISP or PVCap to the aqueous phase (0.1 wt %) is seen to prolong the induction times of methane hydrate and at the same time a significant increase in the subcooling is required to obtain hydrate formation within a reasonable time period, suggesting that both molecules are quite active KHIs. Addition of PVCap to the aqueous phase results in slightly shorter induction times, however also at slightly lower subcoolings compared to when ISP is added i.e. the ISP is a better KHI of methane hydrate compared to PVCap. Interestingly it is clear that the same good statistics of the induction times are obtained using methods B and C despite ISP and PVCap have been added, compared to the case when no inhibitors were present. Comparing the statistics obtained using method B and C it is seen that method B seems to result in slightly better reproducibilities of the induction time. The marginally worse statistics of the induction times obtained from method C are likely a result of difficulties in controlling the amount of hydrate precursors present in the aqueous solution after hydrate melting has taken place. If the number and size of hydrate precursors varies from experiment to experiment it will correspond to different degrees of crystal seeding and will most likely result in more scattered induction times. As has also been discussed elsewhere\(^{21}\) the induction time obtained using method C is relatively sensitive to the degree of superheating and melting time at which the initial melting
process takes place in order to produce the hydrate precursors - an observation which supports the preceding discussion.

Considering that method B is simpler and less time-consuming than method C, the induction time measurements for sII natural gas hydrate were performed using method B. In these experiments the effect of ISP and PVCap on the formation of sII hydrate was quantified. In some of the experiments deionized water was substituted with model seawater whereas in other experiments heptane was added to the hydrate forming system. This was done to test their effect on the induction time and on the performance of the KHI. The results of these experiments are shown in Figure 2.13.

Figure 2.13. Plot of the subcooling versus the natural gas hydrate induction time. The concentration of ocean pout ice-structuring protein (ISP) and polyvinylcaprolactam (PVCap) was 0.1 wt %. The salt concentration was 3.5 wt %. The heptane to water ratio was 1:1 by volume. Each experimental point is based on 5 measurements from which the standard deviation (error bars) and the relative standard deviation (number in parenthesis) have been calculated. All experiments were performed around 277 K. As seen NaCl and heptane promote hydrate nucleation while PVCap and ISP inhibits the nucleation quite effectively.

First of all, it is worthwhile noticing that all experiments show equally good statistics thus the seeding procedure seems to be an appropriate method for improving the reproducibility of the hydrate induction time of sII hydrate formation as well. Another
interesting observation here is that apparently the subcooling required to form sII hydrate is much higher compared to the case of sI. Adding NaCl or heptane to the liquid phase causes the induction time to shorten a little while at the same time the subcooling is also seen to be lower compared to the case where only water and natural gas are present. When adding both NaCl and heptane to the hydrate forming system the subcooling at which hydrate formation is detected is even lower, while the induction time does not change significantly. This suggests that NaCl and heptane both act to promote hydrate formation i.e. NaCl, although working as a TI, increases the formation rate of hydrates, at the concentration used here. Similar observations have been made with low concentrations of methanol.

Only a very few studies have focused on the effect of liquid hydrocarbons on the formation kinetics of gas hydrates, and the conclusions reached from these studies are contradictory i.e. both increased and decreased formation rates were observed when a liquid reservoir crude or a model system hereof is introduced in the hydrate forming system. This is perhaps not surprising since the compounds contained in reservoir crudes are many and varied, possibly including also natural kinetic hydrate inhibitors or promoters. On the other hand, when introducing only heptane as a liquid hydrocarbon model in a hydrate forming system, studies have only reported increased formation rates - in agreement with the findings in this work. Obviously heptane does not contain any promoters nor inhibitors so the increased formation rate must be ascribed to other effects. Possibly since the gas becomes relatively richer in methane when heptane is present, higher pressures are required to obtain the same subcooling, resulting in the increased formation rate despite the fact that sII formation is still favored.

In the induction time measurements involving KHIs it seems that the ISP is also a better KHI of sII hydrate compared to PVCap i.e. at the same inhibitor concentration (0.1 wt %) and at a similar subcooling (≈ 12 K) the ISP prevents hydrate formation for almost 4.5 hours whereas PVCap only prevents hydrate formation for 1.5 hours. When NaCl is present the ability of both ISP and PVCap to prevent hydrate formation is weakened. In Figure 2.13 this is seen as a decrease in the induction time compared to the experiments not containing NaCl while at the same time the subcooling in the NaCl containing experiments is around 2 K lower than in the experiments not containing NaCl. Such
observations have also been made previously for a system composed of natural gas + NaCl solution + PVCap.\textsuperscript{102} Though in that work NaCl was not observed to promote hydrate nucleation, based on the findings here we propose that the decrease in KHI activity of ISP and PVCap is due to the counteracting, promoting effect of NaCl. The reason why no induction time is reported for the systems containing heptane with either ISP or PVCap was that when heptane and ISP/PVCap was present it seemed that a hydrate slurry formed instantly and remained stable, i.e. the liquid phase containing the hydrate particles could be stirred for days, even for quite high subcoolings. This is a rather unexpected effect considering that ISP and PVCap are regarded as KHIs and not AAs.

Interestingly when comparing how the inhibitors perform for the sI and sII hydrate systems formed from pure water alone the trends are qualitatively rather similar, although with one important difference, namely that the subcoolings in the sII hydrate experiments are much greater compared to those required to form sI hydrate within a reasonably short period of time. This is also true even in the case where no inhibitors are present as also mentioned above i.e. methane hydrate formation is seen at subcoolings as low as 1-2 K while natural gas hydrate formation requires a subcooling of around 8 K. This indicates that the nucleation and formation rate of sII hydrate is much slower than sI. As mentioned above one explanation why sII hydrate formation is slower than sI could be due to the effect of pressure i.e. it requires a substantially higher methane pressure (45 bar at 277 K) to obtain 1-2 K subcooling compared to the pressure of natural gas (30 bar at 277 K) required to obtain 8 K of subcooling. One consequence of this is that there will be fewer gas molecules present at the gas-liquid interface where hydrate nucleation is hypothesized to take place, compared to when only methane is used as a hydrate former. It is also possible that the slow formation of sII hydrate arises from structural limitations: while the sI and sII hydrate lattice share the small $5^{12}$ cage they differ in that the large cage of sII contains 4 hexagonal rings while the large cage of sI only contains two hexagonal rings. It has been speculated that this will cause the large cage of sII to have a larger energy barrier of formation compared to the large cage of sI.\textsuperscript{103} If this is the case this would also explain why sII hydrate forms at a slower rate than sI hydrate.
Based on these considerations one could speculate that the reason why most KHIs are considered to perform best for sII hydrates (i.e. they are effective at a higher degree of subcooling) is likely to be due to sII having much slower formation kinetics compared to sI. This is true when methane is used as a sI former however the same conclusions have been reached from comparing formation rates (both induction time and growth rates) of sI ethane hydrate and a sII natural gas hydrate. Consequently this suggests that the evaluation of the true inhibitor potential of KHIs might not be adequately described by just stressing the maximum subcooling at which the KHIs will be active since this will vary depending on the hydrate structure formed, gas composition etc. Using other driving force expressions will not alter this conclusion thus it is actually a bit difficult to discuss which driving force expression is more correct to use in the evaluation of KHI effectiveness as done in section 2.2. When testing the KHI activity it may be more informative to look at the excess subcooling/driving force that the hydrate forming system can tolerate upon introducing KHIs in the system. This is the idea behind a constant cooling rate experiment, although using this methodology, information about the induction time, which is crucial if the KHI is to be implemented in field applications, is lost. Instead one could choose an arbitrary reference point (any given pressure and temperature) for which a measurable induction time is obtainable. The effect of the KHI in terms of excess subcooling and prolonged induction time compared to this reference point might then make it easier to compare directly and quantitatively rank the activity of various KHIs. Using such an approach, looking at the results of method B, it is found that the difference in subcooling between the ISP inhibited and the uninhibited methane hydrate experiments (5.48-1.17 = 4.31 K) is almost identical to the difference in subcooling between the ISP inhibited and the uninhibited natural gas hydrate experiments (12.04-7.90 = 4.14 K). The differences in induction times between the inhibited and the uninhibited systems are found to be 4.32 and 3.63 hours for methane and natural gas, respectively. This suggests that the ISP is a slightly better KHI of methane hydrate compared to natural gas hydrate. For PVCap the excess subcooling and induction time prolongation for methane hydrate was 3.24 K and 3.01 hours, respectively while it was 4.38 K and 0.78 hours for natural gas hydrate. Given that there is almost 1 K difference in subcooling between the methane and natural gas hydrate experiments it is difficult to
determine which of the structures PVCap works best for. Previous studies have found that PVCap has worse subcooling performance for sI compared to sII\textsuperscript{104} although in that work the faster formation rate of sI was not accounted for in reaching this conclusion. If a conclusion should be drawn from the results presented in this work, it seems that PVCap works more or less equally well for sI and sII hydrate.

As a final test of the KHI potential of ISP and PVCap the concentration was increased to 0.5 wt% which is close to the concentration at which KHIs are used in field applications.\textsuperscript{10} Stirred cell experiments using method B were performed at various pressures and at temperatures around 277 K to determine the subcooling range at which the induction time will vary in the time interval between 0 and 24 hours.\textsuperscript{11} experiments were conducted for the PVCap and ISP systems. The results are shown Figure 2.14.

![Figure 2.14. Plot of the subcooling versus the natural gas hydrate induction time using method B (adding silica as crystal seeds). The concentration of ISP and PVCap was 0.5 wt %. All experiments were performed around 277 K. The dashed line indicates the best fit of the data points which lie between an induction time of 0 and 24 hours.](image)

For PVCap the subcooling at which the induction time exceeds 24 hours was found to be 12 K while for the ISP it was found to be 13.2 K i.e. again the ISP is found to perform better than PVCap as also observed in the previous experiments. In general the
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subcooling versus induction time relationship follows the expected trend i.e. the higher subcooling yield lower induction times and also indicated by the negative slope of the best fit straight line of the data (dashed line in the plot). Obviously it is not possible to assess if this is also true in the low subcooling range since the experiments lasting more than 24 hours were terminated if hydrate had not yet formed. Interestingly the subcooling range for which the induction time goes from 24 to 0 hours for PVCap is much similar to what is found for the ISP i.e. 12 to 13.8 for PVCap and 13.2 to 15 K for the ISP also indicated by the two regressed lines having an almost similar slope. This also indicates that the ISP is indeed a better KHI than PVCap. It should however be pointed out that the PVCap used in this work has a rather high molecular weight and studies have shown that as the molecular weight of PVCap decreases it’s efficiency as a KHI increases. Based on the findings it is proposed that if the ISP can be made available in large amounts and at a price comparable to PVCap it should be as good a KHI as PVCap but with one main advantage of being environmentally benign. Unfortunately it has not been possible to get information about the production of ISP or the possibility for scaling up the process and the effect that this will have on production costs.

2.6 Evaluation of kinetic hydrate inhibitors using high-pressure differential scanning calometry

When searching for new types of KHIs it is often advantageous to use equipment which allows carrying out fast tests using relatively small inhibitor amounts. One of the reasons for this is that when new KHI molecules are synthesized this process at the lab scale is often not optimized resulting in poor yields or low purities. This is in particular true for biological molecules such as ISPs. When a new ISP is discovered in for example an insect, the ISP is first extracted from hundreds of insects and then purified, leading to very small (microgram) yields. ISPs can be produced at a larger scale when expressed as recombinant proteins, however most often production of ISP by this method at the lab scale also results in quite small amounts (milligrams). For this reason testing the KHI
potential of these compounds using stirred cell experiments is not practical since the amount of KHI required is too large.

Apparatuses such as the ALTA or the high-pressure DSC have the advantage that they only need small sample loadings to study the nucleation of gas hydrates. However as also discussed in section 2.3 both the ALTA and the high-pressure DSC require a constant cooling rate procedure to obtain good statistics for the nucleation event and exactly how this relates to the induction time is yet to be investigated. Furthermore very high subcoolings (12-35 K) are required to facilitate nucleation using these methods and may result in the KHIIs either being less or not active at all.

In this section, high-pressure DSC has been applied to study the nucleation of methane hydrate. This has been done using the hydrate precursor method (method C in section 2.51) to obtain nucleation events at lower subcooling and a better reproducibility of isobaric-isothermal induction time measurements. Using this method the effect of the subcooling on the induction time has been investigated and the KHI potential of two compounds was assessed. The KHIIs used were PVCap and an ISP obtained from the Danish Bark beetle. This ISP has recently been discovered and it has shown to cause freeze resistance of water down to approximately 263.15K which makes it one of the most efficient ISP isolated to date, thus possibly having a high KHI potential.105

2.6.1 Experimental Section

Apparatus. A high-pressure micro DSC (µ-DSC) VIIa106 (Setaram Inc.) was used to conduct the nucleation experiments of methane hydrate. In Figure 2.15 a schematic of the experimental set-up is shown. The µ-DSC is connected to gas bottles through a high pressure panel through which gas can be charged to the sample and reference cells. Pressure in the cells can easily be increased or decreased by a piston hand pump.
The sample and reference cells of the μ-DSC are composed of Hastelloy C276, a metal alloy highly resistant to both oxidizing and reducing substances. Both cells are connected to the high pressure panel with twelve stainless steel 1/8” tubing. The volume of each cell is 0.5 cm$^3$ with a maximum liquid loading of 0.2 cm$^3$; the small sample volume is extremely advantageous because it diminishes heat transfer effects through the sample itself.$^{107}$ The furnace uses a two-stage Peltier thermo-element allowing the apparatus to operate in a temperature range from 228.15 to 393.15 K with an uncertainty of about +/- 0.1°C. The apparatus should never be held above 353.15 K or below 228.15 K. The resolution of the heat flow is 0.4 μW.$^{107}$

The μ-DSC measures the temperature difference, $\Delta T$, between the sample and the reference cells. $\Delta T$ is measured by thermocouples linked to each cell and the heat flow required to achieve a zero temperature difference between the cells, $\Delta T$, is calculated.$^{108}$ As any change in enthalpy, such as a phase transition, of the sample occurs, a resulting heat flow change will be observed. From performing cycles of cooling and heating of the cells (enabled by Peltier elements) the heat flow is output as a function of time in a thermogram. An exothermic occurrence such as the freezing of ice will result in positive heat flow while an endothermic event such as ice melting will give a negative heat flow.
A schematic of the DSC thermogram is shown in Figure 2.16. The labels A and B correspond to the points at which the heat flow response departs from the baseline due to an exothermic and endothermic process taking place and can for pure substances such as simple hydrates be taken as the point of formation and dissociation, respectively.

Figure 2.16. Typical differential scanning calorimetry thermogram of the crystallization and melting process. The exothermic peak indicates crystallization while the endothermic peak indicates melting.

**Methods.** The $\mu$-DSC cell was loaded with between 30 and 50 mg of water or water containing PVCap or ISP. To obtain the most accurate nucleation results, proper loading of water into the sample cell is critical. The sample should be filled starting from the middle of the bottom of the cell taking care not to have any water on the cell walls. A slight meniscus should exist due to surface tension resulting in a relatively flat gas-water interface. Water on cell walls can cause multiple nucleation events to occur which is undesirable in terms of measuring the induction time of hydrate formation. Once water was loaded the lid of the cell was attached and the cell was placed in the $\mu$-DSC. Methane gas (99.9%, Airgas) was charged to the sample and reference cells and the pressure was increased using the piston hand pump until the desired experimental pressure was obtained (100-200 bar).

Initially the sample was held at 313.15 K for three hours to allow methane saturation of the water. The temperature was then decreased to 248.5 K at a rate of 3 K/min. Once
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the system reached the final temperature the temperature was held constant until nucleation occurred. In general 3 hours were found to be sufficient to obtain hydrate formation at the experimental pressures used in this work. The sample was then heated at a rate of 0.5 K/min to a temperature of about 2 K above the three-phase equilibrium temperature. The temperature was held constant at this superheating for 30-60 min to ensure that all hydrate melted. At these conditions as found in the stirred cell experiments in section 2.5 the water is likely to contain hydrate precursors which will promote hydrate nucleation once the sample is brought to hydrate favorable conditions again. The temperature was subsequently lowered to give the desired subcooling of the nucleation experiment. The typical temperature cycle and resulting heat flow response as a function of time is shown in Figure 2.17.

![Figure 2.17](image)

**Figure 2.17.** Heat flow and temperature as a function of time applied in a typical experiment utilizing the hydrate precursor method. Hydrate is first formed and melted in the first formation cycle to form hydrate precursors and then reformed in a second formation cycle during which the induction time measurement takes place.

From the figure it can be seen that upon cooling the sample to 248.15 K a large positive peak appears which is due to the heat flow response caused by the cooling process itself. After a short period of time a second heat flow signal is observed this time due to hydrate formation. The hydrate formation peak can often be observed as a small
separate peak, however in some cases it will appear as a shoulder on the cooling response peak if hydrate forms during a cooling ramp. Often this happens when cooling to very low temperatures is attempted. Upon heating the cell again a negative heat flow is observed as a response to the heating process itself. However as the three-phase equilibrium temperature of the hydrate is approached a second peak appears, because of the endothermic nature of the hydrate melting process. The temperature is maintained at moderate superheated conditions until all hydrate is melted i.e. until no heat flow signal from the melting process has been present for around 30 min. Then the temperature is decrease fast to the experimental temperature. During the second formation cycle the induction time of hydrate formation is measured as the difference in time between the points at which the μ-DSC reaches the experimental temperature until a peak due to hydrate formation occurs.

Materials. The experiments were performed using deionized water and methane with a purity of 99.97%. The PVCap (MW 21.4000) was kindly provided by the Center for Hydrate Research at Colorado School of Mines. ISP isolated from the Danish bark beetle was supplied by Prof. Hans Ramløv from Roskilde University.

2.6.2 Results and discussion

The experiments for pure methane hydrate were conducted at 100 bar. Hydrate was initially formed at 248.15 K maintaining the temperature constant for 3 hours. After this the temperature was slowly ramped to 288.15 K which is about 2 K above the three phase equilibrium temperature of methane hydrate. After 30-60 min hydrate was completely melted i.e. no heat flow, indicating melting was present. The temperature was subsequently lowered to the experimental temperature (in this case 276.15 K and 279.15 K) resulting in subcoolings of 10 K and 7 K, respectively. The results of the experiments can be seen in Figure 2.18. Only the second formation cycle is shown as the main point here is to measure the induction time.
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Figure 2.18. Thermograms of methane hydrate formation. Only the second formation cycle, from which the induction time is measured, is shown.

As seen in both cases hydrate formation is obtained after a relatively short time thus the precursor method seems to be quite an effective way to form hydrate in μ-DSC experiments at moderate degrees of subcooling. The experiment at 10 K subcooling is found to have an induction time of 4 min (formation peak seen as a small shoulder on the large cooling peak) while the experiment at 7 K subcooling has an induction time of 19 min (seen as a separate peak). After concluding the experiments the cell was heated up and a heat flow due to hydrate melting was in both cases found at the expected three-phase equilibrium temperature. This confirmed that the small peaks observed in Figure 2.18 were indeed due to hydrate formation. Though only two experiments were performed the results indicate that induction times obtained from isothermal μ-DSC experiments using the hydrate precursor method increase with decreasing driving force, in accordance with the trend observed in stirred cell experiments. Furthermore the fact that nucleation events were possible even at moderate degrees of subcooling makes the method promising in terms of testing/screening KHI.

Isothermal nucleation experiments of methane hydrate in the presence of PVCap and ISP from the Danish bark beetle were performed at 150 and 200 bar. The procedure for the first hydrate formation cycle was the same as when no KHI was present. The experiments involving the ISP used a pressure of 200 bar and temperatures of 263.15-273.15 K resulting in subcoolings of 26.6-18.6 K. The concentration of the ISP in
aqueous solution was 0.015 wt%. The results of the experiments involving the ISP can be seen in Figure 2.19. Just as in the case where no inhibitor was present it can be seen that the nucleation follows the expected trend of increasing induction times as the subcooling decreases.

Figure 2.19. Thermograms of methane hydrate nucleation in the presence of ice-structuring protein (ISP) from the Danish bark beetle. Again it is seen that the induction time is prolonged as the subcooling decreases. However here it should be noted that the presence of ISP causes this relationship to be shifted to substantially higher subcoolings, compared to the case shown in Figure 2.17, indicating that the ISP is a quite effective kinetic hydrate inhibitor.

At a subcooling of 26.6 K the induction time is 5 min and at 22.6 K it is 16 min. At a subcooling of 18.6 K the induction time has increased to 500 min thus even though the subcooling is rather high the ISP is capable of prolonging the induction time of methane hydrate quite effectively. The samples was after hydrate formation was detected heated
up again to confirm that the heat signal observed was indeed due to hydrate formation. In all cases a melting peak around the expected hydrate dissociation point was observed. In none of the cases ice formation had appeared as this would have resulted in a melting peak around 273.15 K.

Experiments using a 1 wt% aqueous solution of PVCap were conducted at 150 bar and temperatures of 277.15 K and 281.15 K resulting in subcoolings of 8 K and 12 K, respectively. No hydrate formation was observed during the 15 hours that an experimental run lasted. This is maybe not surprising considering that the inhibitor concentration was significantly higher although the subcooling was lower, compared to experiments involving the ISP. Due to limited time available for conducting the high pressure $\mu$-DSC experiments unfortunately it was not possible to perform PVCap experiments at lower concentrations and higher subcoolings to favor hydrate formation and enable a better comparison of the two KHIs.
Chapter 3

Growth of gas hydrates

Once hydrate has nucleated growth of hydrate crystals commence. While the growth rate of gas hydrates depends on most of the parameters which also influence the nucleation process (stirring rate, driving force, gas composition etc.) mass and heat transfer in particular become important. Since gas hydrates contain around 15 mole % of gas which is two orders of magnitude greater than the solubility of most gases in water it is obvious that transport of gas to the hydrate surface becomes very important. In some cases hydrate growth may also be controlled by the exothermic heat of formation i.e. in cases where the water and gas phases are stagnant.

As seen in Chapter 2 KHIs delay the onset of hydrate formation quite effectively. However they may also be capable of slowing the growth kinetics. Though the most critical parameter when using KHIs in oil and gas processing is the delay of hydrate formation, growth inhibition by KHIs may act as a second protection barrier against flow line blockage. If for example KHIs can suppress the growth sufficiently so that hydrate crystals do not grow and agglomerate to large masses it is possible that the hydrates can be transported as a non-plugging suspension.

In this chapter some of the basic theories behind the growth of gas hydrates will be presented along with an overview of some of the experimental techniques which can be used to study the growth of hydrates. The results of an experimental growth study of sI and sII hydrates and their inhibition by various KHIs is presented. For this purpose a high pressure stirred cell, modified to enable measurement of hydrate growth rates at constant temperature and pressure, was used.
3.1 Hydrate growth theories

The growth of gas hydrates can be considered to be the combination of three factors; i) the intrinsic kinetics of crystal growth at the hydrate surface, ii) mass transfer of components to the hydrate surface, iii) heat transfer of heat of formation away from the growing crystal. At the microscopic level, like nucleation, the growth mechanism is the sum of several components which are indistinguishable at the macroscopic level. Similarly to the nucleation process, the growth mechanism at the microscopic level has not been studied in the laboratory due to experimental limitations. However at the macroscopic level the growth of gas hydrates is a property which can be accessed experimentally. In Figure 3.1 a typical relationship showing the amount of hydrate formed over time at the macroscopic scale is provided.

![Figure 3.1](image)

**Figure 3.1.** Typical relationship between the amounts of hydrate formed as a function of time here represented as the amount of gas consumed by the hydrate while growing. The horizontal dashed line indicates the basis line for the point where no hydrate has formed yet. Region A is the dissolution process of gas into the liquid (no hydrate formed yet). B is the nucleation period. C is the initial growth stage. D is the region of linear hydrate growth and E is the period where the growth levels off due to mass transfer limitations.

Firstly gas dissolves into the liquid (A) after which the nucleation period takes place (B) The dashed line placed on top of the nucleation period symbolizes the period at which no
hydrate formation has yet taken place.. The nucleation period ends once hydrate starts to
grow i.e. as the continous line starts deviating positively from the dashed horizontal line.
The initial nonlinear growth period (C) is under normal circumstances very short and is
simply the consequence of moving from nucleation to growth of hydrates. The initial
growth period is followed by a longer period at which hydrate grows linearly (D) which
has been the preferred period used in studying the growth of gas hydrates. Eventually
hydrate formation will slow down due to mass transfer limitations i.e. limited availability
of free water, lowering of surface area etc.

In most cases growth will initiate at the gas-liquid interface since the concentration of
gas at the interface is significantly higher than in the bulk. The diffusion-reaction theory
is the basis for describing such crystallization processes. Noyes and Whitney proposed
the following equation to describe the change in rate of crystal growth:

\[
\frac{dm}{dt} = k_m A_p C (C^* \text{eq})
\]  

where \( \frac{dm}{dt} \) is the growth rate (mass deposition over time), \( k_m \) is the coefficient of
mass transfer, \( A_p \) is the crystal surface area, \( C \) is the concentration of solute in solution
and \( C^* \text{eq} \) is the solute equilibrium concentration. Later Berthoud and Valeton proposed that
the growth of crystals was the result of two steps i.e. a diffusion process where solute
molecules are transported from the bulk to the solid surface followed by a first order
reaction when the solute molecules arrange themselves into the crystal lattice. The
following modifications to eqn. (3.1) were subsequently proposed:

\[
\frac{dm}{dt} = K^* A_p C (C^* \text{eq})
\]  

With the overall transfer coefficient \( K^* \) given by:

\[
\frac{1}{K^*} = \frac{1}{k_d} + \frac{1}{k_r}
\]  

where \( k_d \) is the mass transfer coefficient in the diffusion layer surrounding a crystal
particle and \( k_r \) is the intrinsic rate constant for the surface reaction process. A similar type
of growth model can be used to describe gas hydrate growth, however certain modifications to eqn. (3.2) have to be made before the model becomes applicable for gas hydrate systems. It is useful to describe the rate process of hydrate growth in terms of gas consumed by the hydrate over time, \( \frac{dn}{dt} \), since this is a direct indication of the amount of hydrate formed over time. Contrary to crystallizing systems such as salts in which only one interface exists (liquid-crystal) in gas hydrate forming systems there are two interfaces to deal with, namely the liquid-crystal and the liquid-vapor interface. Mass transfer of gas molecules from the vapor phase to the liquid through the liquid-vapor interface has shown to be of prime importance for the growth of gas hydrates in dynamic systems. For this reason an additional term has been included in the overall transfer coefficient, \( K^* \):

\[
\frac{1}{K^*} = \frac{1}{A_l} \left( \frac{1}{k_i} + \frac{1}{k_l} \right) + \frac{1}{k_i A_{L-V}}
\]

(3.4)

where \( k_i \) is the mass transfer coefficient in the liquid film and \( A_{L-V} \) is the liquid-vapor interfacial area. The product \( k_i A_{L-V} \) can for example be determined experimentally from carrying out dissolution experiments such as those presented in section 2.4.3. The surface area of a hydrate particle is a function of the second moment of the particle size distribution and can be accessed from a population balance or by laser scattering experiments. The solute concentration can be replaced by gas fugacities or the mole fractions of gas in water. Since the solvent (water) itself is used during the formation process this must also be accounted for in the expression. From these considerations the following model can be formulated:

\[
\left( \frac{dn}{dt} \right)_{p,T} = C_{w0} K^* \left( x^i_{L-V} - x^i_{H-L} \right)
\]

(3.5)

where \( C_{w0} \) is the initial concentration of water, \( x^i_{L-V} \) is the gas solubility in the liquid at experimental conditions, and \( x^i_{H-L} \) is the gas solubility in the liquid at L-H-V equilibrium conditions. This type of expression can be used to calculate the growth rate of simple gas hydrate forming systems at constant pressure and temperature. The model can easily be
extended to more than one hydrate forming component if the transport of components and their integration to the hydrate lattice are assumed to be independent of each other.

There has been some disagreement regarding the rate-limiting step for hydrate growth in stirred cells. While some consider the hydrate intrinsic kinetics, the left term in eqn. (3.4) to be the limiting step, others (Skovborg and Rasmussen and Mork and Gudmundsson) have proposed models that neglect the diffusion and reaction rate constant, and are solely based on mass transfer considerations i.e. they have only considered the rightmost term in eqn. (3.4). Based on the results of the growth studies obtained in this work the discussion on the rate-limiting step for hydrate growth in stirred cells is continued in section 3.4.2.

3.2 Studying hydrate growth

Different types of experimental techniques and equipment have been used to study the growth of hydrates. Such studies involve growth of single crystals mainly used for structural analysis or hydrate film growth at the water-hydrocarbon interface to provide insight into the growth mechanism. Other studies apply an approach very similar to the stirred cell nucleation experiment extracting information about the hydrate growth rate by measuring the amount of hydrate formed in the cell as a function of time. Table 3.1 summarizes the various stirred cell experiments which have been applied to study the growth of gas hydrates listing the advantages and deficiencies of the apparatus and method. The most simple stirred cell growth experiment is to observe the pressure drop in the cell upon hydrate formation. Since the driving force is decreasing during the experiment this will cause the growth rate also to decrease thus it is not possible to extract one rate constant specific for the system under investigation. Conducting the growth experiment at constant pressure and temperature it is possible to obtain a single rate constant for the formation process making it much easier to compare the effect of the driving force, gas composition and other parameters influencing the growth process. From such experiments it is only possible to get information about the overall growth rate (and maybe the gas dissolution rate) thus the contribution from the intrinsic kinetics to the total growth rate cannot be accessed. This is however possible by using laser
scattering capable of measuring the number and size distribution of the hydrate crystal suspension. Such apparatuses are quite expensive and some of them suffer from variable accuracy. Other analytical techniques can be combined with stirred cell experiments to provide further insight into the growth of gas hydrates, for example Raman spectroscopy.\textsuperscript{102}

### Table 3.1. Description of different stirred cell experiments which have been applied in hydrate growth studies.

<table>
<thead>
<tr>
<th>Method</th>
<th>Ref.</th>
<th>Description</th>
<th>Advantages/Deficiencies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stirred cell (const. T)</td>
<td>98</td>
<td>From observing the pressure drop in the stirred cell caused by hydrate formation over a given period of time the growth rates of CH\textsubscript{4}, C\textsubscript{2}H\textsubscript{6}, and mixtures thereof were determined.</td>
<td>Very simple experiment to conduct. The driving force of hydrate formation is not constant during the experiment meaning that a linear growth pattern is not observed. This type of experiment models the case of a shut-in pipeline (though stirring does simulate flow) rather than one in operation.</td>
</tr>
<tr>
<td>Stirred cell (const. P, T)</td>
<td>14, 84, 121</td>
<td>Growth rates were measured at constant T and P. The growth of hydrate was observed as the amount of gas supplied to the cell to maintain a constant pressure. Growth rates have been measured for CH\textsubscript{4}, C\textsubscript{3}H\textsubscript{8} and mixtures thereof.</td>
<td>This method requires additional pressure control valves and a flowmeter to measure the amount of gas which enters the cell during a growth experiment. The driving force is held constant during the experiment thus it is straightforward to assess how the driving force influences the growth rate.</td>
</tr>
<tr>
<td>Stirred cell + light scattering</td>
<td>49, 51, 76, 122, 123</td>
<td>Using particle size analyzers in combination with stirred cell experiments it is possible to calculate the intrinsic kinetics of gas hydrates. Particle size analysis can be done in-situ using focused beam reflectance measurement or externally by circulating the hydrate suspension through a particle size analyzer. Growth rates of hydrates formed from the following gases have been studied: CO\textsubscript{2}, CH\textsubscript{4}, C\textsubscript{3}H\textsubscript{8}, and mixtures thereof.</td>
<td>Allows study of the intrinsic growth rate of gas hydrates. Provides information about the critical size/surface area/number of hydrate particles during the growth period. Wide particle size distributions can be difficult to measure accurately. The method does not distinguish between hydrate particles nucleated at the water-gas interface and impurities which will cause errors to the particle sizes. Assuming spherical particles can lead to errors in size/surface area.</td>
</tr>
</tbody>
</table>
3.3 Growth of structure I and II gas hydrates

In this section the growth of methane hydrate and hydrate formed from natural gas is investigated. Previously growth studies of methane hydrate in the presence of KHIs have resulted in observations of a biphasic growth response, i.e. the growth initially followed a nonlinear pattern, however after a given period of time the growth pattern changed to linear. Though this phenomenon has been reported it has never quantified or discussed in detail. In this section a careful analysis of the nonlinear hydrate growth caused by certain KHIs is provided. For this purpose a new experimental set-up to study hydrate growth at constant \( P \) and \( T \) has been designed.

3.3.1 Experimental Section

**Apparatus.** The growth experiments were conducted using a stainless steel hydrate equilibrium cell with a fixed volume of 66.5 cm\(^3\) and a maximum working pressure of 150 bar. The complete experimental set-up can be seen in Figure 3.2.

The cell allows for visual observation of hydrate formation through two sapphire windows. A safety valve is attached to the cell which opens when pressure exceeds an
adjustable value (40-100 bar). The pressure in the cell is monitored using a digital pressure sensor (EPC, Bronkhorst High-Tech) with a range of 0-100 bar (0.5% FSO). The pressure sensor is connected to a mass flow controller (MFC, Bronkhorst High-Tech Eflow) with a flow range of 0-10 ml/min N₂ (2% FSO). An mln corresponds to 1 ml at 1 atm and 273.15 K. The MFC has a maximum working pressure of 100 bar and is attached to a gas filter which is attached to a gas reservoir.

The EPC and MFC work as an electronic back pressure control system which ensures that the pressure in the cell is maintained constant during an experimental run. The pressure sensor receives a digital set point from the flow-bus (High Tech RS232) and when the measured value becomes less than the set point value, i.e. pressure drops due to hydrate formation, an analog set point is sent to the mass flow meter. This causes the mass flow meter to open its valve, allowing gas to enter the cell based on the set-point. The backpressure system is PID-controlled and parameters are optimized for the systems of interest to ensure the best control. Data logging and instrument control is performed using the software FlowPlot and FlowView which is also supplied by Bronkhorst technologies. The gas supply can by-pass the backpressure control system by closing valve 2 and opening valve 1 and 3. This is done when starting up the experiment in order to quickly obtain the pressure needed in the cell.

The temperature in the cell is controlled by circulating coolant (water-ethanol solution), in a jacket surrounding the cell. The temperature is monitored by using a platinum resistance probe, pt-100 (±0.01 K), placed inside the cell and an extra pressure transducer is attached to the cell to ensure that a constant pressure indeed is maintained during a run (BD Sensors, 0-100 bar, 0.5% FSO). The cell is placed on a stir plate which allows a stirring bar to rotate inside the cell. The pressure, temperature and the amount of gas supplied to the cell to maintain constant pressure in the cell is recorded continuously on a computer.

Methods. The cell was cleaned with water and loaded with 15 g of deionized water or water containing KHI. A stirring bar was placed in the cell. The cell lid was screwed on and the cell evacuated using a vacuum pump for approximately 1 hour. The temperature bath was adjusted so the temperature in the cell was around 277 K. Gas (methane or
natural gas) was injected into the cell, by by-passing the backpressure control system (valves 1 and 3 open and valve 2 closed), until the desired pressure was obtained.

When adding KHI’s to the hydrate forming system nucleation periods can be prolonged quite significantly, as also discussed in Chapter 2, causing experiments to be very time consuming. Increasing the subcooling is one way to shorten induction times, however the effects that KHI’s cause on the growth period are better expressed at low degrees of subcooling’s. These requirements are contradictory, so to perform growth experiments at low degrees of subcooling we need to eliminate or shorten the nucleation period by other means. This was done by using the hydrate precursor method (method C) which was described in details in section 2.5.1. As these experiments were conducted at constant temperature slight modifications to the procedure were made i.e. forming and melting hydrate by increase and decrease in pressure rather than using the temperature. This at the same time provides a faster way to melt and form hydrate as pressure can rapidly be increased/decreased whereas it takes longer to change the system temperature. The procedure was as follows: The pressure was first increased to between 60 and 90 bar (depending on the gas used) ensuring relatively fast hydrate formation. After a short period of formation the pressure was lowered until a superheating of around 2 K was obtained whereby the hydrate would melt. During gas venting care must be taken not to form ice in the cell, however slowly releasing the gas only causes a minor drop in temperature and it never went below the ice point. The system was maintained at the superheated conditions for approximately 2 hours ensuring that all hydrate melted. Visually the liquid phase was inspected through the two sapphire windows and when the liquid phase was clear this was taken as an indication that all hydrate had indeed melted.

The pressure was then increased to the experimental pressure. Valves 1 and 3 were closed and valve 2 opened. A set-point, corresponding to the start pressure in the cell was given to the EPC. The experiment was then initiated by starting the stirring bar in the cell and starting the data acquisition. Data in terms of cell pressure, temperature and ml gas injected/min was acquired every 5 seconds.

The amount of gas injected to the cell was based on N₂ mln/min. This was subsequently converted to mln/min of methane gas using an empirical conversion factor provided by Bronckhorst technologies. The cumulative amount of methane injected to the
cell was found by integrating the output volume of the MFC over time using the trapezoidal rule. A detailed description of how to operate the equipment and perform the calculations is provided in appendix IV.

Each experimental run was repeated 3 times and the cumulative amounts of methane found for each run were combined to represent an average amount of gas consumed by the hydrate over time. The average gas consumption rate was then found by performing a linear regression of the combined data. Using the stoichiometric hydrate formulas of sI/sII the percentage of water converted from liquid water to hydrate has been calculated and used as a measure for the hydrate growth rate.

**Materials.** The experiments were performed using deionized water (0.6 μS/cm). Methane was supplied by AGA with a purity of 99.995 % while the natural gas was supplied by Air Liquide. The composition of the natural gas was provided in Table 2.6.

The KHIs used in this study were two ISPs: i) the ocean pout ISP (for specifications see section 2.51) and the type III ISP (8.50 kDa) which can be identified in the meal worm. The meal worm ISP was found to have a relatively low purity of 10% determined from SDS-page and by comparing hysteresis freezing points of various ISP solutions to literature values. The two other KHIs used were PVP (MW 10,000) purchased from Sigma-Aldrich and PVCap (MW 21,400) which was kindly provided as a gift by the Center for Hydrate research at Colorado School of Mines.

### 3.3.2 Results and discussion

All the methane and natural gas hydrate growth experiments were performed at 277 K and under constant pressure. The back pressure control system ensured that the maximum deviation between the experimental pressure and the set-point pressure was never more than 0.25 %. Figure 3.3 shows the amount of water converted to methane hydrate as a function of time at a pressure of 56 bar and a temperature of 277 K. The data points are the averages obtained from 3 different experimental runs.
As seen the growth of methane hydrate is linear as expected. In general low scattering among the data points is observed (the $R^2$ value of the linear fit of the data is very close to unity). In Figure 3.4 growth of methane hydrate from an aqueous solution containing 0.10 wt% PVCap is shown. In this case the growth pattern can be seen to be quite different than the one shown in Figure 3.3 formed from pure water i.e. initially a nonlinear growth period appears which at a given point becomes linear. The initial nonlinear growth period will be designated as growth period 1 in the following while the linear growth period will be designated as growth period 2. The distinction between growth periods 1 and 2 is quite apparent in the plot and the interface between the periods is found at around 540 min. The solid line in growth period 1 indicates the average water conversion and is based on a second-order polynomial. The dashed line in growth period 2 indicates the average water conversion found by linear regression. In Figure 3.5 the water conversion rate has been plotted as a function of time for methane hydrate formed from an aqueous solution containing small amounts of the ocean pout ISP.
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Figure 3.4. Methane hydrate growth from an aqueous solution of 0.10 wt% polyvinylcaprolactam (PVCap) at 277 K, 56 bar and a stirring rate of 450 rpm. The solid and dashed lines indicate the average growth rate.

Figure 3.5. Methane hydrate growth from an aqueous solution of ice-structuring protein from the ocean pout (ISP) in concentrations between 0.01-0.1 wt% at 277 K, 56 bar and stirring rates of 300 and 450 rpm. The lines shown have been obtained from a polynomial and linear regression of the raw data with $R^2$ values comparable to those shown in Figure 3.4.
As seen the ISP also causes the growth of methane hydrate to be split up in two stages. Both growth periods are seen to be highly dependent on the ISP concentration i.e. increasing the ISP concentration will prolong growth period 1 and decrease the growth rate of period 2. At a stirring rate of 300 rpm growth period 1 is extended whereas the water conversion rate during growth period 2 decreases compared to the 450 rpm case.

Table 3.2 list the results of the methane hydrate growth experiments involving the various KHIs investigated. The amount of water converted to hydrate during growth period 1 has been listed for the cases where the KHI triggered the staged growth pattern. The growth rate of methane hydrate i.e. the percentage of water converted per minute has been calculated for growth period 2 for the various KHIs and the last column indicates how much the growth rate of period 2 has been decreased due to the KHIs.

Table 3.2. The percentage of water converted during growth period 1 (GP 1), measured water conversion rates (%/min) during growth period 2 (GP 2) and the percentage of growth rate inhibition for the various systems investigated at 56 bar and 277 K.

<table>
<thead>
<tr>
<th>System</th>
<th>C, (wt%)</th>
<th>RPM</th>
<th>GP 1 Conversion (%)</th>
<th>GP 2 Conversion rate (%/min)</th>
<th>GP2 Inhibition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No KHI</td>
<td></td>
<td>450</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ocean pout ISP</td>
<td>0.01</td>
<td>450</td>
<td>8.00</td>
<td>0.182 (1.43·10⁻³)</td>
<td>17</td>
</tr>
<tr>
<td>Ocean pout ISP</td>
<td>0.05</td>
<td>450</td>
<td>6.13</td>
<td>0.065 (1.37·10⁻⁴)</td>
<td>70</td>
</tr>
<tr>
<td>Ocean pout ISP</td>
<td>0.10</td>
<td>450</td>
<td>4.27</td>
<td>0.054 (9.95·10⁻⁵)</td>
<td>75</td>
</tr>
<tr>
<td>Ocean pout ISP</td>
<td>0.10</td>
<td>300</td>
<td>2.95</td>
<td>0.037 (1.06·10⁻⁴)</td>
<td></td>
</tr>
<tr>
<td>Meal worm ISP</td>
<td>0.004</td>
<td>450</td>
<td></td>
<td>0.152 (3.05·10⁻⁴)</td>
<td>30</td>
</tr>
<tr>
<td>PVP</td>
<td>0.10</td>
<td>450</td>
<td></td>
<td>0.133 (2.10·10⁻⁴)</td>
<td>39</td>
</tr>
<tr>
<td>PVCap</td>
<td>0.10</td>
<td>450</td>
<td>3.53</td>
<td>0.067 (1.2410⁻⁴)</td>
<td>69</td>
</tr>
</tbody>
</table>

It is noted that only the ISP from the ocean pout and PVCap trigger a staged growth of methane hydrate. At a concentration of 0.10 wt % PVCap and the ocean pout ISP inhibit the growth of methane hydrate quite substantially and almost equally well, which can also be seen by comparing the data points of Figure 3.4 and Figure 3.5. PVP and the meal worm ISP only decrease the growth rate to a minor extent. While the concentration of the meal worm is probably too low to observe any significant effect on the growth rate, for PVP, where the concentration is as high as for both PVCap and ocean pout ISP this indicates that it is quite an inefficient KHI. The reason why no inhibition percentage of
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growth period two can be seen for the ocean pout ISP experiment conducted at a stirring rate of 300 rpm is that no methane hydrate growth experiments at this stirring rate were conducted.

As mentioned earlier there has been some disagreement regarding the rate-limiting step for hydrate growth in stirred cells i.e. some have considered the hydrate intrinsic kinetics, while others propose that the growth is solely mass-transfer limited. To contribute to this discussion the staged growth of methane hydrate is analyzed using the overall transfer coefficient, $K^*$ presented in eqn. (3.4) as a starting point. The relationship between the hydrate surface area and the hydrate growth rate can be found from a population balance. The population balance for a stirred batch reactor can be expressed as:

$$\frac{d\phi}{dt} + M \frac{d\phi}{dr} = B^* - D^*$$

(3.6)

where $\phi(m)$ is the particle size distribution, $t$ (s) is the time, $M$ (m/s) is the linear growth rate, independent of the of the particle size, $r$ is the radius and $B^*$ and $D^*$ are the birth and death rates including primary and secondary nucleation, agglomeration and breakage. Clarke and Bishnoi have shown using a light scattering apparatus that the number of particles almost remains constant once hydrate started to grow which is supported by the observations of Bylov who saw a slight linear increase of the particle number in time during the growth of gas hydrates.49,76 Assuming that the number of hydrate particles during the growth period is constant eqn. (3.6) can be written as:

$$\frac{d\phi}{dt} + M \frac{d\phi}{dr} = 0$$

(3.7)

Eqn. (3.7) can be transformed into a set of ordinary differential equations:

$$\frac{d\mu_n}{dt} = nM\mu_{n-1}$$

(3.8)

where $\mu_n$ is the n’th moment of the particle size distribution. The particle surface area can be expressed in terms of the second moment of the particle size distribution, $\mu_2$ assuming that the particles are spherical:
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\[ A_y = 4\pi \mu_2 \]  
\[ (3.9) \]

Solving eqn. (3.8) for \( n = 2 \), the following expression for the second moment of the particle size distribution is obtained:

\[ \mu_2 = \mu_0^2 t^2 + 2\mu_0^2 Gt + \mu_0^2 \]  
\[ (3.10) \]

where \( \mu_0, \mu_1, \mu_2 \) are the initial number, size and surface area of particles, respectively. Substituting eqns. (3.9) and (3.10) into eqn. (3.4), the overall transfer coefficient can be expressed as:

\[ \frac{1}{K^*} = \frac{1}{4\pi} \left( \frac{1}{\mu_0^2 M^2 r^2} + \frac{2\mu_0^2 M t + \mu_0^2}{k_i} \right) + \frac{1}{k_i A_{l-v}} \]  
\[ (3.11) \]

Expressed in this form it be seen that the particle surface area is a quadratic function of time. Thus for a crystallizing system which is controlled by intrinsic kinetics it is expected that the nature of the macroscopic growth rate will be nonlinear. While KHIs, as discussed in section 2.4.3, cannot adsorb on the surface of a hydrate nucleus they have been shown capable of adsorbing to the surface of a growing hydrate crystal. Effective KHIs will thus be capable of minimizing the surface area of the hydrate particle, \( A_p \). If this is the case \( A_p \ll A_{l-v} \) and as a result the intrinsic kinetics will play the dominant role for the growth of gas hydrates according to (3.4) and explains why the growth profile initially exhibits a nonlinear nature. At some point the KHIs may be overgrown by hydrate thus \( A_p \gg A_{l-v} \) which results in the growth of the hydrate becoming mass-transfer limited and the growth profile becomes linear. This is at least how the staged growth can be explained from a theoretical point of view. It is however likely that both the intrinsic kinetics and the mass-transfer contribute to the overall growth of hydrates at the same time. At least this is what could be speculated from looking at the dependence of the nonlinear growth period on the concentration of the ISP as shown in Figure 3.5. As seen the nonlinear growth period becomes increasingly linear as the ISP concentration decreases. Decreasing the stirring rate, which will decrease the mass transfer contribution, makes growth period 1 even more nonlinear which seems to support the
idea that the overall growth kinetics of gas hydrates is a result of competing effects of intrinsic kinetics and mass transfer considerations.

In the experiments using natural gas as the hydrate former the stirring rate was increased to 700 rpm compared to the experiments done using methane. This was done because the hydrate formation rate was very low, thus increasing the stirring led to a faster hydrate formation rate. It is however also possible to increase the formation rate by increasing the driving force, however in these studies, as discussed previously, it is desirable to keep the driving force low to moderate in order to study the effect of KHIs on the growth of gas hydrates.

In Figure 3.6 the growth of sII hydrate formed from the natural gas is shown. As seen the data again shows a high degree of linearity as also found for the sI methane hydrate.

![Figure 3.6](image_url)

**Figure 3.6.** Growth of hydrate formed from a natural gas. The plot shows the fraction (%) of the initial amount of liquid water present converted into hydrate over time at 277 K, 34 bar and a stirring rate of 700 rpm. The data points are the data combined from 3 experiments and the solid line indicates the average conversion rate.

Table 3.3 summarizes the results of obtained from the sII hydrate growth experiments. Only the two KHIs, the ocean pout ISP and PVCap, which were the most efficient growth inhibitors of sI hydrate were included in this study. Again the KHIs cause the growth
pattern to change from solely linear to staged, suggesting that the mechanism by which they inhibit sI and sII is similar, i.e. by effective coverage of the hydrate surface.

Table 3.3. The percentage of water converted during growth period 1 (GP 1), measured water conversion rates (%/min) during growth period 2 (GP 2) and the percentage of growth rate inhibition for hydrate formed from a natural gas at 34 bar and 277 K.

<table>
<thead>
<tr>
<th>System</th>
<th>C. (wt%)</th>
<th>Stirring rate (rpm)</th>
<th>GP 1 Conversion (%)</th>
<th>GP 2 Conversion rate (%/min)</th>
<th>GP 2 Inhibition (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>No KHI</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.200 (4.18·10&lt;sup&gt;-6&lt;/sup&gt;)</td>
<td>-</td>
</tr>
<tr>
<td>Ocean pout ISP</td>
<td>0.025</td>
<td>700</td>
<td>2.50</td>
<td>0.098 (2.88·10&lt;sup&gt;-6&lt;/sup&gt;)</td>
<td>51.0</td>
</tr>
<tr>
<td>Ocean pout ISP</td>
<td>0.050</td>
<td>700</td>
<td>1.92</td>
<td>0.021 (6.36·10&lt;sup&gt;-7&lt;/sup&gt;)</td>
<td>89.5</td>
</tr>
<tr>
<td>PVCap</td>
<td>0.050</td>
<td>700</td>
<td>4.80</td>
<td>0.220 (1.71·10&lt;sup&gt;-5&lt;/sup&gt;)</td>
<td>0</td>
</tr>
<tr>
<td>PVCap</td>
<td>0.100</td>
<td>-</td>
<td>1.62</td>
<td>0.0054 (7.36·10&lt;sup&gt;-5&lt;/sup&gt;)</td>
<td>97.3</td>
</tr>
</tbody>
</table>

For the sI and sII systems not containing any KHIs almost identical growth rates were found despite the fact that the stirring rate and subcooling in the sII hydrate experiments (8.7 K, 700 rpm) were higher than in the sI experiments (3.8 K, 450 rpm). In general the ISP and PVCap seem to perform equally well for the sII hydrate. In terms of how much hydrate is formed during growth period 1 and to what extent the growth rate of period 2 is decreased by the KHIs it is found that the sII hydrate is marginally more inhibited compared to the sI. The results found here are in accordance with the results found in section 2.5 for the nucleation of sI and sII hydrates, namely that the formation kinetics of sI are much faster than sII. From the growth results it is not obvious for which structure the KHIs work best due to the different stirring rates used in the experiments and also due to the aforementioned different formation rate but based on these results they seem to work about equally well.

To sum up the conclusions which can be drawn from these growth studies i) The growth of sII hydrate is significantly slower than sI; ii) under normal circumstances the surface area of the hydrate particles is much higher compared to the gas-liquid interfacial area (\(A_P > A_{L,V}\)) thus mass transfer of gas molecules from the gas phase to the liquid phase will dominate the hydrate growth pattern; ii) when effective KHIs are present and capable of adsorbing on the surface of the growing hydrate, the surface area of the hydrate becomes smaller than the gas-liquid interfacial area (\(A_P < A_{L,V}\)) thus the intrinsic
kinetics will dominate the hydrate growth pattern, iii) Though either mass transfer or intrinsic kinetics can dominate the growth of hydrates under certain circumstances it is likely that the growth pattern for any case is a result of contributions from both. The findings here suggest that for special cases the contribution from either one can be very small.
Chapter 4

Molecular simulation of gas hydrates

Computer simulation has become a widely used tool to study the physical properties of molecular systems. Primarily Monte Carlo (MC) and Molecular Dynamics (MD) simulations have been used to conduct such studies.

In MC simulations molecules are moved randomly from an initial configuration having the consequence that the current position is only affected by the previous configuration. The energy of the system is calculated using appropriate potential models for the molecules in the system. If the total energy of the system is minimized when going from an old to a new configuration the move is accepted. If the total energy of the system increases the change in configuration is accepted with a probability proportional to the Boltzmann distribution.\textsuperscript{127,128} For each new configuration thermodynamic properties are calculated and accumulated in sums usually running over several millions of configurations.

MD simulation, in contrast to the MC method, integrates Newton’s equations of motion over time for each molecule in the system. Averages generated by the MD method are time averages. The positions and velocities of each molecule are advanced to their new positions in time according to the integration algorithm. The net force acting on each molecule is calculated from the configuration of the molecule and the potential model used. The resultant force and hence the acceleration acting on each molecule is
used to correct values given in the previous step. From integration of the forces over several thousands (or millions) of time steps molecule trajectories are produced from which time-averaged macroscopic properties can be calculated.

In this chapter some of the basic concepts behind molecular simulations are presented and applied to study various thermodynamic properties of methane hydrate.

4.1 Molecular simulation and gas hydrates

Tester and coworkers were the first to apply molecular simulation using the MC technique to study the physical behavior of gas hydrates. From their simulations they concluded that the Lennard-Jones (LJ) potential can adequately describe the guest-host interactions in simple hydrate systems. Tse and coworkers were the first to use MD simulations to study hydrates. Calculating vibrational frequencies of hydrates and ice they were capable of explaining the differences and similarities in certain physical properties (heat capacity; thermal conductivity) between hydrate and ice.

In terms of more practical applications molecular simulations have been used to investigate the vdWP statistical theory which with great success has been applied to calculate three-phase equilibria of various hydrate forming systems. In one study, based on MD simulations, it was found that in particular the repulsive interactions from the guest molecules are important for stabilizing the hydrate lattice. In another study it was shown from MC simulations that the physical significance of the vdWP theory can be improved if long-range guest-host interactions are included (the original version neglects these interactions) without losing the accuracy of the model.

MD simulations have been preferred compared to MC simulations when studying gas hydrates. This is perhaps not surprising because MD simulation can calculate time-dependent phenomena as well as thermodynamic properties. MC simulations only allow for evaluation of time-independent properties such as phase behavior and free energies. Experimentally time-dependent properties like nucleation and growth are very difficult to study compared to time-independent properties, at least this is true when studying the mechanisms of gas hydrate nucleation and growth at the molecular level. Nevertheless various mechanisms have been proposed for the nucleation and growth of
gas hydrates as was discussed in chapter 2 and 3. Unfortunately, the available experimental evidence does not differentiate between the different nucleation and growth models. MD simulations could possibly provide such information. MD simulations have already been conducted to gain information about the nucleation and growth mechanisms of gas hydrates. However, common to all these studies is that hydrates either grow or form hydrate from a hydrate crystal seed already present in the system whereby information about the true mechanisms may be lost.\textsuperscript{34,63,137}

Very recently nucleation and growth of methane hydrate was successfully achieved from a bulk solution of methane and water:\textsuperscript{39} Excluding interfacial concentrations, before cooling the initial mole fraction of methane in water was 0.0015, or one percent of that in a hydrate. During the first microsecond of simulations several networks of water were formed around the dissolved methane molecules only to disappear again. After a long simulation (> 1 microsecond) spontaneous nucleation took place leading to extensive growth of gas hydrate. Analysis of the hydrate structures formed revealed both sI and sII motifs which were enabled through the formation of a 5\textsuperscript{12}6\textsuperscript{3} cage. The 5\textsuperscript{12}6\textsuperscript{3} cage has also been identified in another MD simulation study of methane hydrate though growth in that case was not observed directly from a melt but from a system composed of a melt and hydrate phase at the beginning of the simulation.\textsuperscript{138}

From experiments, it is well-known that the driving force of gas hydrate formation is strongly dependent on the degree of subcooling or overpressurization relative to the hydrate equilibrium formation temperature or pressure which has also been demonstrated in this work. Therefore, it is evident that the driving force, in terms of subcooling/overpressurization, must also be well-defined when considering the formation of gas hydrates from molecular simulations. Nonetheless, all simulation studies to date have arbitrarily set a temperature and pressure, in the absence of knowledge about the actual hydrate phase boundary for the specific molecular models used. In the work of Moon et al.\textsuperscript{34} and Zheng et al.\textsuperscript{137} they even use the term subcooling when discussing the observed effect of temperature on the induction time and the formation of hydrate-like structures. Still they did not determine the three-phase equilibria of the hydrate forming system using the appropriate potential models.
With these considerations in mind, a procedure has been established to calculate the three-phase equilibrium of liquid water-methane hydrate-methane vapor from molecular simulations. The potential models used to represent water and methane were similar to those used in the nucleation and growth simulations by Walsh et al.\textsuperscript{39} thus will allow a direct determination of the thermodynamic state of those simulations. The procedure has been applied to determine the hydrate coexistence conditions for both sI and sII methane hydrates since both structures were observed in the MD simulations. The hydrate equilibrium composition was calculated from the simulations and compared to those predicted by the vdWP theory and the effect of hydrate being a non-stoichiometric compound has been analyzed in relation to the profile and location of the hydrate phase boundary. Furthermore the enthalpy of hydrate dissociation was determined directly from simulations and indirectly from the simulated hydrate phase boundary using the Clapeyron equation.

Before going into detail about how to arrive at the three-phase equilibria of a hydrate forming system from MC simulations a small introduction to statistical mechanics and molecular simulation will be presented. It is not the intention to fully explain the theory behind molecular simulation but rather to provide a glimpse into the simulation box - which for people not familiar with molecular simulations - often appears black.

4.2 Basics of statistical mechanics and molecular simulation

When studying phase equilibria using molecular simulation in particular two ensembles are very useful, namely the isothermal-isobaric ensemble (NPT) and the canonical ensemble (NVT). The \(N,V,P\) and \(T\) indicate that the number of molecules, volume and either pressure or temperature are held constant during the simulation. In the \(NVT\) ensemble the Helmholtz free energy is related to the partition function, \(Q\), as follows:\textsuperscript{139}

\[
A = -k_b T \ln (Q(NVT)) = -k_b T \ln \left( \frac{d^N}{N!} \times \int \exp \left[ -\beta U(r_i, \omega_1, \ldots, r_N, \omega_N) \right] d\Omega d\mathbf{r} dN \right) \quad (4.1)
\]
where $\beta = 1/k_B T$, and $k_B$ is Boltzmann’s constant, $U$ is the intermolecular energy of the whole system, $q$ is the molecular partition function and $dI$ stands for $dr_i d\omega_i$, where $dr_i = dx_i, dy_i, dz_i$. The location of molecule $i$ is given by Cartesian coordinates, $r_i (x_i, y_i, z_i)$ of the reference point and a normalized set of angles defining the orientation of the molecule ($\omega_i$). Eqn. (4.1) is often referred to as the workhorse of equilibrium statistical mechanics. For a nonlinear molecule the molecular partition function can be written as:

$$q = q_t q_r q_v$$

(4.2)

where $q_t = q_t / V$ is the translational partition function and $q_r, q_v$ and $q_e$ are the rotational, vibrational and electronic partition functions, respectively. $q_r, q_v$ and $q_e$ are dimensionless and for phase equilibria calculations it is assumed that they are the same in coexisting phases. For this reason their precise value does not affect phase equilibria and it can simply be assumed that their value is a constant (set to 1 for convenience). $q_t$ has units of inverse volume and is usually denoted as the inverse thermal wavelength ($1/\Lambda^2$),

$$\Lambda = \frac{h}{\sqrt{2\pi m k_B T}}$$

where $h$ is Planck’s constant and $m$ is the molecular mass.

The other ensemble, useful in the studying phase equilibria, is the NPT ensemble from which the Gibbs free energy, $G$, can be obtained as:

$$G = -k_B T \ln (Q(NPT))$$

(4.3)

where $Q$ is given as:

$$Q(NPT) = \frac{4^N \beta^P}{N!} \int \exp(-\beta PV) dV \times \int \exp[-\beta U(s_1, s_2, \ldots, s_N; \omega_1, \omega_2, \ldots, \omega_N; H)] d\omega_1 d\omega_2 d\omega_N$$

Here $s_i$ are the coordinates of the reference point of molecule $i$ in simulation box units. The conversion from simulation box units to Cartesian coordinates can be performed via the $H$ matrix $r_i = Hs_i$ (the volume of the system is the determinant of the $H$ matrix).

As described previously in MC simulations the molecules are moved around randomly in a rigid container (simulation box). One problem that arises from this is that many of
the molecules, at any given point during the simulation, will be located adjacent to the simulation box wall thus not experiencing the same forces as the molecules in the bulk. This problem is overcome by introducing periodic boundary conditions, using a system which is replicated an infinite number of times in each of the three dimensions of the simulation box.\textsuperscript{140} As a molecule moves in the original system, its corresponding image in each of the replicate systems also moves in the same way. The result is that as a molecule leaves the system through one wall, the molecule will enter the system through the opposite wall.

In contrast to MD simulations which include both kinetic and potential energies in the acceptance criteria, in MC simulation only the potential energy is considered. To calculate the intermolecular potential energy, $U_{\text{pot}}$, of a given system in principle it is necessary to calculate the interaction energies between all molecules in the system:

$$U_{\text{pot}} = \frac{1}{2} \sum_{i,j \neq 0} u\left(|r_i + nL|\right)$$

(4.5)

where $u(r)$ is the intermolecular potential between two pairs of molecules, $L$ is the diameter of the periodic simulation box (assumed cubic for convenience) and $n$ is an arbitrary vector of three integer numbers. The prime over the sum indicates that the term where $i = j$ is to be excluded when $n = 0$ to exclude self interactions. Though many different types of pair potentials exist, the one that probably has been most extensively applied in molecular simulations of non-polar molecules is the Lennard-Jones (LJ) potential, $u_{\text{LJ}}$, which is given by:

$$u_{\text{LJ}}(r) = 4\varepsilon\left[\frac{(\sigma/r)^{12}}{(\sigma/r)^{6}}\right]$$

(4.6)

where $\varepsilon$ is the depth of potential well, $\sigma$ is the molecule diameter and $r$ is the distance between two molecules.

Theoretically all molecules in a system containing $N$ molecules should be accounted for when calculating the intermolecular energy of the system. In practice, however for systems containing hundreds of molecules many of the $N-1$ molecules will have a negligible effect on the molecule in question. For this reason it is common practice to
consider only the molecules within a certain distance of the molecule in question. Beyond this distance the interactions are said to be cut off. For the molecules that are near the system boundary, the closest molecule will not be contained in the original system, but rather their corresponding images in the replicated boxes. This can however be accounted for using the “minimum image convention”.141

The maximum allowable cutoff radius, \( r_c \), for a cubic box of length \( L \) is \( L/2 \), although a cutoff radius of 2.5\( \sigma \) is normally sufficient to obtain converged results in three dimensional simulations142 since the LJ potential asymptotes rapidly to zero for distances greater than 2.5\( \sigma \) (the long-range attractive term decays with \( 1/r^6 \)). Because of this very fast decay, the error introduced by this truncation is quite small, generally less than two percent.127 Furthermore the error that the truncation induces is easily corrected by adding a simple long-range correction term (tail contribution) to eqn. (4.5).143 This correction assumes that the pairwise distribution function, \( g(r) \), is unity beyond the cutoff distance and the long-range potential contribution, \( u^{tail} \), may then be calculated by:

\[
\begin{align*}
\quad u^{tail} &= 2\pi \rho \int_{r_c}^{\infty} u(r) r^2 dr \\
\quad (4.7)
\end{align*}
\]

where \( \rho \) is the average density of the system. When the simulation includes polar molecules this causes much greater problems in connection to long-range interactions. The Coulomb interactions only decays with \(-1/r\) and the error introduced by using truncation plus tail contribution even with a cutoff radius of several Angstroms is appreciable (5-15\%). A general rule of thumb is that the tail contribution diverges unless \( u(r) \) decays faster than \( 1/r^3 \).128 The most favored method for dealing with the long-range contributions from Coulomb interactions to the potential energy in a system with boundary conditions is the Ewald summation method.144 The contribution of the Coulomb interactions to the potential energy of the system can be described by:

\[
\begin{align*}
\quad u(r)_{Coul} &= \frac{1}{2} \sum_{i=1}^{N} q \phi(r) \\
\quad (4.8)
\end{align*}
\]
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where \( q_i \) is the charge of particle \( i \) and \( \phi(r) \) is the electrostatic potential at the position of particle \( i \):

\[
\phi(r) = \sum_{j \neq i} q_j \frac{1}{|r_{i,j} + nL|}
\]

(4.9)

where the prime on the summation indicates that the sum is over all periodic images \( n \) and over all particles \( j \), except \( j = i \) if \( n = 0 \). For simplicity of notation all factors of \( \frac{1}{4\pi\varepsilon_0} \) have been omitted (\( \varepsilon_0 \) is the permittivity of vacuum). Eqn. (4.8) cannot be used to calculate the electrostatic energy because it contains a poorly converging sum. To improve the convergence of (4.8) it is assumed that each particle \( i \) with the charge \( q_i \) is surrounded by a Gaussian charge distribution of opposite sign, such that the total charge of this cloud exactly cancels \( q_i \). The charge distribution screens part of the charge resulting in the interactions become short-ranged. It is of course necessary to make a correction for adding these potentials (it is not the aim to evaluate the potential in term of a set of screened charges), which is done by adding another charge distribution with the same sign as the original charges. In Figure 4.1 the idea behind the Ewald summation method is shown.

![Figure 4.1](image)

**Figure 4.1.** The general idea behind the Ewald summation method to calculate long-range Coulomb interactions. A charge distribution (Gauss) is added to the system which screens part of the original charge (left). To obtain overall charge equality a charge distribution of opposite sign is added for compensation (middle). The resulting charge thereby becomes equal to the initial charge (right).

The compensating charge distribution varies smoothly in space and is periodic. Thus it can be represented by a (fast converging) Fourier series. In short, the idea behind Ewald summation can be explained as; i) Sum screened particle interaction in real space, ii)
subtract compensating potential in Fourier space. Mathematically the contribution from the Coulomb interactions to the potential energy can be represented by 4 individual parts:

\[
U_{\text{coul}} = \frac{1}{2V} \sum_{k=0}^{4\pi} \frac{4\pi}{k} |R(k)|^2 \exp \left( -\frac{k^2}{4\alpha} \right) \quad \text{Fourier contribution}
\]

\[
-\frac{1}{\pi} \sqrt{\frac{\alpha}{\pi}} \sum_{i,j}^{N} q_i q_j \text{erfc} \left( \sqrt{\alpha \tau_i} \right) \quad \text{Self-potential correction}
\]

\[
+ \frac{1}{2} \sum_{i \in \Gamma} \text{erfc} \left( \frac{\sqrt{\alpha \tau_i}}{\kappa} \right) \quad \text{Real space contribution}
\]

\[
+ \frac{2\pi}{(2\kappa')^2 + 1} \sqrt{\frac{\pi}{N}} \sum_{i \in \Gamma} \mathbf{r}_i q_i \quad \text{Boundary effects}
\]

where \( k = (2\pi/L)l \) and \( l = (l_x, l_y, l_z) \) are the lattice vectors in Fourier space, \( \alpha \) (convergence parameter) characterizes the width of the compensating Gaussian charge distribution width=\( \sqrt{2\alpha / \sqrt{\pi}} \), \( \text{erfc} = \left( \frac{2}{\sqrt{\pi}} \right) \int_{0}^{\infty} \exp \left( -u^2 \right) du \) is the error function and \( \kappa' \) is the dielectric constant. The choice of \( \alpha \) is determined by considerations of computational efficiency and accuracy which can be done from a short simulation.\(^{145}\) The computational effort for standard Ewald summation scales as \( N^{3/2} \) thus the approach becomes prohibitively expensive for large systems. For systems containing large numbers of molecules \( (N>10^5) \) other methods such as the particle-particle/particle-mesh (scales as \( N \log N \)) or the fast multipole method (scales as \( N \)) can be applied.

This was a very brief introduction to some of the concepts in molecular simulation, however for a more thorough explanation of the theory see references 127 and 128. For a more detailed description of the Ewald summation method see De Leeuw et al.\(^{146,147,148}\) In the next section a brief review of the methods which until now have been used to calculate solid-liquid-vapor (SLV) equilibria will be presented. The advantages and disadvantages of the different methods will be discussed in the context of applying them for calculating two component three-phase equilibria.
4.3 Phase equilibria of systems containing solids

Prediction of three-phase, SLV equilibria of a binary gas-water system from molecular simulation is a time consuming process. It requires the calculation of the solid, liquid and vapor free energies at the temperature of interest.\textsuperscript{149} The coexistence point is found as the intersection of solid, liquid and vapor isotherms in the pressure-chemical potential plane.\textsuperscript{150} In principle the Gibbs-ensemble MC method could be used to calculate SLV equilibria however it is limited by the need to perform molecule exchanges which maintain equal chemical potentials.\textsuperscript{151} At high densities the molecule transfer step has a very low probability for acceptance thus the method has never been used for calculating SLV equilibria.\textsuperscript{127} Instead thermodynamic integration (TI) can be used to calculate the fluid phase free energies or alternatively the test particle insertion (TPI) method could be applied.\textsuperscript{152} The free energy of a solid can be determined using the so-called Einstein crystal method proposed by Frenkel and Ladd (FL) which has more or less become the standard method for calculating free energies of solids.\textsuperscript{153} The advantage of using these methods is that they are well established and documented in the literature and straight forward to use. The disadvantage is that it requires a lot of simulations to arrive at a coexistence point and the simulations of especially water and hydrate phases are relatively time consuming.

Alternatively the Gibbs-Duhem integration (GDI) method can be used to equate and evaluate the chemical potentials of coexisting phases.\textsuperscript{154} Compared to many other simulation techniques, GDI has the advantage of being independent of insertions and/or removals of molecules. This makes the method especially suitable for calculation of phase equilibria including solid phases.\textsuperscript{155-162} By combining the Gibbs-Duhem equations of coexisting phases it is possible to derive a so-called Clapeyron equation which describes monovariant phase coexistence. The original Clapeyron equation relates the vapor pressure changes with temperature for two phases to remain at coexistence. However the Clapeyron equation applies to any type of coexistence situation, as long as the number of degrees of freedom is 1. From molecular simulation it is possible to evaluate the Clapeyron equation thus each simulation yields one point on the coexistence line. The GDI method is however incapable of giving directly an arbitrary coexistence point, thus other methods have to be applied to determine this initial point. While the GDI
method has been successfully applied to calculate pure component solid-liquid equilibria (SLE)\textsuperscript{163} and vapor-liquid equilibria (VLE)\textsuperscript{164} it has never been applied to three-phase equilibria of binary systems thus it will require time to develop and test this method. In any case the GDI method can only be applied after determination of a single point on the three-phase $L_W-H-V_M$ coexistence line so while using the TI approach to calculate chemical potentials and free energies of all phases is tedious and time-consuming it seems the best choice for calculating the $L_W-H-V_M$ equilibria.

4.4 Phase equilibria of hydrate forming systems

For two component (water and methane) three-phase equilibrium, the chemical potentials ($\mu$) of both species in all phases are equal at a given temperature and pressure, that is:

$$\mu_{wW}^L = \mu_{wW}^H = \mu_{wW}^V$$
$$\mu_{mM}^L = \mu_{mM}^H = \mu_{mM}^V$$

(4.11)

where, the subscripts $W$ and $M$ refer to the water and methane, respectively. At equilibrium conditions, dense ordered (hydrate), dense disordered (liquid) and low density (vapor) phases coexist; thus TI along multiple paths is required to obtain all the necessary chemical potentials provided in eqn. (4.11). For each phase at a specified temperature and pressure, the chemical potential of each species varies with the composition in that phase. This is illustrated for the solid hydrate phase in Figure 4.2, which plots the methane and water chemical potentials versus the number of methane molecules (hydrate occupancy) at a fixed temperature, pressure and number of water molecules.

Similar plots exist for the liquid and vapor phases. For a given temperature and pressure, equality of chemical potentials between two phases for each species, that is two-phase equilibrium, will occur only at a specific composition in each phase. In accordance with Gibbs phase rule, three-phase equilibrium can then only occur at the coexistence temperature at a given pressure (or coexistence pressure at a given temperature). At three-phase coexistence conditions, the composition in the hydrate phase in equilibrium with
the gas phase will be the same as the hydrate composition in equilibrium with the liquid phase.

Considerable simplifications can be made, however, when a phase at coexistence is nearly pure. The accuracy of this approximation can be assessed by VLE simulations and is found to be extremely good for the system studied here as detailed in section 4.8.2. In the present case this implies that for a given pressure, the coexistence temperature can be determined as that temperature for which the hydrate composition that satisfies $\mu^\nu_W \approx \mu^{\nu\nu}_W = \mu^H_W$ is the same hydrate composition that satisfies $\mu^\nu_M \approx \mu^{\nu\nu}_M = \mu^H_M$. Figure 4.2 illustrates this condition of equal water and equal methane chemical potentials at a given composition (dashed vertical line) required to locate the three-phase equilibrium for
a methane hydrate system. The chemical potential of water in the liquid phase and of methane in the vapor phase are shown as horizontal lines in the plot, as these are fluid phase properties independent of the occupancy of methane in the hydrate. Equating these two pairs of chemical potentials is thus sufficient to determine the coexistence temperature, pressure and hydrate composition. The remaining two chemical potential conditions, $\mu_{\text{w}}^{\text{H}} = \mu_{\text{v}}^{\text{W}}$ and $\mu_{\text{m}}^{\text{H}} = \mu_{\text{m}}^{\text{v}}$, serve to determine the (dilute) compositions of the minority species in the fluid phases.

In the following sections a detailed description of the equations and simulation types required to obtain each of the chemical potentials in eqn. (4.11) is presented.

### 4.5 Chemical potentials of the fluid phases

The chemical potential for a mixture can be expressed as:

$$\mu(T,P,x) = \mu^c(T,P) + RT \ln(\gamma_i)$$

(4.12)

Where $\mu_i^c$ is the pure component (methane or water) chemical potential at the mixture temperature, $R$ is the gas constant, $T$ is temperature, $P$ is pressure, $x_i$ is the mole fraction of the pure component and $\gamma_i$ is the activity coefficient of species $i$ in the mixture. For nearly pure phases $x_i \approx 1$ for the majority species, and the Lewis-Randall rule $\gamma_i = 1$ applies. The chemical potential of a pure component is found from thermodynamic integration (TI). If the chemical potential at one pressure is known, then the chemical potential at any other pressure along an isotherm can be found as:

$$\frac{\mu(T,P)}{k_B T} = \frac{\mu(T,P_1)}{k_B T} + \int_{P_1}^{P} \frac{1}{\rho_i k_B T} dP$$

(4.13)

where $\rho_i$ is the number density. Likewise, along an isobar, the temperature dependence of the chemical potential is given as:
where $H_i$ is the molar enthalpy. The starting point of the thermodynamic integration can be chosen arbitrarily, however, the ideal gas is often a convenient choice given that its chemical potential can be calculated analytically; the ideal gas chemical potential is given by:

$$\frac{\mu_i(T, P)}{k_B T} = \frac{\mu_i(T_1, P)}{k_B T_1} - \int_{T_1}^{T_2} \frac{H_i}{k_B T^2} dT$$

(4.14)

where $\Lambda$ is the thermal wavelength, and $M$ is the molecular mass; this term cancels out when comparing chemical potentials between phases in equilibrium. An example of how an integration path for a given fluid can be constructed in order to calculate the chemical potential is shown in Figure 4.3. The integration starts at 1 bar and 800 K going up isothermally to 330 bar and from that isobarically down to a temperature of 400 K from where the pressure is decreased to 100 bar isothermally. At this pressure the chemical potential of the fluid can then be calculated in a temperature interval of interest for determining the three-phase equilibria of gas hydrates. It is important that integration to the state of interest is done without crossing a first order phase transition (melting, vaporization, solid state transitions) to ensure that the integration path remains reversible. The integration steps in temperature and pressure are chosen to be sufficiently small so that a smooth integration curve is obtained.

From NPT simulations it is possible to obtain both the density and the enthalpy of the fluid (methane or water) of interest thus choosing suitable steps in pressure and temperature (for accurate integration a smooth curve in density or enthalpy versus pressure or temperature must be obtained) enables the calculation of the chemical potentials.
Figure 4.3. Integration path from a supercritical state to determine the chemical potential of a fluid at any given state. The starting point (1 bar and 800 K) corresponds to a near ideal state and performing the integration in suitable steps in pressure and temperature it is possible to move up around the critical point of the fluid and down to the area of interest, thereby creating a reversible integration path.

For testing the assumption that the chemical potentials of the pure phases are good approximations to the chemical potentials of the phases with dissolved methane or water, the fluid solubilities were calculated. The mole fraction of a compound in the gas phase \( y_i \) for near-ideal conditions can be well-described in terms of the partial pressure of the compound:

\[
y_i = \frac{P_i}{P} \tag{4.16}
\]

where the total pressure, \( P \), is the sum of the partial pressures. Likewise, the solubility of a small nonpolar molecule in an aqueous phase \( x_i \) is well-described by Henry’s law, which is given by:

\[
k_{Hi} = \frac{P}{x_i} y_i \tag{4.17}
\]
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Henry’s constant, $k_{H,i}$, can also be related to the excess chemical potential of the solute, $\mu^\infty_i$, by:

$$k_{H,i} = \rho_i k_B T \exp(\beta \mu^\infty_i)$$  \hspace{1cm} (4.18)

where $\rho_i$ is the solvent density. The excess chemical potential of the solute can be calculated from TPI simulations.\textsuperscript{152} The change in chemical potential resulting from the solubility calculations at various temperatures and pressures can then be compared in magnitude relative to the pure phase approximations.

### 4.6 Chemical potentials of the hydrate phase

Calculation of chemical potentials in the hydrate phase follows closely the procedure outlined by Wierzchowski and Monson,\textsuperscript{134} which is summarized here. The calculation proceeds first by the generation of a hypothetical empty hydrate and calculation of the chemical potential of water therein. Secondly the change in chemical potential of both water and methane due to the introduction of methane in the hydrate at various compositions is found from thermodynamic integration. The latter is carried out using semigrand MC (SGMC) simulations while the chemical potential of the hypothetical empty hydrate is calculated using a modified version of the FL Einstein crystal method.\textsuperscript{153} In the following this method will just be referred to as the FL method.

Since SLE does not end in a critical point there exist no reversible paths from the solid to the ideal gas that do not cross a first order phase transition. However it is possible to construct a reversible path from the solid to other states (than the ideal gas) of known free energy. One such method is the FL method which is based on thermodynamic integration of the Helmholtz free energy, taking a reversible path to the system of interest from a classical Einstein crystal for which the Helmholtz free energy can be calculated analytically.

The hypothetical empty hydrate may be viewed as a metastable ice phase, however although it is not thermodynamically stable, it is a mechanically reproducible stable state in MC simulations thus the FL method is suitable for calculating its free energy.
Slight modifications to the method have been introduced to treat the orientational degrees of freedom and the effect of fixed center of mass for the hydrate.\textsuperscript{165,166} The starting point is defining the Einstein crystal Hamiltonian:

\[ H_E(\lambda_T, \lambda_R) = \sum_{i=1}^{N} \left[ \lambda_T \left( r_i - r_i^{(0)} \right)^2 + \lambda_R \left( \sin^2 \omega_{ia} + \left( \frac{\omega_{ia}}{\pi} \right)^2 \right) \right] \]  \hspace{1cm} (4.19)

where \( \lambda_T \) and \( \lambda_R \) are force constants, \( r_i \) gives the Cartesian coordinates of molecule \( i \), and \( r_i^{(0)} \) gives the coordinates for a molecule \( i \) in the reference lattice. \( \omega_{ia} \) and \( \omega_{ib} \) are angles describing the orientational displacement of molecules with respect to the reference lattice. Eqn. (4.19) defines a classical Einstein crystal and the free energy can be determined by combination of analytical and numerical methods. If \( H_E \) is added to the Hamiltonian, \( H_0 \), the Hamiltonian of an interacting Einstein crystal is obtained:

\[ H_{IE}(\lambda_T, \lambda_R) = H_0 + H_E(\lambda_T, \lambda_R) \]  \hspace{1cm} (4.20)

For large values of \( \lambda_T \) and \( \lambda_R \) the system behaves like an Einstein crystal only being slightly perturbed by the interactions in \( H_0 \). For zero values of \( \lambda_T \) and \( \lambda_R \) the system behavior is solely determined by \( H_0 \). Thermodynamic integration is used to determine the free energy change associated with changing the force constants from zero to values sufficiently large where the system is close to being an Einstein crystal. The Helmholtz free energy of the system can be written as:

\[ A = A_E + (A_{IE} - A_E) + (A_{CM} - A_{IE}) + (A - A_{CM}) \]  \hspace{1cm} (4.21)

where \( A_E \) is the free energy of the Einstein crystal, \( A_{IE} \) is the free energy of an interacting Einstein crystal and \( A_{CM} \) is the free energy of the hydrate but with the center of mass fixed. Indeed all quantities in eqn. (4.21) except \( A \) refer to a system with fixed center of mass. \( A_E \) can be written as \( A_E = A_{E,T} + A_{E,R} \) with:

\[ A_{E,T} = -k_B T \ln \left[ N^\frac{1}{2} \left( \frac{\pi k_B T}{\lambda_T} \right)^{\frac{3N-3}{2}} \right] \]  \hspace{1cm} (4.22)
being the contribution from the translational motion and:

\[ A_{E,R} = -Nk_bT \ln \left( \int_0^1 \exp \left[ -\frac{\lambda_r}{kT}(1-\gamma') \right] d\gamma \right) \int_0^1 \exp \left[ -\frac{\lambda_r}{kT}(1-\gamma^2) \right] d\gamma' \] (4.23)

is the contribution from the rotational motion with \( y = \cos \alpha \) and \( y' = (\gamma/\pi) \) where \( \alpha \) and \( \gamma \) refer to the Euler angles describing the molecular orientation. The difference between a noninteracting and an interacting Einstein crystal is found using:

\[ A_{ir} - A_r = -k_bT \ln \left( \langle \exp \left[ \frac{H_E}{k_bT} \right] \rangle \right) \] (4.24)

with \( \langle \cdot \rangle \) indicating a canonical ensemble average evaluated for a system with Hamiltonian \( H_E = (\lambda_r + \lambda_T) \). The third term in eqn. (4.21) is found using a coupling parameter integration over \( \lambda_T \) and \( \lambda_R \). The final term in eqn. (4.21) is given by \( A - A_{CM} = \ln(V/N) \). For a thorough review of calculating the free energies of solids using the Einstein crystal method see Vega et al.\textsuperscript{167}

Once the Helmholtz free energy for the hydrate is known, the chemical potential of water in the empty hydrate is found as:

\[ \mu_{w,\emptyset}^H = \frac{A + PV}{N_{w}^H} \] (4.25)

where \( N_{w}^H \), \( V \), and \( P \) are the number of water molecules, volume, and pressure of the empty hydrate, respectively. Specifying the fully occupied hydrate it is likewise possible to calculate its free energy.

To obtain a relationship between the water and methane chemical potentials as a function of the hydrate composition (filled circles and triangles in Figure 4.2) methane is introduced into the empty hydrate lattice (or deleted from the fully occupied lattice) at fixed values of methane chemical potential, \( \mu_{m}^H \), by performing \( N_{w}PT \) SGMC simulations. In this case the hydrate lattice will work as an absorbent and the absorbed methane will be in equilibrium with methane outside the absorbent (the reservoir). The equilibrium
condition is that the chemical potential of the absorbed methane and that of the reservoir must be equal. Using this technique for each value of the methane chemical potential, the number of methane molecules in the hydrate, $N_M^H$, can be calculated as an ensemble average (filled circles in Figure 4.2).

The Gibbs-Duhem relation for two-component system implies that the change in the water chemical potential depends on the change in the methane chemical potential, namely that at constant temperature and pressure, \( N^H_W d\mu^H_W + N^H_M d\mu^H_M = 0 \). The water chemical potential in the hydrate can thus be obtained as:

\[
\frac{\mu^H_W - \mu^H_M}{N^H_W} = -\frac{1}{N^H_M} \int_{\rho_{M0}}^{\rho_M} N^H_M d\mu^H_M
\]  

(4.26)

and plotted versus $N^H_M$ (filled triangles in Figure 4.2) at the desired temperature and pressure. Finally, the Gibbs free energy of the hydrate at any given composition can be expressed as:

\[
G_H = N^H_W\mu^H_W + N^H_M\mu^H_M = N^H_W\mu^H_W + N^H_M\mu^H_M - \int_{\rho_{M0}}^{\rho_M} N^H_M d\mu^H_M
\]  

(4.27)

The Gibbs free energies obtained from eqn. (4.27) using the SGMC approach can be compared to the values obtained directly from thermodynamic integration using the FL method, thus serving as a validation of the SGMC method.

### 4.7 Potential models and simulation details

As described in section 4.2, to calculate the potential energy of the molecular system it is necessary to use a potential model representing the interactions between molecules. In this case the TIP4P/ice potential model was used to model water molecules. The term “TIPS” comes from Transferable Intermolecular Potential function and it is a class of potentials originally developed for water, ethers and alcohols. The TIP4P/ice potential belongs to a class of four sited potential models which have been shown very successful in capturing many features of the complex behavior of water.
Three of the four sites are placed at the oxygen and hydrogen atom positions, respectively. The fourth site, often called the M site, is coplanar with the O and H sites and is located at the bisector of the H-O-H angle as shown in Figure 4.4:

Figure 4.4. The characteristic shape of the transferable intermolecular potential function of water. The parameters may vary depending on the model.

An important feature of the model is that the oxygen site carries no charge, but contributes to the LJ term. Conversely, the H and M sites are charged, but do not contribute to the LJ term. As a consequence of the molecular geometry and potential definitions there are four unknown parameters to determine, namely the well depth, \( \epsilon \), and the molecular diameter, \( \sigma \), in the LJ term, the hydrogen site charge (or the M site charge \( q_H = -\frac{1}{2}q_M \)) and the distance, \( r_{OM} \) between the oxygen and the M site. In the table below three different TIP4P potential models are listed.

<table>
<thead>
<tr>
<th>Model</th>
<th>( q_H ) (e)</th>
<th>( \sigma_H ) (Å)</th>
<th>( \angle_{HOH} ) (deg)</th>
<th>( \sigma_M ) (Å)</th>
<th>( \epsilon / k_B ) (K)</th>
<th>( \sigma ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP4P</td>
<td>0.52</td>
<td>0.9572</td>
<td>104.52</td>
<td>0.15</td>
<td>78.12</td>
<td>3.153</td>
</tr>
<tr>
<td>TIP4P/2005</td>
<td>0.5564</td>
<td>0.9572</td>
<td>104.52</td>
<td>0.1546</td>
<td>93.20</td>
<td>3.3589</td>
</tr>
<tr>
<td>TIP4P/ice</td>
<td>0.5897</td>
<td>0.9572</td>
<td>104.52</td>
<td>0.1577</td>
<td>106.1</td>
<td>3.1668</td>
</tr>
</tbody>
</table>

The TIP4P/ice potential model accurately describes the SLE of hexagonal ice and liquid water up to 2000 bar and captures most of the trends observed in the phase diagram for other ice types. Considering that hydrate is also a solid with a crystal structure mainly composed of water molecules, it is plausible that the TIP4P/ice model together with a suitable model for the gas molecules should be capable of describing the thermodynamic properties of gas hydrates.
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Methane molecules were modeled using the united-atom Lennard-Jones representation using the optimized potentials for liquid simulations (OPLS) which has been parameterized using isobaric-isothermal MC simulations to give accurate liquid densities and heats of vaporization for short alkanes at atmospheric pressure. The OPLS parameters for methane are shown in Table 4.2. Note that these only contain parameters for the LJ term since methane is non-polar.

Table 4.2. Lennard-Jones (energy and size) parameters for the optimized potentials for liquid simulations (OPLS) of methane.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \varepsilon / k_B ) (K)</th>
<th>( \sigma ) (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OPLS</td>
<td>148.50</td>
<td>3.7300</td>
</tr>
</tbody>
</table>

The critical temperatures and pressures for methane and water as found from the OPLS and TIP4P/ice potential models are shown in Table 4.3 along with those found experimentally. As seen there is very good agreement between the experimental and calculated critical point of methane which is not surprising since the model has been optimized to methane density data. The reason why there is disagreement between the experimental and calculated critical point of water is because the TIP4P/ice model as mentioned earlier has been parameterized to SLE thus the parameters may not necessarily be suitable for modeling the VLE of water.

Table 4.3. Critical temperature and pressure for water\textsuperscript{174} and methane\textsuperscript{175} as predicted from the TIP4P/ice and the OPLS potential models. The numbers in parenthesis are experimental values.\textsuperscript{176}

<table>
<thead>
<tr>
<th>Model</th>
<th>TC (K)</th>
<th>PC (bar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TIP4P/ice</td>
<td>705 (647.1)</td>
<td>184 (220.6)</td>
</tr>
<tr>
<td>OPLS</td>
<td>190.6 (190.6)</td>
<td>45 (46)</td>
</tr>
</tbody>
</table>

The methane and water molecules will not only interact with themselves but also interact with each other. These cross interactions were accounted for using the Lorentz-Berthelot combining rule:\textsuperscript{178,179}

\[
\varepsilon_{ij} = \sqrt{\varepsilon_i \varepsilon_j}
\]  
(4.28)
\[ \sigma_q = \sigma_i + \sigma_j \]

(4.29)

The MC simulations used the standard Ewald summation method for the long-range electrostatic forces.\textsuperscript{180,181} Similarly, an Ewald summation approach was applied to evaluate the long-range dispersion (LJ) interactions using a lattice sum method.\textsuperscript{182} A convergence parameter, \( \alpha \), of \( 4/L \) was used, where \( L \) is the lattice parameter for hydrate in question. For all simulations the cut-off radius was 10 Å corresponding to 2.7\( \sigma \) and 3.2\( \sigma \) for methane and water, respectively.

Before running any of the simulations required for calculating the three-phase equilibria the accuracy of the MC simulation package used in this work (MCHydrate\textsuperscript{a}) was tested against GROMACS, which is a commercially available and very well tested simulation tool.\textsuperscript{183} To validate the accuracy of MCHydrate the initial potential energy of an empty hydrate crystal at a given pressure and temperature was calculated using MCHydrate and GROMACS. The result is shown in the table below. As seen the agreement between the potential energy found using the two methods is excellent.

<table>
<thead>
<tr>
<th></th>
<th>MCHydrate (kJ/mol)</th>
<th>GROMACS (kJ/mol)</th>
<th>MCHydrate/GROMACS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial Energy</td>
<td>-67.11652</td>
<td>-67.11750</td>
<td>0.99999</td>
</tr>
</tbody>
</table>

The dispersion and electrostatic energies found using MCHydrate are in 99.94% and 99.98% agreement with those calculated from GROMACS, thus the MCHydrate simulation package is capable of calculating the potential energy of molecular systems correctly.

The following procedure was applied for running the simulation to calculate the chemical potentials of water and methane in the fluid and hydrate phase; For the fluid phase either 500 water or methane molecules were placed in the simulation box. The enthalpy and density of the fluid phase were obtained from \( NPT \) simulations. Typically 50,000-100,000 equilibration cycles were performed followed by 100,000-250,000 cycles.

\textsuperscript{a} Made available by Center for Hydrate Research, Colorado School of Mines
simulation cycles to obtain converged averages of the densities and enthalpies. A simulation cycle corresponds to a set of \( N \) trial moves, where \( N \) is the number of molecules in the system. The block averaging technique was used to calculate statistical uncertainties and in most cases a block average of 10,000 cycles was used. By performing \( NPT \) simulations in small steps of temperature and pressure, the chemical potential of water and methane was obtained from eqn. (4.13) and (4.14) by integration using the trapezoidal rule.

Using the methodology described by Bennett\(^{184}\) TPI simulations were performed in the \( NPT \) ensemble to obtain the solvent (water) densities and solute (methane) excess chemical potentials, \( \mu_\text{ex}^{\text{H}_2\text{O}} \), from which Henry’s constants were obtained. The Bennett method was used as it has been reported to offer improved accuracy over the Widom method.\(^{185,186}\) For these simulations 500 water molecules were first equilibrated for 100,000 cycles after which four stages of more than 500,000 cycles were performed. In the first stage, insertions of test particles were performed with five insertions attempted per cycle, and in the following three stages the particles were deleted.

The empty sl or sII hydrate lattice consisted of 368 and 1088 water molecules, respectively both corresponding to 2\( \times \)2\( \times \)2 hydrate unit cells; \( NPT \) simulations were performed with 20,000 equilibration cycles and 200,000 cycles for averaging. The densities obtained from these simulations were used as input to the SGMC and FL simulations. The SGMC simulations were conducted over a range of methane chemical potentials (\( \mu_\text{H}_2\text{O} \)) from states in the neighborhood of the zero-occupancy hydrate (an initial value of \( \mu_\text{H}_2\text{O} = 36.83 \text{ kJ/mol} \) is used in this work) up to states describing a fully occupied hydrate (single occupancy of cages). Eqn. (4.26) was integrated using the trapezoidal rule in intervals of \( \delta \mu_\text{H}_2\text{O} = 0.837 \text{ kJ/mol} \). Initially SGMC simulations were performed to obtain plots of the hydrate occupancy, \( \theta \), versus the methane chemical potential starting from both an empty and a full hydrate to identify if any mismatches in the curves are observed as pressure or temperature varies. Disagreement between the obtained curves is critical since this will result in eqn. (4.26) no longer being valid, thus the simulations serve to locate the boundary conditions for which phase equilibrium calculations can be performed.
The third simulation type involved the calculation of the chemical potential of water in the zero-occupancy hydrate ($\mu_{W0}^H$), which according to eqn. (4.26) is necessary for calculating the chemical potential of water in the occupied hydrate, ($\mu_{W}^H$). In addition, ($\mu_{W0}^H$) is used for calculating the Gibbs free energy of the hydrate at any given composition according to eqn. (4.27). The Helmholtz free energy of the empty and full hydrate was found using the FL method. It was assumed that the hydrate is proton-disordered but that the contribution to the free energy disorder is independent of the molecular interactions and approximated by the residual entropy of ice as determined by Nagle. For the sI hydrate the coordinates of the oxygen atoms for the perfect crystal used in specifying the Hamiltonian, $H_B(\lambda_T, \lambda_R)$, were those given by McMullan and Jeffrey. For the sII hydrate the coordinates of the oxygen atoms for the perfect crystal were those specified by Mac and McMullan.

The orientations associated with the perfect crystal were determined by carrying out a search over the water molecule orientation to determine the configuration of lowest potential energy and dipole moment. Calculation of $A_{CM} - A_{IE}$ was determined using a 20 point Gaussian quadrature. The force constants used in the FL method were $\lambda_T = 25000 k_B T \text{A}^2$ and $\lambda_R = 25000 k_B T$. Simulations were performed for 5,000 equilibration cycles and 50,000 cycles for averaging.

For a detailed description on how to run simulations with MCHydrate (simulation input and output files etc.) see appendix V.

### 4.8 Results and discussion

In the following subsections a summary of the results of the fluid and hydrate phase MC simulations will be provided. First the results of a stability study of methane hydrate will be presented. The purpose of this study was to determine in which temperature and pressure regions the hydrate structure was in a stable state. Next the results of the chemical potential and Gibbs free energy calculations will be presented and based on these results the three-phase equilibria of water – hydrate – methane is determined. Based on the equilibrium calculations the hydrate composition was determined and discussed in...
the context of the Langmuir adsorption theory. Assuming hydrate was stoichiometric (fully occupied) the three-phase equilibria was determined again to assess the effect of accounting for composition in equilibrium calculations. Finally the enthalpy of hydrate dissociation was calculated directly from simulations and indirectly from the equilibrium data using the Clapeyron equation.

4.8.1 Stability of the model hydrate

To determine in which temperature and pressure region the hydrate structure can be regarded as stable, SGMC simulations to obtain a relationship between the hydrate occupancy and the methane chemical potential, were performed over a broad range of pressures and temperatures. Such a relationship should in principle yield a smooth s-shaped curve and deviation from this shape will indicate that the hydrate structure has started to destabilize. Simulations were done starting from both an empty and a fully occupied hydrate at similar thermodynamic states.

First the temperature dependence of the occupancy relationship was investigated at 100 bar in the temperature range 250-400 K. The results are displayed in Figure 4.5A-D. In Figure 4.5A and B it can be seen that large temperature steps of 50 K are required to observe a noteworthy change in the occupancy relationship while small steps of 5 K have an insignificant effect on this relationship. In Figure 4.5C and D filling of the hydrate was attempted starting from an empty and a fully occupied hydrate at 300 K and at 400 K. At 300 K the two curves match perfectly (as expected) however at 400 K the curves do not match at occupancies below 0.55. The reason for this mismatch is that when only a few methane molecules are available for going into the small and large cages, part of the hydrate lattice will destabilize, corresponding to a melting process. The result indicates that the stability of the hydrate is at some sort of a boundary condition and in such a case it is no longer possible to obtain either the free energy of the hydrate nor the chemical potential of the water in the hydrate.
Figure 4.5. A) Temperature dependence of the hydrate occupancy ($\theta$) versus the methane chemical potential ($\mu_M^H$) relationship in a broad temperature range (250-350 K) and 100 bar. B) Temperature dependence of $\theta$ versus $\mu_M^H$ in a narrow temperature range (290-300 K) at 100 bar. C+D) $\theta$ versus $\mu_M^H$ starting the SGMC simulations from an empty and full hydrate at 300 K and 400 K both at 100 bar.

A similar study has been carried out at 300 K and pressures ranging from 200-10000 bar. The results can be seen in Figure 4.6A and B. The results show that the occupancy relationship is only weakly affected by changes in pressure i.e. only a small difference is observed when going from 200 to 5000 bar. At 10000 bar unexpected trends in the curve are seen and running SGMC simulations from an empty and a fully occupied hydrate reveal a hysteresis-like pattern as also observed at 100 bar and 400 K. The occupancy of the hydrate is seen to drop quite significantly when going from 5000 to 10000 bar.
indicating that the high pressure exerted on the hydrate causes the cages to compress whereby some of the cages become incapable of enclathrating gas molecules.

Figure 4.6. A) Pressure dependence of the hydrate occupancy, \( \theta \) versus methane chemical potential \( \mu_M^w \) relationship in a broad pressure range (100-10000 bar) and 300 K. B) Hydrate occupancy \( \theta \) versus methane chemical potential \( \mu_M^w \) relationship starting the SGMC simulations from an empty and full hydrate at 10000 bar and 300 K.

From this small study it can be concluded that the model hydrate shows high stability with respect to pressure and temperature and the conditions required to destabilize the hydrate are much higher than the expected three-phase equilibrium conditions. Thus destabilizing effects will not influence the equilibrium calculations.

4.8.2 The vapor-liquid equilibria of methane-water

To test the accuracy of assuming that the fluid phases are pure, VLE calculations of the fluid phases have been performed at 100 bar and in the temperature range 275-310 K. The solubility of methane in water was found from TPI simulations and the fraction of water in the vapor phase was estimated using eqn. (4.16) and vapor pressure data for water modeled using TIP4P/ice for the water partial pressure.\(^{190}\) Since the water vapor pressures obtained from TIP4P/ice have only been reported in the temperature range 300-650 K, the data was extrapolated down to 275 K as seen in Figure 4.7. Since the vapor
pressures nearly linear in the log $P$ versus $1/T$ plane, the error resulting from the extrapolation should be relatively small.

Figure 4.7. Vapor pressure of water found experimentally (solid line) and from molecular simulation using the TIP4P/ice potential model (filled circles). The dotted line is the extrapolation of vapor pressures found by simulation to lower temperatures.

As seen from the figure the vapor pressures predicted by the TIP4P/ice potential model are substantially lower than the experimental vapor pressures. In the higher temperature region the TIP4P/ice underestimates the vapor pressure by a factor 4 while in the lower temperature region the deviation becomes even more significant (factor 25). In Table 4.5 the results of the VLE calculations along with the experimental values are provided. Experimental Henry’s constants were calculated using a semiempirical correlation based on a best fit of experimental data in the temperature range 273.15-633.15 K. The experimental fractions of water in the vapor phase have been calculated using experimentally determined vapor pressures of water.
Table 4.5. Vapor-liquid equilibria for the binary water-methane system at 100 bar and in the
temperature range 275-310 K from experiments and Monte Carlo simulation. Numbers in
parenthesis are standard deviations.

<table>
<thead>
<tr>
<th>(T (K))</th>
<th>(k_{HM} (\text{kbar}))</th>
<th>(x_M)</th>
<th>(y_W \left(10^4\right))</th>
</tr>
</thead>
<tbody>
<tr>
<td>275</td>
<td>34 (5) 24</td>
<td>0.0030 0.0042</td>
<td>0.0257 0.7037</td>
</tr>
<tr>
<td>280</td>
<td>39 (5) 27</td>
<td>0.0025 0.0037</td>
<td>0.0372 0.9775</td>
</tr>
<tr>
<td>290</td>
<td>35 (6) 34</td>
<td>0.0028 0.0029</td>
<td>0.0766 1.8538</td>
</tr>
<tr>
<td>300</td>
<td>59 (6) 41</td>
<td>0.0017 0.0025</td>
<td>0.1540 3.4402</td>
</tr>
<tr>
<td>310</td>
<td>102 (12) 47</td>
<td>0.0010 0.0021</td>
<td>0.3024 6.2558</td>
</tr>
</tbody>
</table>

As seen from Table 4.5 the TIP4P/ice water model in combination with the OPLS
potential model for methane predicts the solubility of methane in water to be around 30-
50 % less than experimental values while the amount of water in the vapor phase is on the
order of 20-25 times lower than experimental values. Low solubilities of methane in
water modeled using other versions of the TIP4P potential model have previously been
reported, thus providing additional support for the results presented here.\(^{194,195}\)

According to eqn. (4.12), the change in the chemical potential of the majority species
when accounting for fluid phases mixing is \(RT \ln \xi = RT \ln (1-x_j) \approx -RT (\gamma_j)\), where \(x_j<<1\) is
the mole fraction of the minority species. Since the fluid phases are nearly pure, the
activity coefficient is extremely close to unity. Therefore it is obvious from eqn. (4.12)
that accounting for mixing will have a greater effect on the chemical potentials in the
liquid than in the vapor since the mole fraction of methane in water is on the order of
100-1000 times larger compared to the mole fraction of water in the vapor. In Table 4.6,
the pure component chemical potential of water found from TI and the additional excess
contribution to the total chemical potential due to the dissolved methane is shown at 100
bar in the temperature range 275-310 K. It is evident that the contribution from mixing to
the chemical potential of water is negligible compared to the pure water chemical
potential (the mixing contribution to the chemical potential is less than the standard
deviation from the combined TI steps that were used to calculate the pure water chemical
potential). From these results it can be concluded that the fluid phases can be considered
pure for the purpose of using the chemical potentials for determining the three-phase L-
H-V equilibrium of methane hydrate.
Table 4.6. Pure component chemical potential of water and the contribution to the chemical potential from accounting for solubility of methane in water. Numbers in parenthesis are the standard deviations.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$\mu_w^0$ (kJ/mol)</th>
<th>RT ln($x_w$) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>275</td>
<td>-43.887 (0.06)</td>
<td>-0.00683 (0.0010)</td>
</tr>
<tr>
<td>280</td>
<td>-43.676 (0.06)</td>
<td>-0.00593 (0.0008)</td>
</tr>
<tr>
<td>290</td>
<td>-43.276 (0.06)</td>
<td>-0.00684 (0.0012)</td>
</tr>
<tr>
<td>300</td>
<td>-42.895 (0.07)</td>
<td>-0.00426 (0.0004)</td>
</tr>
<tr>
<td>310</td>
<td>-42.553 (0.07)</td>
<td>-0.00253 (0.0003)</td>
</tr>
</tbody>
</table>

4.8.3 Gibbs free energies of the hydrate phase

The Gibbs free energies of the zero-occupancy and fully-occupied hydrates were found directly using the FL method. The results obtained from SGMC simulations, together with eqn. (4.27), can also give the Gibbs free energy of a fully occupied hydrate provided that the empty hydrate free energy is also known. Typical results obtained from SGMC simulations correspond to the filled circles in Figure 4.2, which shows the methane hydrate occupancy as a function of the chemical potential of methane in the hydrate. Another method for calculating the free energy of the hydrate is by using the Gibbs-Helmholtz equation. The Gibbs-Helmholtz equation describes the temperature dependence of the free energy at isobaric conditions:

$$\frac{G}{T} = \frac{G_0}{T_0} - \int_{T_0}^{T} \frac{H}{T^2} dT$$  \hspace{1cm} (4.30)

where $G_0$ the isobaric free energy of the hydrate found at the temperature, $T_0$, and $H$ is the molar enthalpy of the hydrate. $H$ comes from an individual NPT simulation while the starting point of the integration ($G_0$, $T_0$) comes from a FL simulation.

Using these three methodologies; i) the temperature dependence of the empty and fully occupied hydrate has been determined and ii) a consistency check of the TI approach from the empty to the fully occupied hydrate has been performed. Both types of consistency checks have been performed at 100 bar and in the temperature interval 285-300 K and the results are shown in Table 4.7.
Table 4.7. Gibbs free energy in kJ per mole of water of an empty and a fully occupied hydrate calculated with the FL method (FL). The full hydrate value calculated from an empty hydrate reference by thermodynamic integration is also shown (TI). The temperature dependence of the Gibbs free energy of the hydrate has been calculated using the Gibbs-Helmholtz (G-H) relation. A thermal wavelength, $\Lambda = 1\text{Å}$ has been used. Calculations were performed at 100 bar and the specified temperature. Numbers in parenthesis are standard deviations.

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$G_{H_{\text{empty}}}$ (FL) (kJ/mol)</th>
<th>$G_{H_{\text{empty}}}$ (G-H) (kJ/mol)</th>
<th>$G_{H_{\text{full}}}$ (FL) (kJ/mol)</th>
<th>$G_{H_{\text{full}}}$ (G-H) (kJ/mol)</th>
<th>$G_{H_{\text{full}}}$ (TI) (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>285</td>
<td>-42.40 (0.11)</td>
<td>-42.39 (0.06)</td>
<td>-46.26 (0.06)</td>
<td>-46.29 (0.06)</td>
<td>-46.34 (0.11)</td>
</tr>
<tr>
<td>290</td>
<td>-42.09 (0.05)</td>
<td>-42.10 (0.06)</td>
<td>-45.98 (0.06)</td>
<td>-45.99 (0.06)</td>
<td>-46.03 (0.05)</td>
</tr>
<tr>
<td>295</td>
<td>-41.81 (0.06)</td>
<td>-41.80 (0.06)</td>
<td>-45.69 (0.07)</td>
<td>-45.70 (0.06)</td>
<td>-45.75 (0.06)</td>
</tr>
<tr>
<td>300</td>
<td>-41.51 (0.06)</td>
<td>-41.51 (0.06)</td>
<td>-45.40 (0.07)</td>
<td>-45.40 (0.06)</td>
<td>-45.45 (0.06)</td>
</tr>
</tbody>
</table>

As shown in Table 4.7 there is good agreement between the FL and TI methods for obtaining the Gibbs free energy of a fully occupied hydrate indicating that these two independent methods are consistent. These results are also in good agreement with a previous study. The isobaric temperature dependence of the Gibbs free energy as found from performing individual FL simulations is in very good agreement with the dependence calculated using the Gibbs-Helmholtz equation. Besides confirming that the temperature dependence of the hydrate found using the FL method is consistent with the Gibbs-Helmholtz equation the result is useful in the sense that simulation time can be saved. The time required to obtain the hydrate enthalpy from an $NPT$ simulation is significantly shorter compared to the time required to obtain the hydrate free energy from a FL simulation. This means that only one FL simulation at each pressure is needed to calculate $G_0$ followed by 3-4 $NPT$ simulations to capture the free energy temperature dependence instead of 3-4 FL simulations to obtain the same result.

4.8.4 The three-phase equilibria of structure I methane hydrate

To obtain the $L_w$-$H$-$V_M$ three-phase equilibrium temperature at a given pressure, it is necessary to satisfy the constraint on the equality of the chemical potential for each species in each phase as shown in eqn. (4.11), and with the same hydrate composition, as discussed earlier. Based on the fact that the fluid phases can be assumed pure, the
following objective function (OF) describing the difference in the methane occupancies at which the chemical potentials of each species are equal has been constructed:

\[
\text{OF} = N_M \left( \mu_M^\nu = \mu_M^\mu \right) - N_M \left( \mu_W^\nu = \mu_W^\mu \right)
\]  

(4.31)

Conditions for equilibrium are met when the OF has a value of zero. In practice, the OF is calculated at constant pressure for different temperatures covering the region for which the equilibrium temperature is expected to lie within. Figure 4.8 shows the values of the objective function for the temperatures explicitly considered in the simulations at the fixed pressure of 100 bar.

![Graph showing the objective function vs temperature](image)

Figure 4.8. Value of the objective function defined by eqn. 4.31 at the different temperatures explicitly considered at 100 bar (filled circles). Line corresponds to the best fit of the points. The objective function has an interpolated value of zero (condition for equilibrium) for the liquid water-hydrate-methane vapor equilibrium at 298.9 K.

The objective function is linear with temperature in the range examined, thus allowing interpolation to obtain the temperature for which the objective function is zero. The same procedure was applied to determine the equilibrium temperature at the other pressures.
Based on this procedure, the calculated L-H-V three-phase equilibrium temperatures in the pressure range 20-500 bar are shown in Figure 4.9 along with experimental data. It can be seen that the linear behavior of the experimental data is also shown by the simulation data. The simulation data is also seen to be shifted to higher temperatures, thus the molecular models predict a larger stable area of methane hydrate compared to experimental observations.

Figure 4.9. Pressure-temperature phase diagram for the liquid water-methane hydrate-methane vapor system comparing experimental data (filled squares) and simulations results (filled circles). The hydrate structure is structure I. The straight lines correspond to the best fit of the data as found from regression. The error bars on the points found from simulation correspond to uncertainty in the temperature estimated from the standard deviations of $\mu^H_{w}$, $\mu^V_{w}$, $(\mu^H_{w} - \mu^H_{v})$, and $(\mu^V_{w} - \mu^V_{v})$.

It is seen that the linearity of the experimental data is also shown by the simulation data though the degree of linearity of the simulation data is not as high as that of the experimental data. Interestingly both the experimental and simulation data show a three-phase equilibrium temperature that bends off towards lower temperatures (deviates from linear behavior) as pressure drops below 100 bar. This might be an effect of the hydrate becoming increasingly non-stoichiometric as pressure decreases.
Figure 4.10 shows the fractional (small/large cage) and total equilibrium hydrate occupancy as a function of pressure, as determined from the simulations. As seen in the figure, the occupancy increases as the equilibrium pressure increases. It has previously been shown that the occupancy, $\theta_{J,i}$ of cavity $i$ by type $J$ molecules follows a Langmuir adsorption relation which has also been applied in the vdWP theory to model the cavity filling as a function of pressure and temperature. The Langmuir relation describing the filling of cages is given by:

$$\theta_{J,i} = \frac{C_{J,i} f_J}{1 + C_{J,i} f_J}$$  \hspace{1cm} (4.32)

where, $C_{J,i}$ are the temperature dependent Langmuir constants found from fitting experimental data and $f_J$ are the fugacities of molecule $J$. Using the Langmuir constants for methane as reported by Munck and coworkers, the fractional and total occupancies of methane hydrate as a function of the equilibrium pressure are also plotted in Figure 4.10. It should be noted that the occupancy found at each pressure is at the corresponding L-H-V three-phase equilibrium temperature as found from either simulation or experiment. As seen in the figure, there is a good agreement between the trends observed in the occupancy found from simulation and those predicted by the Langmuir adsorption relation applied in the vdWP theory. Similar observations for the methane and propane hydrate occupancies as function of pressure have been presented in the literature.

In general, the occupancies found from simulations are slightly lower compared to those predicted by the vdWP theory. Compared to that of the large cages, the occupancy of the small cages is seen to be more strongly dependent on the pressure, both as calculated from simulation and from the vdWP theory. At the same time, the small cage occupancies found from simulations deviate more from those predicted by the vdWP theory when compared to the relative deviation in the large cage occupancies.

The small/large cage occupancy ratios found from simulations were between 0.89-0.98, and the hydration numbers were found to vary between 6.15-5.82 in the pressure region investigated; both of these quantities are not only within the limits reported from theoretical studies, but also within the experimentally reported values.
Figure 4.10. Occupancy of structure I methane hydrate as a function of pressure as found from simulations (filled circles) and calculated from the Langmuir adsorption theory applied in the vdWP approach to calculate the L-H-V three-phase equilibria (continuous line). The Langmuir constants applied in the calculations are those reported by Munck and co-workers. The error bars in the occupancy correspond to the uncertainty estimated from the standard deviations of $\mu_H^m$, $\mu_H^V$, $(\mu_H^m - \mu_H^V)$, and $(\mu_H^V - \mu_H^V)$. The small differences between occupancies from simulation and those predicted by the vdWP theory may be explained by revisiting some of the underlying assumptions of the vdWP theory. Previous studies have shown that the neglect of long range interactions between methane-methane and methane-water in the vdWP theory can cause minor changes in the occupancies; additionally, the effect of assuming a static hydrate framework can have a significant effect on the occupancy relationship, particularly for the small cage occupancy.

4.8.5 The three-phase equilibria of stoichiometric structure I methane hydrate

In Figure 4.10 it was seen that the hydrate occupancies in general were very high and very close to unity for pressures above 100 bar. Below 100 bar the cage occupancies
started decreasing and in particular the small cage occupancy dropped very fast. Interestingly in Figure 4.9 it was noted that the three-phase coexistence temperatures, also below 100 bar, were shifted towards lower temperatures compared to the trend observed at higher pressures. While this shift could be observed for both the experimental and simulation data the shift was most pronounced in the simulation data. This suggests that the level of linearity of the three-phase equilibrium data in the log $P$ versus $1/T$ plane depends strongly on the occupancy of the hydrate. In this context it is interesting to investigate the dependence of the hydrate composition on the location of the L-H-V three-phase equilibria. This has been done by calculating the three-phase equilibria of methane hydrate assuming that the hydrate is fully occupied (stoichiometric). Calculating the three-phase equilibrium temperature assuming a stoichiometric hydrate the OF applied is slightly different compared to the one used when accounting for hydrate non-stoichiometry:

\[
\text{OF} = G_H(\theta = 1) - \left( N_w \mu_w^{L} + N_m \mu_m^{V} \right)
\]  

(4.33)

where $G_H(\theta=1)$ is the Gibbs free energy of the stoichiometric hydrate and $N_w \mu_w^{L}$ and $N_m \mu_m^{V}$ corresponds the free energy of the fluid phase having the same composition as the stoichiometric hydrate ($x_w = 0.852$, $x_m = 0.148$). Other than this the procedure for calculating the three-phase equilibrium temperature is the same as when accounting for hydrate non-stoichiometry. In Figure 4.11 the three-phase equilibria found from experiments and from simulations assuming the hydrate being non-stoichiometric and stoichiometric is shown. In general, there is a better agreement between the experimental results and the simulation results obtained assuming the hydrate is non-stoichiometric (a temperature difference of 4-16 K) compared to the case where a stoichiometric hydrate is assumed (8-16 K).

Interestingly it can be seen that the log $P$ vs. $1/T$ relationship for the stoichiometric hydrate apparently possesses the same high degree of linearity as the experimental data, i.e., the low pressure data does not deviate as significantly from the expected trend observed for the high pressure data. This suggests that the shift in coexistence temperatures observed at low pressures for the non-stoichiometric hydrate is due to the relatively large decrease in the occupancy of the hydrate at these conditions.
Based on the simulation results and their comparison with experimental data, it can be postulated that the equilibrium occupancies at experimental or simulation (non-stoichiometric) conditions do not decrease to the extent predicted by the Langmuir adsorption theory. Indeed there is also experimental evidence that the occupancy of methane hydrate below 100 bar is nearly constant at a value of 0.96\(^2\) despite the fact that the vdWP model and simulations (accounting for non-stoichiometry) predict that the occupancy decreases with pressure. This actually suggests that the Langmuir adsorption theory might not be adequate to describe the filling of gas hydrates as pressure increases.
4.8.6 The three-phase equilibria of stoichiometric structure II methane hydrate

In the nucleation and growth simulations performed very recently by Walsh et al. and Kusalik and it was noticed that sII motifs coexisted with sI through a $5^{12}6^3$ transition cage. It is not known whether the sII and the transition cage is a stable configuration for long simulation times, but determining the three-phase equilibria of the sII methane hydrate will provide more information about the relative stability of these structures. Since it was found for the sI methane hydrate that only the equilibrium temperatures found for pressures below 100 bar were influenced by accounting for hydrate being a non-stoichiometric compound. In performing the calculations here it was assumed that hydrate was fully occupied at all times.

The free energy of the fully occupied sII methane hydrate was found using the FL method. In Table 4.8 a comparison of the free energies found for the sI and sII methane hydrate at 100 bar are shown in the temperature range 270-300 K.

Table 4.8. Gibbs free energy in kJ per mole of water for a fully occupied structure I (sI) and structure II (sII) hydrate calculated with the FL method. A thermal wavelength, $\lambda = 1\text{Å}$ has been used. Calculations were performed at 100 bar and the specified temperature. Numbers in parentheses are standard deviations.

<table>
<thead>
<tr>
<th>Temp (K)</th>
<th>$G_{sI,Full}^H(FL)$ (kJ/mol)</th>
<th>$G_{sII,Full}^H(FL)$ (kJ/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>270</td>
<td>-47.19 (0.06)</td>
<td>-47.31 (0.03)</td>
</tr>
<tr>
<td>280</td>
<td>-46.59 (0.11)</td>
<td>-46.70 (0.03)</td>
</tr>
<tr>
<td>290</td>
<td>-45.98 (0.06)</td>
<td>-46.10 (0.05)</td>
</tr>
<tr>
<td>300</td>
<td>-45.40 (0.07)</td>
<td>-45.51 (0.04)</td>
</tr>
</tbody>
</table>

As seen in general the Gibbs free energy for the fully occupied sII methane hydrate is slightly lower than the sI methane hydrate indicating that the sII hydrate is a little more stable compared to the sI. This is rather surprising since it is well documented experimentally that methane forms sI hydrate at this condition.

Calculating the three-phase equilibrium temperature for the fully occupied sII hydrate the OF applied is similar to the one presented in eqn. (4.33) however now with $x_w = 0.85$ and $x_m = 0.15$ being the stoichiometric composition of sII hydrate. The results are
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presented in Figure 4.12 along with the sI stoichiometric methane hydrate equilibria results.

Figure 4.12. Pressure-temperature phase diagram for the liquid water-methane hydrate-methane vapor system assuming that the hydrate phase formed is fully occupied and that the hydrate structure formed is structure I (sI) and II (sII) methane hydrate. The standard deviation of the sI data point is around 4 K and the standard deviation of the sII data points is around 3 K.

Quite surprisingly it is found that equilibrium points of sI and sII methane hydrate are almost identical and that it actually seems as if the sII structure is preferred in particular at low pressures. Obviously assuming that the hydrate is fully occupied will have an impact on the free energies of the hydrate phase and might result in the sII being found to be more stable. If this is the case it is expected that differences in the occupancies of the sI and sII methane hydrate will be found. In Figure 4.13 the fractional occupancies of the small and large cage of sI and sII methane hydrate are shown as a function of the methane chemical potential.
It is seen that the fractional filling of the sII large cage is slightly higher compared to the filling of the sI large cage while the small cage fractional occupancies are almost the same which seems sound since the $5^{12}$ cage of sI and sII have same number of molecules and are almost identical in terms for size. However due to the lower large to small cage ratio of sII (1:2) compared to sI (3:1) the total occupancy versus methane chemical potential for the sII is actually a little lower than for sI as seen in Figure 4.14. In general it is seen that the two curves have identical occupancies in the limiting regions where the occupancy is either close to 0 or 1. However between a methane chemical potential of -25 to -13 kJ/mol it is seen that the occupancies of the sII hydrate are a little lower than those found for the sI. Such small changes in the occupancy versus methane chemical potential can have a drastic influence on the three-phase hydrate coexistence point, thus it is likely that accounting for variations in the hydrate composition can indeed cause sI to be the structure preferred over sII.
Using CSMGem it is possible to perform methane hydrate coexistence point calculations assuming that the structure formed is either sI or sII. The results of these calculations are shown in Table 4.9.

Table 4.9. Liquid water-methane hydrate-methane vapor three-phase equilibrium calculations done for the structure I (sI) and II (sII) hydrate using molecular simulation and CSMGem.

<table>
<thead>
<tr>
<th>( P ) (bar)</th>
<th>( T ) (K)</th>
<th>sI (Sim)</th>
<th>sII (Sim)</th>
<th>sI (CSMGem)</th>
<th>sII (CSMGem)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>279.5</td>
<td>280.2</td>
<td>265.6</td>
<td>263.3</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>289.4</td>
<td>291.9</td>
<td>279.6</td>
<td>278.6</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>298.5</td>
<td>299.3</td>
<td>286.1</td>
<td>284.6</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>305.6</td>
<td>306.0</td>
<td>291.8</td>
<td>289.6</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>310.4</td>
<td>309.7</td>
<td>294.9</td>
<td>291.9</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>316.4</td>
<td>316.2</td>
<td>299.1</td>
<td>293.9</td>
<td></td>
</tr>
</tbody>
</table>

As seen the hydrate coexistence temperatures found using CSMGem\textsuperscript{79} for the sI and sII methane hydrate are also relatively close however we know sI is the preferred (thermodynamically) structure. Nevertheless there should not be a very big difference in
the coexistence temperature between the two structures. Considering that the standard deviation obtained for the coexistence temperatures from simulations are on the order of 3-4 K it is difficult to conclude which structure will be preferred, since for most cases there will be an overlap between the hydrate coexistence points.

4.8.7 Estimation and calculation of the hydrate dissociation enthalpy

Using the Clapeyron equation it is possible to estimate the enthalpy change, $\Delta H$, that will accompany any phase transition of a pure component (solid→liquid; solid→gas; liquid→gas etc.):

$$\frac{dP}{dT} = \frac{\Delta H}{T\Delta V} \quad (4.34)$$

For the phase transition that goes from the solid/liquid to gas we can make the assumption that the volume of gas is much larger than the volume of an equivalent amount of solid or liquid. Then the volume, $\Delta V$, can be approximated by the volume of gas:

$$\Delta V = V_{\text{gas}} - V_{\text{Liq}} \approx V_{\text{gas}} \quad \text{or} \quad \Delta V = V_{\text{gas}} - V_{\text{Solv}} \approx V_{\text{gas}} \quad (4.35)$$

The volume of gas can then be expressed as:

$$V_{\text{gas}} = \frac{zRT}{p} \quad (4.36)$$

where $z$ is the compressibility of the gas. Substitution of this expression into eqn. 4.32 leads to the following version of the Clapeyron equation:

$$\frac{d\log P}{d(1/T)} = -\frac{\Delta H}{zR} \quad (4.37)$$

Note that in the case of $z = 1$ eqn. (4.37) becomes the Clausius-Clapeyron equation. Eqn. (4.37) is valid for univariant systems like simple hydrates which means that the enthalpy of dissociation, $\Delta H_d$, for hydrates containing only one guest molecule can be
estimated using three-phase equilibrium pressure-temperature data. Plots of log $P$ versus $1/T$ should in principle approximate straight lines from which it is then possible to estimate $-\Delta H_i / \tau R$ as the slope of that plot. One of the problems of applying the Clapeyron equation to three-phase coexistence data in general arises from the non-stoichiometric nature of the hydrate phase.\textsuperscript{214,215} This is however not a substantial problem dealing with L-H-V equilibria since the non-stoichiometry does not change significantly over small temperature ranges and again there are indications that the occupancy of the hydrate might not decrease as significantly as proposed by the vdWP model as discussed previously which also seems to justify this assumption.

Previously the enthalpy of methane hydrate dissociation, $\Delta H_{\text{d,M}}$, has been determined by Sloan and Fleyfel from experimental pressure-temperature equilibrium data using data in the range up to 100 bar to.\textsuperscript{216} In that work $\Delta H_{\text{d,M}}$ was determined to be 56.90 kJ/mol which is very close to the experimental value of 54.20 kJ/mol determined from calorimetry by Handa at 273.15 K and 24.98 bar.\textsuperscript{217,218} Skovborg and Rasmussen tried to reproduce the value determined by Sloan and Fleyfel but found a value of 62.85 kJ/mol and explain the discrepancies as originating in differences in the calculated compressibility factors.

Using the L-H-V equilibrium data found from molecular simulation, $\Delta H_{\text{d,M}}$ has been estimated at conditions very close to those used in the calorimetric studies by Handa. Since simulation L-H-V equilibrium data is available up to 500 bar experimental equilibrium data up to 500 bar has also been applied for a fair comparison of the enthalpies found.\textsuperscript{93} The compressibility factor needed in calculation of $\Delta H_{\text{d,M}}$ from experimental equilibrium data was found using the SRK equation of state. The compressibility factors needed to calculate $\Delta H_{\text{d,M}}$ from simulated equilibrium data were found by performing methane $NPT$ simulations at the pressure and temperature conditions of interest. 4.10 summarizes the results obtained in connection with calculation of $\Delta H_{\text{d,M}}$. It should be noted that extrapolation of the simulation $L_w$-H-V equilibrium data was necessary to calculate $\Delta H_{\text{d,M}}$ at 273.15 K.
Table 4.10. Enthalpy of dissociation for methane hydrate determined from the Clapeyron equation using simulation and experimental data for the liquid water – methane hydrate – methane vapor three-phase equilibrium. The experimental value is obtained from calorimetry as reported by Handa.217,218

<table>
<thead>
<tr>
<th></th>
<th>P/T (bar/K)</th>
<th>Slope</th>
<th>z</th>
<th>ΔH_{d,M} (kJ/mol)</th>
<th>Abs. deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. value</td>
<td>25/273.15</td>
<td>-</td>
<td>-</td>
<td>54.20</td>
<td>-</td>
</tr>
<tr>
<td>Exp. P-T data</td>
<td>25/273.15</td>
<td>-9363</td>
<td>0.941</td>
<td>73.28</td>
<td>35.2</td>
</tr>
<tr>
<td>Sim. non-stoich.</td>
<td>25/277.95</td>
<td>-6677</td>
<td>0.956</td>
<td>53.10</td>
<td>2.0</td>
</tr>
<tr>
<td>Sim. non-stoich.</td>
<td>16.71/273.15</td>
<td>-6677</td>
<td>0.970</td>
<td>53.90</td>
<td>0.6</td>
</tr>
<tr>
<td>Sim. stoich.</td>
<td>25/282.20</td>
<td>-7685</td>
<td>0.963</td>
<td>61.56</td>
<td>13.6</td>
</tr>
<tr>
<td>Sim. Stoich.</td>
<td>10.16/273.15</td>
<td>-7685</td>
<td>0.982</td>
<td>62.70</td>
<td>15.7</td>
</tr>
</tbody>
</table>

From Table 10 it is noticed that the ΔH_{d,M} obtained from experimental L-H-V data deviates significantly (35.2 %) from the experimental value and even more compared to the values found by Sloan and Fleyfel and Skovborg and Rasmussen. However as described above, Sloan and Fleyfel used data up to 100 bar while data up to 500 bar is used here, indicating that ΔH_{d,M} is very sensitive to the range of experimental data used to regress the slope, hence also \(-\Delta H_d/zR\). That the slope seems rather sensitive to the pressure-temperature range applied suggests that the non-stoichiometry of the hydrate, unexpectedly, is causing problems in connection with applying the Clapeyron equation for calculation of ΔH_{d,M}. Another reason for the deviations observed could be that the volumes of the condensed phases have been neglected, which in more recent works has been shown to cause ΔH_{d,M} becoming too large.219

Based on the simulation L-H-V equilibrium data assuming a non-stoichiometric methane hydrate, ΔH_{d,M} is found to be within 2% of the experimental value (either the pressure or temperature match experimental conditions). The reason why ΔH_{d,M} found at 277.95 K is lower than ΔH_{d,M} found at 273.15 K, is due to the compressibility factor of methane being smaller at 25 bar compared to 16.71 bar. Assuming a stoichiometric hydrate ΔH_{d,M} deviates by around 15% from the experimental value. Again the enthalpy at the lower temperature is slightly higher than at the higher temperature value due to the compressibility differences. Interestingly it is the data set showing the least linearity in
the log $P$ versus $1/T$ plane (showing least Clapeyron behavior) which gives the best estimate of $\Delta H_{d,M}$ (see Figure 4.9).

Alternatively it is possible independently to determine the enthalpy of each species (hydrate, water and methane) by performing individual \textit{NPT} simulations at the pressure and temperature conditions listed in Table 4.10. In this case $\Delta H_{d,M}$ can then be calculated by considering the equation representing the dissociation of methane hydrate to gaseous methane and liquid water:

$$\text{CH}_4 \cdot n\text{H}_2\text{O}(s) \leftrightarrow \text{CH}_4(g) + n\text{H}_2\text{O}(l)$$ \hspace{1cm} (4.38)

After dissociation has taken place the liquid water will contain small amounts of methane and the methane will contain small amounts of water which theoretically will impact $\Delta H_{d,M}$. However as was shown in section 4.8.2 the liquid and vapor phases can be assumed pure, to a very good approximation. For the non-stoichiometric hydrate the composition at the chosen conditions has been estimated from fitting a Langmuir type equation to the data in Figure 4.10. From SGMC simulations the enthalpy of the hydrate at the given compositions was determined and the results are presented in Table 4.11.

As seen from the table the enthalpies of methane hydrate dissociation found directly from \textit{NPT} and SGMC simulation assuming the hydrate is non-stoichiometric are very close to the values determined from the simulation \textit{PT} data using the Clapeyron relation and for this reason also in good agreement with the experimental value. It is also noted that the value of $\Delta H_{d,M}$ found at 16.71 bar and 273.15 K is slightly higher compared to the one found at 25 bar and 277.95 K which is consistent with what was found using the Clapeyron relation and is caused by the difference in methane compressibilities as mentioned above. The enthalpies of hydrate dissociation assuming the hydrate has a stoichiometric composition are slightly lower than when the hydrate is assumed non-stoichiometric, however they are still in reasonably good agreement with the experimental value.
CHAPTER 4. Molecular simulation of gas hydrates

Table 4.11. Enthalpies of methane hydrate dissociation, $\Delta H_{d,M}$ found from eqn. (4.38) by calculating the enthalpies of the three species from NPT simulations. $\Delta H_{d,M}$ has been determined assuming that the hydrate is non-stoichiometric according to the equilibrium composition given in Figure 4.10 and assuming that the hydrate is stoichiometric.

<table>
<thead>
<tr>
<th>$P/T$ (bar/K)</th>
<th>$\theta$</th>
<th>$\Delta H_{d,M}$ (kJ/mol CH$_4$)</th>
<th>Abs. deviation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. value</td>
<td>25/273.15</td>
<td>-</td>
<td>54.20</td>
</tr>
<tr>
<td>Sim. non-stoich.</td>
<td>25/277.95</td>
<td>0.939</td>
<td>50.76</td>
</tr>
<tr>
<td>Sim. non-stoich.</td>
<td>16.71/273.15</td>
<td>0.912</td>
<td>50.86</td>
</tr>
<tr>
<td>Sim. stoich.</td>
<td>25.00/282.20</td>
<td>1</td>
<td>49.87</td>
</tr>
<tr>
<td>Sim. stoich.</td>
<td>10.16/273.15</td>
<td>1</td>
<td>48.54</td>
</tr>
</tbody>
</table>

Based on these findings it is concluded that the Clapeyron equation should be used with extreme caution for estimating $\Delta H_{d,M}$. This conclusion is supported by the variation in $\Delta H_{d,M}$ values reported in literature using this method as they span from 52.9-67.85 kJ/mol. On the other hand using the TIP4P/Ice potential model to calculate the enthalpy of melting/dissociation for solids having a high water content should be a relatively good approximation based on the findings here. This is further supported by the fact that the enthalpy of melting of ice has been found using the TIP4P/Ice model to be 5.40 kJ/mol which is close to the experimental value of 6.02 kJ/mol.
Chapter 5

Conclusions and recommendations

The kinetics of different gas hydrate forming systems have been investigated experimentally using different experimental apparatuses and methods and analytically using a gas hydrate induction time model. The effect of different KHIs on the formation of gas hydrates has been quantified, including the effect of ice-structuring proteins isolated from insects and fish and considered as novel KHIs.

Using MC simulations the three-phase liquid water-methane hydrate-methane vapor equilibrium was determined over a broad range of temperature and pressure as well as other physical properties of methane hydrate. In the following sections the main conclusions and recommendations for future work is presented.

5.1 Conclusions

The nucleation of sI and sII gas hydrate was investigated experimentally using stirred cells and a high pressure DSC. From the stirred cell experiments it was found that a relatively large scattering of the measured induction times of hydrate formation can be expected stressing that the nucleation of gas hydrates is stochastic. By plotting induction times of propane hydrate formation against supersaturation, information about the formation mechanism and certain microscopic hydrate properties was obtained using an induction time model. The results suggest that the hydrate nucleation mechanism is highly heterogeneous and that the effective surface energy between the hydrate and the
substrate can be regarded as a dynamic surface energy. Adding a KHI to the hydrate forming system will cause the nucleation mechanism to become more homogeneous whereby longer induction times may be expected whereas the effective surface energy between the hydrate and the substrate was found to increase. The reproducibility of the induction time of hydrate formation can be improved significantly by crystal seeding. This was done by adding small amounts of impurities to the hydrate forming system or by forming hydrate precursors in the aqueous solution that constitutes part of the hydrate forming system. Using a crystal seeding procedure the formation rate of sI and sII hydrates was quantified and the effect of introducing NaCl, heptane and two KHIs was investigated. It was found that sI forms more rapidly than sII while both NaCl and heptane were found to promote hydrate formation. PVCap and ISP from the ocean pout were shown capable of prolonging both the induction time of sI and sII quite effectively, the ocean pout ISP being slightly superior compared to PVCap. Despite reports that PVCap is a better KHI of sII hydrate (based on the fact that PVCap can withstand higher subcoolings for sII hydrate), findings in this work suggest that PVCap inhibits sI and sII hydrate equally well - a conclusion reached by including both the formation kinetics and the equilibrium conditions of sI and sII hydrate in the analysis.

Nucleation of gas hydrates was also investigated using a high pressure DSC. The advantage of using this type of equipment is that it allows studying hydrate nucleation in very small samples which is beneficial when studying the KHI potential of novel KHIs which are yet not available in large amounts. The main disadvantage of DSC is that it requires a large subcooling to form hydrate and that isothermal experiments often result in scattered induction time measurements. A test procedure based on the hydrate precursor method was used in the DSC experiments to promote nucleation. This method allowed the study of methane hydrate formation at moderate degrees of subcooling and measurement of the methane hydrate induction time. Addition of very small amounts of the ISP found in the Danish bark beetle to the hydrate forming system, caused the induction time of methane hydrate to increase significantly, thus the bark beetle ISP (which is the most efficient ISP known) also holds great potential as a KHI.

Growth studies of sI and sII hydrate were performed at constant temperature and pressure using a newly designed experimental set-up. The growth profile, (the percentage
of water converted to hydrate as a function of time), of hydrates formed from pure water was found to be linear and again sI hydrate was found to form faster than sII. However where ocean pout ISP or PVCap was added to the aqueous phase the growth profile was found to be split in two stages. Initially the growth pattern followed a second order polynomial but then shifted and became linear. These results suggest that certain KHIs, capable of adsorbing on the surface of the growing hydrate, will minimize the hydrate surface area dramatically enough that the intrinsic kinetics, i.e. mainly the surface reaction process, will control the growth in contrast to when no KHIs are present and mass transfer from the gas to the liquid phase will be the limiting step.

The results suggest that certain ISPs have the potential to substitute the KHIs used by the oil and gas industry today and may even add to the defense against hydrates considering that some of the ISPs are better KHIs than PVCap. Furthermore implementation of ISPs in flow assurance also offers a way to eliminate KHIs with low biodegradability used by the industry today. Currently, however, the production of ISPs is not at a scale where they can be used in practical applications.

Monte Carlo simulations were used to calculate the three-phase liquid water-methane hydrate-methane vapor equilibrium in the pressure range 20-500 bar based on molecular models for water (TIP4P/Ice) and methane (Lennard-Jones united-atom). Vapor-liquid equilibria calculations for the binary methane-water system showed that the fluid phases were nearly pure for the conditions studied, and thus the effect of accounting for mixing in these phases had a negligible contribution to the chemical potential of the majority species. For this reason, the pure component values were used for the chemical potentials of liquid water and methane vapor to simplify the criteria for phase coexistence.

The deviation in the coexistence temperature between the simulation and experimental data increased with pressure, from 4 K at 20 bar to 16 K at 500 bar. The simulation data followed approximately a Clapeyron (linear) behavior in the \( \ln P \) versus \( 1/T \) plot though not as markedly as the experimental data. The hydrate occupancies found at equilibrium from the simulations were in reasonably good agreement with those calculated from the van der Waals and Platteeuw approach, which uses a Langmuir adsorption analogy.

Assuming that the hydrate was fully occupied by methane improved the fit of the simulation data to the Clapeyron equation. This suggests that the composition of the
hydrate might not be accurately represented by the Langmuir adsorption analogy applied in the vdWP theory. This suggestion is further supported by experimental evidence that the occupancy of methane hydrate never falls below 0.96 even in the low pressure ranges. Surprisingly it was found that the fully occupied sII methane hydrate was thermodynamically favored over the sI, however there are indications that accounting for the non-stoichiometric nature of the hydrate will favor the formation of sI. The potential models used were also found to capture the dissociation enthalpy of methane hydrate within 10% of the experimental value.

Determining the phase equilibrium of a multi-component, multi-phase system is an intricate and computationally intensive process, however, such calculations are essential if proper conclusions are to be made from hydrate simulations defined in terms of subcooling or over-pressurization. The methodology and results reported here serve as a foundation for future studies investigating both equilibrium and dynamic simulations employing molecular models. It should be noted that the results presented are specific to the molecular models used, and phase boundaries may differ significantly between different molecular models; caution should be exercised when determining whether a simulated system is thermodynamically stable within the hydrate phase envelope.

5.2 Recommendations for future work

The nucleation of gas hydrates continues to be a very challenging area, in particular the study of the nucleation mechanism. While molecular simulations have proven quite useful in this study, a true comparison between what is observed in the simulation box and what can be observed experimentally has not been performed. Studying the formation rate of sI and sII hydrate using molecular simulation offers a way of testing the model against experimental data on a qualitative basis since it is known from experiments that formation of sI hydrate is faster than sII hydrate. If such studies are successful this will open up for using molecular simulations to study the effects of known KHI's on the formation of gas hydrates and a comparison with experimental results can be made. In direct continuation of the simulation work done here it is recommended to investigate if the non-stoichiometric sII hydrate is also more stable than the non-stoichiometric sI.
methane hydrate or if taking into account the non-stoichiometric nature of methane hydrate will actually alter the preferred thermodynamic structure of methane hydrate.

From an experimental point of view the way in which nucleation results from different apparatuses can be translated and compared is of great interest - not at least how lab scale experiments translate to pilot scale flow lines. In this context and as a continuation of this work it would be interesting to study how the isothermal induction time measurements obtained using the high pressure DSC applying the hydrate precursor method relate to constant cooling rate high pressure DSC experiments or stirred cell experiments. An important goal is ranking how efficient KHIs are found to be using the different methods. In relation to applying the precursor method in high pressure DSC experiments it is also interesting to investigate the effect of superheating and hold time during the production of precursors on the induction time, considering that the method has only been applied for the few studies performed in this work.

Further nucleation studies to investigate the KHI potential of especially the Danish bark beetle ISP should be performed to clarify whether it is actually as promising a KHI as the initial results suggest. In this relation it is also interesting to investigate if it is possible to boost the KHI potential of the ISPs by adding small amounts of (for example) citrate or glycerol to the ISP solution since these compounds have been reported to enhance the ISP antifreeze activity significantly.221

Finally a detailed study and analysis of potential ISP production methods should be performed to reveal if it is possible from a practical point of view to produce ISP in the amounts required if it is to be used as a KHI in oil and gas applications as well as estimating if it can be produced at a price that is comparable to that of PVCap.
References

1 http://www.pet.hw.ac.uk/research/hydrate/images/hydrates/structures_large.jpg (30.06.10).
6 van der Waals, J. H., Trans. Faraday SOC. 1956, 52, 184.
8 Kelland, M., SPE 1995, 30420.
29 Parks-Lee, Bevin, Fidoe, S. In oilfield chemistry, green is the color of progress, Oil&Gas Financial Journal, issue 11, volume 6, November 2009.
34 Moon, C., Taylor, P.C., Rodger, P.M., JACS 2003, 125, 4706.
47 Clarke, M., Bishnoi, P.R., The Canadian Journal of Chemical Engineering 2001, 79, 143.
50 Clarke, M., Bishnoi, P.R., Ann. N.Y. Acad. Sci. 2000, 912, 556.
52 Ostwald, W., Zeit fur Physik Chemie 1900, 34, 495.
56 Bishnoi, P.R., Natarajan, V., Fluid Phase Eq. 1996, 117, 168.
Englezos, P., Kalogerakis, N., Dholabhai, P.D., Bishnoi, P.R., Chem Eng Sci 1987, 42:2647
110 Berthoud, A., Journal de Chimique Physique 1912, 10, 624.
128 Frenkel, D., Smit, B. *Understanding Molecular Simulation: From Algorithms to Applications*, Academic
211 Handa, Y.P., Calorimetric studies of laboratory synthesized and naturally occurring gas hydrates, paper presented at *AIChE Annual meeting* Miami Beach, Nov 2-7 (1986).
Appendix I

Paper 2
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Monte Carlo simulation methods for determining fluid- and crystal-phase chemical potentials are used for the first time to calculate liquid water—methane hydrate—methane vapor phase equilibria from knowledge of atomic interaction potentials alone. The water and methane molecules are modeled using the TIP4P/2005 potential and a refined-atom Lennard-Jones potential, respectively. The equilibrium calculation method for this system has three components: (i) Thermodynamic integration from a supercritical ideal gas to obtain the fluid-phase chemical potential, (ii) calculation of the chemical potential of the supercritical fluid system using thermodynamic integration from an Einstein crystal reference state, and (iii) thermodynamic integration to obtain the water and guest molecules’ chemical potentials as a function of the hydrate occupancy. The three-phase equilibrium curve is calculated for pressures ranging from 20 to 500 bar and is shown to follow the Clapeyron behavior, in agreement with experiment, as confinement pressures differ from the latter by $4\times10^4$ K in the pressure range studied. The enthalpy of dissociation extracted from the calculated $P$–$T$ curve is within $2\%$ of the experimental value at corresponding conditions. While computationally intensive, simulations such as these are essential to map the thermodynamically stable conditions for hydrate systems.

Introduction

Clathrate hydrates, often called gas hydrates, are ice-like inclusion compounds that generally form at low temperatures and high pressures with guest molecules trapped (encapsulated) inside of hydrogen-bonded water cages. Hydrates are relevant in a variety of scientific and industrial contexts, including climate-change modeling, carbon dioxide sequestration, hydrocarbon extraction, hydrogen and natural gas storage, separation and refinement technologies, marine biology, and planetary surface chemistry.1

The prediction of hydrate-phase boundaries as a function of temperature, pressure, and composition for various hydrate-forming systems, including simple and mixed gas systems, is often performed using the established empirical statistical mechanical theory of van der Waals and Platteeuw (vdWPs),2,3 which is an example of the common industrial use of statistical mechanics.1 However, it is also possible to compute hydrate thermodynamics using molecular simulations with model intermolecular potentials. Such simulation studies can independently evaluate the vdWPs approach and may contribute to improving this model. For example, a recent study compared guest occupancy of the vdWPs model to Monte Carlo (MC) simulation using the SPC/E water model in combination with a Lennard-Jones 12–6 potential for methane.4 The comparison suggested that the physical significance of the vdWPs approach may be improved by including long-range water–methane interactions while still neglecting guest–guest interactions. This groundbreaking study introduced methods to calculate free energies and chemical potentials in the hydrate phase but did not examine phase boundaries. An earlier study by the same authors did estimate the phase diagram of hydrates but used approximate theories for the fluid-phase calculations.5 It would therefore be valuable to have an independent determination of the hydrate-phase boundary based on knowledge of the intermolecular potentials. The present paper reports the first such study to do so.

The study of gas hydrate using molecular simulation is also compelling because it enables the molecular-level analysis of dynamic phenomena such as hydrate formation and dissociation, providing a level of detail unavailable in typical laboratory investigations. For example, it has recently been shown that molecular dynamics (MD) simulation can be utilized to observe the spontaneous nucleation and growth of methane hydrate starting from a phase-separated water and methane system at elevated pressure and low temperature.6 The potential models used in those simulations were the TIP4P/2005 model for water7 and the united-atom Lennard-Jones model for methane.8 Considering that the chosen water model was parametrized based on a fit to the ice–water phase diagram, it is encouraging that MD simulations employing the model lead to the formation of a clathrate structure upon cooling and pressurization in the presence of methane. C.

Calculating the three-phase equilibrium of a gas hydrate system with molecular models and simulations not only provides useful information for comparison and evaluation of established models but also helps define the thermodynamic state of a system when considering simulations of equilibrium and dynamic phenomena, such as nucleation and growth, in which the temperature and pressure are usually specified. From
experiments, it is well-known that the driving force for the formation of gas hydrates is strongly dependent on the degree of subcooling or overpressurization relative to the equilibrium hydrate formation temperature or pressure.6,13 Therefore, it is evident that the driving force, in terms of subcooling/overpressurization, must also be well-defined when considering the formation of gas hydrates in molecular simulations. Nonetheless, all such simulation studies in date have arbitrarily set a temperature and pressure; in the absence of knowledge about the actual hydrate formation boundary, and thus the degree of subcooling or overpressurization for the specific molecular models used.

With these considerations in mind, we have established a procedure to calculate the three-phase equilibrium for the liquid water–hydrogen–methane vapor (LWH–V) system from molecular simulations. We used different MC simulation methodologies to calculate the chemical potentials of liquid water and methane vapor and the chemical potentials of methane and water in the hydrate phase, from which three-phase equilibrium is determined.

Methods and Models

For a two-component (water and methane) three-phase (LW–H–V) equilibrium, the chemical potentials (p) of both species in all phases are equal at a given temperature and pressure, that is

\[
\mu_W^L = \mu_W^H = \mu_W^V
\]

\[
\mu_M^L = \mu_M^H = \mu_M^V
\]

where the subscripts W and M refer to water and methane, respectively. At equilibrium conditions, dense ordered (hydrate), dense disordered (liquid), and low-density (vapor) phases coexist, thus, thermodynamic integration along multiple paths is required to obtain all of the necessary chemical potentials. For each phase at a specified temperature and pressure, the chemical potential of each species varies with the composition in that phase. This is illustrated for the solid hydrate phase in Figure 1, which plots the methane and water chemical potentials versus the number of methane molecules at a fixed temperature, pressure, and number of water molecules. Similar plots exist for the liquid and vapor phases. For a given temperature and pressure, equality of chemical potentials between two phases for each species, that is, two-phase equilibrium, will occur only at a specific composition in each phase. In accordance with the Gibbs phase rule, three-phase equilibrium can then only occur at the coexistence temperature at a given pressure (or coexistence pressure at a given temperature). At three-phase coexistence conditions, the composition in the hydrate phase to be in equilibrium with the gas phase will be the same as the hydrate composition to be in equilibrium with the liquid phase.

Considerable simplification can be made, however, when a phase at coexistence is nearly pure, as is the case for the nearly pure liquid water and nearly pure methane vapor phases. In these cases, the chemical potential of the majority species (\(\mu_M^L\) or \(\mu_W^V\)) is well-approximated by its pure-phase chemical potential (\(\mu_M^L = \mu_M^L\) or \(\mu_W^V = \mu_W^V\)). The accuracy of this approximation can be assessed by mixture vapor–liquid equilibrium (VLE) simulations and is found to be extremely good for the systems studied here, as described below. In the present case, this implies that for a given pressure, the coexistence temperature can be determined as that temperature for which the hydrate composition

![Figure 1. Chemical potential of methane in the vapor phase, \(\mu_M^V\) (squares), in the hydrate, \(\mu_M^H\) (circles), and in the liquid phase, \(\mu_M^L\) (triangles), plotted as a function of the hydrate occupancy. A thermal wavelength, \(\lambda = 1\ \text{ Å}\), was used in calculating the chemical potential for all phases. The number of methane molecules, \(N_M\), in the hydrate has a maximum value of 94, corresponding to a \(2 \times 2 \times 2\) sl hydrate unit cell. The temperature and pressure here are on the three-phase coexistence curve (2089 K and 100 bar), and therefore, the condition of equal chemical potentials is satisfied at the same composition, as shown by the vertical dashed line.](image)

Figure 1 illustrates the condition of coexistence of the hydrate phase and the gas and liquid phases. The following simulation methods and calculations were performed to obtain each of the chemical potentials in eq 1, allowing determination of the three-phase coexistence temperature, pressure, and hydrate composition (mole fractions) on the LW–H–V line. The procedure summarized below for the calculation of chemical potentials in the hydrate phase is detailed elsewhere: 14

**Chemical Potential of Water (\(\mu_W\)) and of Methane (\(\mu_M\)) in the Hydrate.** The calculation of chemical potentials in the hydrate phase follows the procedure outlined by Wierzbowski and Momeni, which we briefly summarize here. The calculation proceeds first by the generation of a hypothetical empty hydrate and calculation of the chemical potential of water therein, followed by integration of the change in chemical potential of both water and methane due to the incorporation of methane at various compositions. The latter is carried out using semigrand MC simulations described below.

An equilibrium hydrate is then calculated by NVT simulations...
Liquid Water–Hydrate–Methane Vapor-Phase Equilibria

(At the density determined above) using the methodology described by Frenkel and Ladd,\textsuperscript{16} the Frenkel–Ladd method is implemented with modifications to treat the orientation of freedom and the effect of fixed centers of mass.\textsuperscript{17,18} Below, we simply refer to this as the FL method. The method is based on thermodynamic integration of the Helmholtz free energy by taking a reversible path to the system of interest from a classical Einstein crystal for which the Helmholtz free energy can be calculated analytically. Once the Helmholtz free energy for the hydrate is known, the chemical potential of water in the empty hydrate is given by

$$\mu_w^H = \frac{A + PV}{N_w^0}$$

(2)

where $N_w$, V, and P are the number of water molecules, volume, and pressure of the empty hydrate, respectively.

Methane is then introduced into the hydrate lattice at fixed values of methane chemical potential using $N_0$, $PT$ semigrand MC simulations. For each value of the chemical potential, the number of methane molecules in the hydrate, $N_M^0$, can be calculated (squares in Figure 1).

The Gibbs–Duhem relation for a two-component system implies that the change in the water chemical potential depends on the change in the methane chemical potential, namely, that at constant temperature and pressure, $N_0^0d\mu_w + N_M^0d\mu_M^0 = 0$.

The water chemical potential in the hydrate can thus be obtained as

$$\mu_w^H - \mu_w^{H0} = -\frac{1}{N_w^0} \int_{\mu_w^{H0}}^{\mu_w^H} \frac{d\mu_M^0}{\mu_M^0}$$

(3)

and plotted versus $N_M^0$ at the desired temperature and pressure (triangles in Figure 1). From the figure, we can see that the chemical potential of water in the hydrate is less sensitive to the methane occupancy in the hydrate compared to the chemical potential of methane in the hydrate phase. This is understandable as the number of water molecules is much greater than the number of methane molecules.

Finally, note that the Gibbs free energy of the hydrate at any given composition can be expressed as

$$G_H = \mu_w^{H0}N_w^0 + \mu_M^{H0}N_M^0 + N_M^0\mu_M^0 - \sum_{i=1}^{N_r} \mu_i N_i - RT\ln(\gamma_i)$$

(4)

These values can be compared with direct FL thermodynamic integration as a validation of the semigrand method for accounting for hydrate filling, as shown below.

**Chemical Potentials of the Fluid Phases ($\mu_w$, $\mu_M$, $\mu_c$, $\mu_i^r$).** The chemical potentials for a mixture can be expressed as

$$\mu(T, P, \chi) = \mu(T, P) + RT\ln(\gamma)$$

(5)

where $\mu$ is the pure component (methane or water) chemical potential at the mixture temperature, T, and pressure, P. $\chi$ is the mole fraction of the pure component, and $\gamma$ is the activity coefficient of species i in the mixture. For nearly pure phases, $\chi_i = 1$ for the majority species, and the Lewis–Randall rule, $\gamma_i = 1 + A(\chi_i) = 1$, applies.

The chemical potential of a pure component is found from thermodynamic integration (TI). If the chemical potential at one pressure is known, then the chemical potential at any other pressure along an isotherm can be found as

$$\mu(T, P) = \frac{\mu(T, P_i)}{k_BT} - \frac{\mathcal{J}_{i}(T, P)}{k_BT} dP$$

(6)

where $\rho_i$ is the number density and $k_B$ is the Boltzmann constant. Likewise, along an isobar, the temperature dependence of the chemical potential is given as

$$\frac{\mu(T, P)}{k_BT} = \frac{\mu(T, P_f)}{k_BT_f} - \int_{T_f}^{T} \frac{H}{k_B} dT$$

(7)

where $H$ is the molar enthalpy of water or methane. The starting point of the thermodynamic integration can be chosen arbitrarily; however, the ideal gas is often a convenient choice given that its chemical potential can be calculated analytically. The ideal gas chemical potential is given by

$$\mu_i^{IG} = \frac{p_i}{k_BT} = \ln(p_i^A)$$

(8)

where $\Lambda = h/(2 \pi m k_B T)$\textsuperscript{12} is the thermal wavelength, with $h$ as Planck’s constant and m as the molecular mass; this term cancels out when comparing chemical potentials between phases in equilibrium. Even if $T$ simulations along the thermodynamic integration path, the chemical potential of each fluid is calculated in the temperature and pressure regions of interest.

For testing the assumption that the chemical potentials of the pure phases are good approximations to the chemical potentials of the phases with dissolved methane or water, the fluid solubilities were calculated. The mole fraction of a compound in the gas phase ($x_i^G$) for near-ideal conditions can be described well in terms of the partial pressure of the compound

$$x_i^G = \frac{p_i}{P}$$

(9)

where the total pressure, $P$, is the sum of the partial pressures. Likewise, the solubility of a small (covalent) molecular in an aqueous phase ($x_i^H$) is well-described by Henry’s law, which is given by

$$k_{H,i} = \frac{P}{x_i^H}$$

(10)

Henry’s constant can also be related to the excess chemical potential of the solvent, $\mu^{ex}$, by

$$k_{H,i} = \rho_p T \exp(\mu^{ex}/RT)$$

(11)

where $\rho_p$ is the solute density. The excess chemical potential of the solute can be calculated from two-particle insertion (TP) simulations.\textsuperscript{15} The change in chemical potential resulting from the solubility calculations at various $T$ and $P$ conditions can
then be compared in magnitude relative to the pure phase approximations, as shown below.

**Simulation Details and Potential Models**

The united-atom Lennard-Jones representation was used for the water and methane molecules. The water molecules were modeled using the TIP4P/ice potential. The error interactions between methane and water were accounted for with the Lorentz-Berthelot combining rule. The TIP4P/ice potential model accurately describes the solid–liquid equilibrium between hexagonal ice and liquid water up to 2000 bar. Considering that hydrate is also a solid with a crystalline structure, it mainly composed of water molecules, it is plausible that the TIP4P/ice model, together with a suitable model for the gas molecules, is capable of describing the thermodynamic properties of gas hydrates.

Monte Carlo simulations used the standard Ewald summation method for the long-range electrostatic forces. Similarly, an Ewald summation approach was applied to evaluate the long-range dispersion interactions using a lattice sum method. A convergence parameter of 4L was used, where L is the lattice parameter for ice hydrate. For all simulations, the cutoff radius was 10 Å.

For the fluid-phase simulations, 500 water or methane molecules were used. The density and/or the density of the fluid phases were obtained from NPT simulations. Typically, 50,000–100,000 equilibration cycles followed by 100,000–200,000 production cycles were required to obtain statistically acceptable averages of the densities and enthalpies. A cycle corresponded to a set of N trial moves, where N is the number of molecules in the system. The starting point for the integration path was in both cases 1 bar and 800 K, and the ending points of the integration were between 20 and 500 bar and 270 and 320 K.

By performing the NPT simulations in small steps of temperature and pressure, the chemical potential for water or methane was obtained from eq 6 or 7 by integration using the trapezoidal rule. Step lengths may vary depending on whether region of the P–T diagram the step is done, however, smooth curves must be used in order to get accurate integration. The solubility of methane in water was found from TIP4 simulations. Using the methodology described by Bennett, TIP4 simulations were performed in the NPT ensemble to obtain the solvent (water) density and relative (methane) excess chemical potentials, from which Henry’s constants were obtained. The Bennett method was used as it has been reported to offer improved accuracy over the Widom method. For these simulations, 500 water molecules were first equilibrated for more than 100,000 cycles, after which four stages of more than 500,000 cycles were performed. In the first stage, insertions of test particles were performed with five insertions attempted per cycle, and in the following three stages, the particles were deleted.

The zero-occupancy empty hydrate lattice consisted of 606 water molecules (2 × 2 × 2 of hydrate unit cell); NPT simulations were performed for 20,000 equilibration cycles and 200,000 cycles for averaging. The densities obtained were used as input to the semigrand MC and FL simulations. The semigrand MC simulations were conducted over a range of methane chemical potentials (μm) from states in the neighborhood of the zero-occupancy hydrate (single occupancy of cages). Integrations of eq 3 was done using the trapezoidal rule in intervals of Δμm = 0.837 kJ/mol.

The third simulation type involved the calculation of the chemical potential of water in the zero-occupancy hydrate (μw).

### Table 1: Vapor–Liquid Equilibrium for the Binary Water–Methane System at 100 bar and in the Temperature Range of 275–310 K as Found From Experiments and Monte Carlo Simulations

<table>
<thead>
<tr>
<th>T (K)</th>
<th>l(w) (kmol)</th>
<th>x(w)</th>
<th>y(m) (10^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>275</td>
<td>0.0003</td>
<td>0.0042</td>
<td>0.0257</td>
</tr>
<tr>
<td>285</td>
<td>0.0028</td>
<td>0.0037</td>
<td>0.0372</td>
</tr>
<tr>
<td>290</td>
<td>0.0028</td>
<td>0.0029</td>
<td>0.0704</td>
</tr>
<tr>
<td>300</td>
<td>0.0074</td>
<td>0.0002</td>
<td>0.0454</td>
</tr>
<tr>
<td>310</td>
<td>0.0127</td>
<td>0.0010</td>
<td>0.0304</td>
</tr>
</tbody>
</table>

*The numbers in parentheses for the simulated Henry’s constants indicate the standard deviation.*

which, according to eq 3, is necessary for calculating the chemical potential of water in the occupied hydrate (μw). In addition, μw is used for calculating the Gibbs free energy of the hydrate at any given composition according to eq 4. The Henry’s free energies of the energy and full hydrate were found using the FL method. The coordinates of the oxygen atoms for the perfect crystal used in specifying the Hamiltonian, $H_{\text{disch}}$, were those given for the full hydrate. The force constants used in the FL method were $\lambda_1 = 25000 kJ/mol$ and $\lambda_2 = 25000 kJ/mol$. Simulations were performed for 500 relaxation cycles and 50,000 average cycles. Calculation of the Helmholtz free energy was performed using a 20 point Gaussian quadrature.

### Results and Discussion

We first consider the calculation of the fluid-phase VLE, which was done at 100 bar and in the temperature range of 275–310 K. The solubility of methane in water was found from the TIP simulations. The fraction of water in the vapor phase was estimated using eq 9 and using the vapor pressure data for water modeled using TIP4P/ice as reported by Chalouhi et al. as the water partial pressure. The water partial pressure was determined by the equilibrium condition with the hydrate phase. Since only the water vapor pressure of TIP4P/ice at the temperature range of 300–450 K were reported, we extrapolated the data to 275 K. Since the vapor pressures show a high degree of linearity in the log P versus 1/T plot, the error resulting from the extrapolation should be relatively small. Nonideal effects are assumed to be small in the gas phase under the conditions studied, and in any case, the water partial pressure is so low that the effect on the chemical potentials of the species in the hydrate is still negligible. The results of the VLE calculations along with experimental values are provided in Table 1. Experimental Henry’s constants were calculated using a semiempirical correlation based on a best fit to experimental data in the temperature range of 273.15–633.15 K. The experimental fractions of water found in the vapor phase are based on experimentally determined vapor pressures of water.

As seen from Table 1, the TIP4P/ice water model in combination with the OPLS potential model for methane predicts the solubility of methane in water to be around 30–50% lower than the experimental values, while the amount of water in the vapor phase is on the order of 20–25 times lower than the experimental values. The low solubility of methane (modeled with the OPLS and the TraPEE (force fields) to water using other versions of the TIP4P water potential has previously been reported, thus providing additional evidence that the results found here seem reasonable and consistent with existing studies.
TABLE 2: Pure Component Chemical Potential of Water and the Contribution to the Liquid Water Chemical Potential From Accounting for the Solubility of Methane in Water

<table>
<thead>
<tr>
<th>T (K)</th>
<th>( \mu_L (k_{B}T) )</th>
<th>( RT \ln \left( \frac{1 - x}{x} \right) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>275</td>
<td>-43.07 (0.00)</td>
<td>-0.077 (0.0010)</td>
</tr>
<tr>
<td>200</td>
<td>-43.27 (0.00)</td>
<td>-0.076 (0.0023)</td>
</tr>
<tr>
<td>200</td>
<td>-43.27 (0.00)</td>
<td>-0.077 (0.0022)</td>
</tr>
<tr>
<td>300</td>
<td>-42.95 (0.07)</td>
<td>-0.064 (0.0004)</td>
</tr>
</tbody>
</table>

*All results are for a pressure of 100 bar. The numbers in parentheses are standard deviations.

According to eq 5, the change in the chemical potential of the majority species when accounting for fluid phases mixing is \( RT \ln \left( \frac{1 - x}{x} \right) \), where \( x \approx 1 \) is the mole fraction of the minority species, as given in Table 1. Since the mixtures are nearly pure, the activity coefficients are extremely close to unity. Therefore, it is obvious from Table 1 that accounting for mixing will have a higher impact on the chemical potential of liquid water, \( \mu_L \), than on that of methane vapor, \( \mu_g \), since the mole fractions of methane in liquid water, as predicted using the potential models, is on the order of 100–1000 times larger than the mole fraction of water in methane vapor. In Table 2, the pure component chemical potential of water, found from TI and the additional excess contribution to the total chemical potential due to the dissolved methane, is shown at 100 bar and in the temperature range of 275–310 K. It is evident that the contribution from mixing to the chemical potential of water is negligible compared to the pure water chemical potential (the mixing contribution to the chemical potential is less than the standard deviation from the combined TI steps that were used to calculate the pure water chemical potentials). From these considerations, we conclude that the fluid phases can be considered pure for the purposes of determining the chemical potential as the effects of mixing on the pure component chemical potentials are negligible and consequently have no significant influence when calculating the three-phase (Lm-H-V) equilibrium.

Next, we consider the calculation of the Gibbs free energies of the zero-occupancy and fully occupied hydrate directly using the HLL method. The results obtained using semigrand MC simulations, together with eq 4, can also yield the Gibbs free energy of a fully occupied hydrate. Typical results obtained for the semigrand MC simulations correspond to the squares in Figure 1, which shows the methane occupancy of the hydrate as a function of the chemical potential for methane in the hydrate. As seen in the figure, the chemical potential of methane increases as the hydrate is filled with methane. At a chemical potential of about ~10 kJ/mol, the number of methane molecules asymptotically reaches full occupancy of the hydrate (64 for the 2 x 2 x 2 unit cells of sl hydrate considered).

Table 3 shows the results of a thermodynamic consistency test. Here, we compare the Gibbs free energy of the fully occupied hydrate found from thermodynamic integration from the zero-occupancy hydrate (using eq 4) with the free energy of an occupied hydrate calculated directly using the HLL method. The table shows the results obtained at 100 bar and in the temperature interval of 263–300 K. There is good agreement between the two methods, indicating that these two independent methods for estimating the chemical potential of methane in the hydrate are consistent. These results are also in good agreement with a previous study.

To obtain the three-phase equilibrium temperature at a given pressure, it is necessary to satisfy the constraint on the equality

\[
\text{OF} = N_a \mu_a^0 + \mu_b^0 - N_a \mu_a^0 - \mu_b^0
\]

Conditions for equilibrium are met when the OF has a value of 0. In practice, the OF is calculated at constant pressure for different temperatures, spanning a certain region within the expected equilibrium temperature. Figure 2 shows the values of the OF for the temperatures explicitly considered in the simulations at the fixed pressure of 100 bar. The OF exhibits a high degree of linearity with temperature in the range examined, thus allowing interpolation to obtain the coexistence temperature. The same procedure was applied to determine the equilibrium temperature in the other pressure.

On this basis, the calculated three-phase equilibrium temperatures for liquid water–methane hydrate–methane vapor in the pressure range of 20–300 bar are shown in Figure 3 along with experimental data. It can be seen that the linear behavior exhibited by the experimental data is also

---

*Table 3: Gibbs Free Energy of Vapour of a Zero-Occupancy and a Full-Occupancy Hydrate Calculated with the TI Method*

<table>
<thead>
<tr>
<th>T (K)</th>
<th>( \mu_L (k_{B}T) )</th>
<th>( RT \ln (1 - x) )</th>
<th>( RT \ln (x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>-42.09 (0.05)</td>
<td>-46.78 (0.06)</td>
<td>-60.34 (0.11)</td>
</tr>
<tr>
<td>205</td>
<td>-41.53 (0.06)</td>
<td>-46.00 (0.07)</td>
<td>-60.63 (0.06)</td>
</tr>
<tr>
<td>210</td>
<td>-41.05 (0.06)</td>
<td>-45.54 (0.07)</td>
<td>-60.26 (0.06)</td>
</tr>
</tbody>
</table>

*The full hydrate value calculated from a zero-occupancy hydrate reference by thermodynamic integration (TI) is also shown. A thermal wavelength of \( \lambda = 1 \) A was used. Calculations were performed at 100 bar and the specified temperature. Numbers in parentheses are standard deviations.*
Figure 3: Pressure-temperature phase diagram for the liquid methane-hydrate-methane vapor system. Comparison between experimental data (squares) and MC simulations results (circles). The straight lines correspond to the best fit of the data as found from a data regression. The error bars on the points found from simulation correspond to uncertainty in the temperature estimated from the standard deviations of \( \sigma_{T} \) and \( \sigma_{P} \).

seen in the simulation data; it has been shown in general that existence curves of simple hydrates approximate straight lines in \( \log P \) versus \( T \) plots. The Clogiayan equation applied to simple hydrates relates the equilibrium pressures and temperatures to the dissociation enthalpy.

\[
\Delta H = \Delta H(RT) - \Delta R
\]

where \( \Delta H \) is the dissociation enthalpy of the hydrate, \( z \) is the compressibility factor of the gas, and \( R \) is the universal gas constant. The experimental value for the enthalpy of dissociation has been reported at 273.15 K and 24.98 bar.6,41 For this reason, the equilibrium data calculated from simulation has been extrapolated at 273.15 K, which corresponds to a pressure of 16.71 bar; the enthalpy of dissociation was calculated at these conditions using eq 12. Similarly, we have found the enthalpy of dissociation from simulation at the experimental pressure of 25 bar, which corresponds to a temperature of 273.07 K (error is, the enthalpy of dissociation was determined at both the reported experimental pressure and temperature, at conditions corresponding to the equilibrium temperature and pressure. The results for the enthalpy of dissociation are shown in Table 4. As can be seen from the results, the enthalpy of dissociation of methane hydrate found from simulations is within 2% of the experimental value at similar conditions. The enthalpy of dissociation found at 273.05 K from the simulations is slightly lower than the one found at 273.15 K, which is due to the compressibility factor of methane being smaller at 25 bar than at 16.71 bar.

Figure 4 shows the fractional (small and large cages) and total occupancy of the methane hydrate from MC simulations and calculated from the vdWP approach, which assumes Langmuir adsorption isotherms for methane in the hydrate. The Langmuir constants used to calculate the occupancy were those reported by Blamire and co-workers.9 The error bars in the occupancies correspond to the uncertainty estimated from the standard deviations of \( \sigma_{P} \) and \( \sigma_{T} \).

Table 4: Enthalpy of Dissociation for Methane Hydrate Determined from the Clogiayan Equation Using Simulation Data for the Three-Phase Equilibrium

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>Simulation (this work)</th>
<th>Lower Bound (( R^2 &gt; 0.95 ))</th>
<th>Upper Bound (( R^2 &gt; 0.95 ))</th>
</tr>
</thead>
<tbody>
<tr>
<td>273.15</td>
<td>55.9</td>
<td>55.3</td>
<td>56.2</td>
</tr>
<tr>
<td>277.05</td>
<td>55.1</td>
<td>55.0</td>
<td>55.2</td>
</tr>
<tr>
<td>287.5</td>
<td>54.2</td>
<td>54.0</td>
<td>54.4</td>
</tr>
</tbody>
</table>

*Experimental values obtained from Honda.9,10

Figure 4: Fractional (small and large cage) and total occupancy of the methane hydrate from MC simulations and calculated from the vdWP approach, which assumes Langmuir adsorption isotherms for methane in the hydrate. The Langmuir constants used to calculate the occupancy were those reported by Blamire and co-workers.9 The error bars in the occupancies correspond to the uncertainty estimated from the standard deviations of \( \sigma_{P} \) and \( \sigma_{T} \).

occupancy increases as the equilibrium pressure increases. It has previously been shown that the occupancy, \( \phi_{j} \), of cage \( j \) by type \( J \) molecules follows a Langmuir adsorption relation, which is applied in the vdWP theory.

\[
\phi_{j} = \frac{C_{j,0} f_{j}}{1 + C_{j,0} f_{j}}
\]

where \( C_{j,0} \) are the Langmuir constants found from fitting experimental data and \( f_{j} \) are the fugacities of molecule \( j \). Using the Langmuir constants for methane as reported by Blamire and co-workers,9 the fractional and total occupancies of methane hydrate as a function of the equilibrium pressure are also plotted in Figure 4. As seen in the figure, there is good agreement between the trends observed in the occupancy found from simulation and those predicted by the Langmuir adsorption relation applied in the vdWP theory. Similar observations for the methane and propane hydrate occupancy as a function of pressure have been presented in the literature.10,12,13

In general, the occupancies found from simulations are slightly lower compared to those predicted by the vdWP theory. Compared to that of the large cages, the occupancy of the small cages is seen to be more strongly dependent on the pressure, both as calculated from simulation and from the vdWP theory. At the same time, the small cage occupancies found from simulations deviate more from those predicted by the vdWP theory when compared to the relative deviation in the large cage occupancies. The small/large cage occupancy ratios found from
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The inhibition of methane hydrate formation by ice-structuring proteins (ISPs) is a topic of great interest due to the potential environmental and economic impacts of methane hydrate. ISPs are proteins that can form ice-like structures and prevent the formation of methane hydrates. This study investigates the inhibition of methane hydrate formation using three different ISPs, namely, type I, type II, and type III. The proteins were isolated from different sources and tested under various conditions to determine their effectiveness in inhibiting hydrate formation.

1. Introduction

Methane hydrates are crystalline compounds formed when water and naturally occurring gases such as methane and carbon dioxide are pressurized at high pressure and low temperature. They exist in a wide range of environments, from natural gas fields to marine sediments. The formation of methane hydrates can lead to significant disruptions, such as the loss of natural gas reserves and the formation of gas hydrate clathrates in pipelines, which can cause severe accidents.

The inhibition of methane hydrates is crucial for the safe and efficient transport of natural gas. Traditionally, the inhibition of hydrate formation has been achieved through the use of inhibitors such as methanol and glycol. However, these methods are not always effective, and the use of inhibitors is expensive and environmentally unfriendly. Therefore, there is a need for a more effective and sustainable approach to inhibit hydrate formation.

ISPs are a promising solution to this problem. They are proteins that can form ice-like structures and prevent the formation of methane hydrates. The effectiveness of ISPs in inhibiting hydrate formation has been demonstrated in various studies, and they are considered a potential alternative to traditional inhibitors.

In this study, we investigate the inhibition of methane hydrate formation using three different ISPs, namely, type I, type II, and type III. The proteins were isolated from different sources and tested under various conditions to determine their effectiveness in inhibiting hydrate formation. The results showed that ISPs are effective in inhibiting hydrate formation, and they have the potential to be used as a sustainable and environmentally friendly alternative to traditional inhibitors.

1 Technical University of Denmark.
2 Roskilde University.
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weeks in an Antarctic fish indicating that ISPs might also possess the desirable property of high enough biodegradability to be used as kinetic hydrate inhibitors (KHI) in the off-shore industry. Fish ISPs can confer freeze resistance in icy seawater down to its freezing point (−1.9 °C), approximately 1 °C colder than the freezing point of fish plasma. The millimolar ISP concentration (10−9−20 mg/mL) found in fish blood lower freezing temperatures below the melting point (a phenomenon termed thermal hysteresis), by about 0.5−1.0 °C. The ISPs found in insects, however, are much more potent. The remarkable specific activities of these proteins were however not fully appreciated until they were purified and expressed as recombinant proteins. The difference in thermal hysteresis (TH) as a function of concentration between insect and fish ISPs is approximately 2 orders of magnitude. For example, a 20 μM concentration of sparsely heparin ISP depresses the freezing point by 1.08 °C, whereas winter flounder ISP at a 30-fold higher concentration (600 μM) depresses the freezing point by only 0.27 °C. Another study has shown that ISP from the barnacle Terebella navida (TunISP) depresses the freezing point by 1.4 °C at a concentration of 20 μM, whereas more than a 100-fold higher concentration (2.8 mM) of type III ISP from the fish ocean point is required to produce the same freezing point depression.

The reason why insect ISP is more effective than fish ISP is most likely because fish ISP only binds to ice, while insect ISP has been shown to bind to prism faces and basal planes of ice even at very low concentrations. Since gas hydrates (just like ice) contain different crystal faces, it is very likely that insect ISPs are also capable of adsorbing strongly onto several faces of the hydrate crystal. If this is the case insect ISP is likely to work as a very effective inhibitor of hydrate growth.

In this work, we have investigated the effect of two types of ISP and the polymeric inhibitor PVP on the growth of methane hydrate. A similar study was performed by Aita et al. We have examined more closely the biphasic response of the growth of methane hydrate that is often observed when ISPs or other KHI are present in the aqueous phase. In particular, we have considered the initial nucleation growth period, as this has not been subject to investigation so far. Methane hydrate was grown at constant pressure and temperature using a newly developed PFP-controlled back pressure and mass flow setup. The ISPs investigated were type III HP1524 (originally identified in ocean point) produced from genetically modified Syracrustyla ceratinae and that found in the mudworm Terebella navida (TunISP). We have also investigated if there is a correlation between the activity of the ISPs toward ice and methane hydrate inhibition by additionally measuring the hysteresis freezing points (HFP) of the different isolations.

2. Materials

The ice inhibition activity of ISP type III HP1524, TunISP and PVP were measured using a turbidimeter spectrometer (Ohto Osmometers: http://www.ohto-osmometers.com/) using the procedure of Whitten and co-workers.

The growth kinetics of methane hydrate and the effect on adding ISP type III HP1524, TunISP, and PVP in small amounts to the aqueous phase were investigated experimentally at constant pressure and temperature. This was done using stainless steel hydrate equilibrium cell with a fixed volume of 66.5 cm³ and a maximum working pressure of 150 bar. The complete experimental setup can be seen in Figure 1.

The cell allows for visual observation of hydrate formation through two sapphire windows. A safety valve is attached to the cell which opens when pressure exceeds an adjustable value (40−100 bar). The pressure in the cell is monitored using a digital pressure sensor (EPC, Brookhart High-Tech) with a range of 0−100 bar (±0.5% in full scale). The pressure sensor is connected to a mass flow controller (MFC, Brookhart High-Tech E1 flow) with a flow range of 0−10 mL/min (N₂ ± 2% in full scale (mL in mL at 1 atm and 273.15 K). The MFC has a maximum working pressure of 100 bar and is attached to a gas filter which is attached to a gas reservoir.

The EPC and MFC work as an electronic back pressure control system which ensures that the pressure in the cell is maintained constant during an experimental run. The pressure sensor receives a digital set point from the flow meter (High Tech RES200) and when the measured value becomes less than the set point value, that is, pressure drops due to hydrate formation, an analog set point is sent to the mass flow meter. This causes the mass flow meter to open its valve in accordance with the provided set point. The back-pressure system is PID-controlled and parameters were optimized for the systems of interest to ensure the highest level of control. The bagging and instrument control was performed using FlowPlot and FlowView (Bromarak technologies). The gas supply can bypass the back-pressure control system by closing valve 2 and opening value
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Table 1. Melting Points (MP), Hydration Freezing Points (HFP), and the Thermal Hydrousity (TH) of the Different Solvents

<table>
<thead>
<tr>
<th>Solvent</th>
<th>MP (°C)</th>
<th>TH (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MeOH</td>
<td>144.1</td>
<td>0</td>
</tr>
<tr>
<td>THF</td>
<td>15.6</td>
<td>0</td>
</tr>
<tr>
<td>DMF</td>
<td>-31.2</td>
<td>0</td>
</tr>
<tr>
<td>DMSO</td>
<td>-78.5</td>
<td>0</td>
</tr>
</tbody>
</table>

1 and 3. This is done when starting the experiment in order to quickly obtain the required cell pressure.

The cell was cooled by circulating coolant (water–ethanol solution) in a jacket surrounding the cell. The temperature was monitored using a platinum resistance probe (Pt100) inserted into the cell, and a reference probe was placed on the jacket. The probe was connected to a reference probe, and the temperature was read on a computer from a data logger. The temperature and pressure in the cell were recorded continuously.

The experiments were performed using distilled water and methane supplied by AGA with a purity of 99.995%. The solution in the cell was about 10% of the total volume of the cell and the heat capacity of the solution was measured by measuring the change in the temperature of the solution when the cell was heated or cooled.

Using SDS-pag26 the purity of the proteins was determined to be around 10%. The impurities are a 50,000 g/mol protein which was not identified. The measured purity was confirmed by measuring the HFP of the solution containing the protein and comparing it to literature values. This indicates that the impurities do not affect the binding capability of the ISFs on ice. It was therefore deemed unlikely that the impurity would have any impact on the binding capability of the ISFs on hydrate.

PVP (Mw = 10,000) was purchased from Sigma-Aldrich.

3. Methods

The cell was cooled with distilled water and loaded with 15 g of distilled water or distilled water containing small amounts of gas. A stirrer was placed in the cell. The cell lid was screwed on and the cell evacuated using a vacuum pump for approximately 1 h. The temperature bath was adjusted to the temperature in the cell at 276.9 K. Methane gas was injected into the cell, by bypassing the back-pressure control system (valves 1 and 3 open and valve 2 closed), until the desired pressure at the chosen temperature was obtained.

When adding ISFs to the hydrate forming system, nucleation periods can be prolonged quite significantly causing experiments to be very time-consuming. Increasing the subcooling is one way to shorten nucleation periods; however, the effects that ISFs cause on the growth period are better expressed at lower degrees of subcooling. These requirements are contradictory, so in order to perform growth experiments at low degrees of subcooling we need to eliminate or shorten the nucleation period by other means. This was done by allowing hydrate to form and then melt in the cell before each experiment was initiated. The reason why nucleation periods at seeded hydrate formation are shorter has been shown through molecular simulation to be associated with the slow equilibration of the aqueous gas concentration. However, no experimental evidence confirming this has been published.

When the liquid water is supersaturated with gas, gas molecules will be available for hydrate formation resulting in shorter nucleation periods compared with water that has not experienced hydrate formation.

The procedure was as follows: The pressure was first increased to 90 bar ensuring that hydrate formation occurred. After a brief period of formation, the pressure was reduced to 31 bar. During gas venting caution must be exercised in order not to form ice in the cell. However, slowly releasing the gas only causes a minor drop in temperature, which never dropped below the ice point. A pressure of 31 bar corresponds to a supersaturation degree of 2.2 K compared to the hydrate stability region. This caused the hydrate to melt and the system was maintained at 31 bar and 276.9 K for approximately 2 h, ensuring that all hydrate has melted. The melting process was furthermore visualized through the sapphire windows to ensure the hydrate had melted completely before initiating an experiment. Shortly after increasing the pressure to 31 bar, the solution appeared hazy; however, after 2 h it had turned clear indicating that hydrate had melted. The pressure was then increased to the experimental pressure (56 bar). Valves 1 and 3 were closed, and valve 2 was opened. A set-point, corresponding to the start pressure in the cell was given to the EPC. The experiment was then initiated by turning on the stirrer bar in the cell and starting the data acquisition. Data in terms of cell pressure and via gas injection was acquired every 5 s.

A similar experimental technique has been applied previously to measure nucleation periods of gas hydrates, in order to achieve better reproducibility among the measured nucleation periods. Here we move in and out of the hydrate stability area by changing pressure, whereas the same technique has been used to measure the temperature in the system and the same effect.

The amount of gas injected to the cell was based on 9 µmol of methane gas using an empirical correlation factor provided by Broekhorst technologies. The cumulative amount of methane injected to the cell was found by integrating the output volume of the MFC over time using the trapezoidal rule. Each experimental run was repeated three times and the cumulative amount of methane found for each run was combined to calculate an average amount of gas consumed by the hydrate over time. The average gas consumption rate was then found by performing a linear regression on the combined data. The nodes of gas absorbed during the formation process can be changed to 16% water converted by assuming the hydrate is stoichiometric (CH4·5.73H2O) which gives a better idea of the reaction rate.

4. Results

The melting points (MP), HFPs, and the TH of the different solvents are provided in Table 1. As expected THF causes a higher TH compared to MP and HFP type III HFLC12. As expected PVP, which is not capable of adsorbing on ice, causes a TH of 0. The TH value reported for ISF type III HFLC12 is 0.35 K while for THF it is 0.52 K—in reasonably good agreement with values found in literature for the concentrations investigated.

All the methane hydrate growth experiments were performed at 276.9 K and under constant pressure. The back-pressure
control system ensured that the maximum deviation between the experimental pressure and the set-point pressure was never more than 0.25%.

Figure 2 shows the amount of water converted to methane hydrate as a function of time. The solid points are the averages obtained from three different experimental runs. As seen the data shows linearity and in general low scattering among the data points is observed. The dotted line indicates the average amount of water converted to hydrate as found using linear regression.

Figure 3 shows the growth pattern of methane hydrate from an aqueous solution containing 0.05 wt. % ISP type III HPLC12. The growth profile is seen to be quite different compared to the case when no inhibitors are present. The initial nonlinear growth period is designated as growth period 1 in the following, while the linear growth period is designated as growth period 2. The distinction between growth periods 1 and 2 is quite apparent in the plot, and the interface between the periods is found at around 300 min. The dotted line present in growth period 1 indicates the average conversion of water to hydrate and is based on a second-order poly-
3-D structural analysis of type III ISP\textsuperscript{12} and from type I ISP structure function analysis\textsuperscript{21} support the notion that hydrogen bonding alone is perhaps inadequate but suggest that significant contributions to the energetics of binding may come from van der Waals interactions and entropic solvation effects resulting from the flip of ISP to ice.

As stated above, when sufficient amounts of ISPs or other KHBs are present these will adsorb to the hydrate surface thus minimizing the hydrate surface area. In this situation we have $A_{s} = A_{f}$ and the first term in eq 2 becomes dominant. Since $A_{s}$ has been shown to be a quadratic function of time, this explains why the curvature of growth period 1 seems to follow a second order polynomial.\textsuperscript{23} This suggests that the growth profile of period 1 depends on the surface area of the hydrate particle which again depends on the inhibitor concentration if we assume that the inhibitor adsorbs to the hydrate surface. In Figure 4 we see exactly this effect, namely that the profile of growth period 1 (curvature of the polynomial) levels off and is prolonged significantly when the concentration of ISP type III HPLC12 is increased. An interesting observation during this period is that the amount of hydrate formed decreases as the concentration of type III ISP increases. Another interesting observation is that changing the stirring rate will also change the profile of growth period 1, that is, decreasing the stirring rate from 450 to 300 rpm levels off and prolongs the profile of growth period 1 at the same ISP concentration (0.06 moles). The amount of hydrate formed at the point of transition between growth periods 1 and 2 is shown in Table 3. A linear regression, giving indications of the level of experimental reproducibility in terms of $R^{2}$ has been performed for each experiment and is also provided in Table 3.

When any adsorption process takes place the initial concentration of the adsorbing compound and the surface area of the substrate on which the adsorption takes place are key parameters. When the ISP concentration is very low it is likely that only a small part of the growing hydrate will be covered by the ISPs thus leaving more surface area to grow freely (linear). If this is the case one would expect that the initial nonlinear growth period would exhibit a higher degree of linearity, although the growth rate would still be smaller compared to growth period 2, since small parts of the hydrate surface are adsorbed to by ISPs. In other words there is a competition between which of the growth patterns is dominant. As the concentration of ISP increases one would then expect to observe more and more nonlinear behavior of the initial growth period, and this is what is seen here. The fact that the amount of hydrate formed during this period diminishes with increasing ISP concentration is simply due to more ISPs being available for adsorption per hydrate surface area. This also explains why less hydrate is formed during the nonlinear growth period when the stirring rate is lowered—surface and interfacial areas are lowered and thus more ISP is available per unit surface area. Decreasing the stirring rate also causes the growth prone at period 2 to become more nonlinear. We know that $k_{a}$, $k_{b}$ is lowered when lowering the stirring rate so it is likely that this causes the term $k_{a}A_{s}/(1+k_{a})$ in eq 2 to become even more dominant though it is not possible to assess if and to what extent $k_{a}$ and $k_{b}$ are influenced by the stirring rate. However, the result surely indicates that the relationship between $k_{a}A_{s}$ and $1/k_{a}$, $1/k_{b}$ is changed.

Another reason why less hydrate is formed during the nonlinear growth period could be that the ISP adsorbs on any active nucleation sites. For example, dust particles in the subsurface which thereby reduces the number of available sites for hydrate nucleation and growth which would limit the amount of gas that can be consumed during this period. Such a mechanism for inhibiting hydrate nucleation has been proposed in an earlier study.\textsuperscript{26}

Only linear growth of methane hydrate was observed for TenISP and PVP. A comparison plot of the linear growth periods of methane hydrate, in presence of ISP type III HPLC12, TenISP, and PVP is shown in Figure 5. As can be seen the growth rates of ISP type III HPLC12, TenISP and PVP are

<table>
<thead>
<tr>
<th>Condition</th>
<th>Conc. (w/w%)</th>
<th>Stirring rate (rpm)</th>
<th>Period 1</th>
<th>Period 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>dist. water</td>
<td>0.08</td>
<td>450</td>
<td>9</td>
<td>0.65</td>
</tr>
<tr>
<td>dist. water + ISP type III HPLC12</td>
<td>0.03</td>
<td>0.05</td>
<td>90</td>
<td>90</td>
</tr>
<tr>
<td>dist. water + TenISP</td>
<td>0.065</td>
<td>50</td>
<td>350</td>
<td>350</td>
</tr>
<tr>
<td>dist. water + PVP</td>
<td>0.16</td>
<td>50</td>
<td>350</td>
<td>350</td>
</tr>
</tbody>
</table>

Table 3. The Amount of Water Converted to Hydrate at the Point Where the Growth Profile Changes from Nonlinear to Linear

<table>
<thead>
<tr>
<th>Condition</th>
<th>Stirring rate (rpm)</th>
<th>Water converted (%)</th>
<th>Level of linearity (L%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dist. water</td>
<td>450</td>
<td>7.3</td>
<td>0.90</td>
</tr>
<tr>
<td>dist. water + ISP type III HPLC12</td>
<td>450</td>
<td>6.5</td>
<td>0.90</td>
</tr>
<tr>
<td>dist. water + TenISP</td>
<td>450</td>
<td>6.5</td>
<td>0.90</td>
</tr>
<tr>
<td>dist. water + PVP</td>
<td>450</td>
<td>6.5</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Table 4. Regressed growth curves of methane hydrate at $T = 276.9$ K and $P = 56$ bar at different concentrations of ISP type III HPLC12 and at different stirring rates.
Figure 5. Kinetic growth curves for the linear growth period of methane hydrate with no inhibitor present and in presence of TnSP, PVP, and ISP type III HPLC12. T = 276.8 K and P = 56 bar.

It is surprising that the nonlinear growth period is not present in the case when testing TnSP which could give indications that it might not bind as effectively to the hydrate surface as ISP type III HPLC12. This may seem contradictory, since TnSP was shown to inhibit growth period 2 more than ISP type III HPLC, it is believed that the lack of the initial nonlinear growth period in the TnSP experiments is because the concentration of TnSP is simply too low to ensure an efficient covering of the hydrate surface. Looking at Figure 4 it can be seen that the nonlinear growth profile at an ISP type III HPLC12 concentration of 0.01 wt% was very short and almost linear. Considering that the concentration used in that case is 2.5 times higher by wt% compared to the TnSP experiments, it is not surprising that a nonlinear growth period is not present in those experiments. With these considerations in mind we claim that TnSP is actually a better hydrate growth inhibitor than ISP type III HPLC12 though we have not been able to confirm that the addition of TnSP to the aqueous phase can provoke a nonlinear growth period. This conclusion is in good agreement with what was observed in the thermal hysteresis experiments for ice—namely that TnSP is being a better inhibitor than ISP type III HPLC12.

It is also possible that the staged growth patterns present in the case of ISP type III HPLC12 is due to the way the ISP adsorbs on the hydrate; if hydrate exhibits growth primarily at the [110] plane which will result in crystals having large facets. In cases where a kinetic inhibitor is added the crystal growth changes from exhibiting large facets to having no visible facets and being highly irregularly branched. This is very similar to what is observed when ISPs inhibit the formation of ice—namely that the growth morphology changes.

6. Conclusion

The capabilities of two different types of ice-structuring proteins and polyvinylpyrrolidone to inhibit methane hydrate growth have been reported. The ice-structuring proteins investigated were ISP type III HPLC12 (originally identified in ocean port) produced from genetically modified Sphingobiumyces concretum and TnSP, its homolog in marine therophilic bacteria. The average growth rate of methane hydrate was determined using an experimental setup that allowed measurement of gas absorption due to methane hydrate growth over time at constant pressure and temperature. All experiments were performed at 276.9 K and 56 bar corresponding to 4.1 K of subcooling. The results of these studies revealed that if the concentration of ice-structuring protein was sufficiently high a nonlinear growth profile would appear initially. The extent and shape of this initial growth period was concentration dependent. This initial nonlinear growth profile was attributed to adsorption of the ice-structuring proteins on the surface of the growing hydrate crystals, limiting the surface area available for growth. It has previously been argued that the resistance to hydrate growth during this initial period should be ascribed to the rate constant of the surface reaction taking place and the available surface area of the growing particle. From conducting experiments at different inhibitor concentrations and stirring rates, we showed that profile of the nonlinear growth period is likely to be a result of both the mass-transfer coefficient in the liquid film, the mass-transfer coefficient in the diffusion layer around the hydrate particle and the rate constants for the surface reaction process.

The initial nonlinear growth period changed into a linear growth profile after a certain time indicating that ISPs initially available for adsorbing on the hydrate surface were no longer present. The linear growth period was also inhibited depending on the initial ISP concentration. The linear growth period was inhibited by 85% at a concentration of 0.1 wt% ISP type III HPLC12. The addition of Tnsebio mediator ISP, even though added in a very small amount (0.004 wt%) inhibited the linear growth period by 30%, whereas ISP type III HPLC12 at 0.01 wt% only caused 17% inhibition. Polyvinylpyrrolidone added in 0.10 wt% caused an inhibition of 39%. This indicated that Tnsebio mediator was actually a more effective inhibitor of methane hydrate compared to both ISP type III HPLC12 and polyvinylpyrrolidone. This is in good agreement with Tnsebio mediator ISP also being a more effective inhibitor of ice formation, measured in terms of thermal hysteresis, compared to ISP type III HPLC12.
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Nomenclature

Abbreviations

AFP = anti-freeze protein
CSMGen = Colorado School of Mines Gibbs free energy minimizer
EPC = electronic pressure controller
HFP = hysteresis freezing point
ISP = ice-stretching point
KHI = kinetic hydrate inhibitor
LDHI = low dosage hydrate inhibitor
MFC = mass flow controller
MP = melting point
PVCap = polyvinylcaprolactam
PVP = polyvinylpyrrolidone
TM = thermal hysteresis
TmT = Terephthol molitor

Notations
A0 = liquid–vapor interfacial area
Aup = surface area of hydrate particle
Cw0 = initial water concentration
k = mass transfer coefficient in diffusion layer surrounding hydrate particle
kT = mass transfer coefficient in liquid film
k0 = rate constant for surface reaction on hydrate particle
Kp = hydrate growth coefficient
x = gas solubility
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A B S T R A C T
The aim was to investigate the kinetics of propane gas hydrate formation experimentally using a stirred batch reactor. The experiments were performed isothermally using the pressure as a function of time. Experiments were conducted at different stirring rates, but in the same supercooling region. The experiments showed that the gas dissolution rate rather than the induction time of propane gas hydrate formation was the rate-limiting step. This was especially valid at high stirring rates when the water surface was severely disturbed.

Addition of polyglycerolpolyrasin 907 to the aqueous phase was found to reduce the gas dissolution rate slightly. Moreover, the induction times were prolonged quite substantially upon addition of PSR.

The induction time data were correlated using a newly developed induction time model based on crystallization theory also capable of taking into account the presence of additives. In most cases reasonable agreement between the data and the model could be obtained. The results revealed that especially the effective surface energy between propane hydrate and water is likely to change when the stirring rate varies from very high to low. The prolongation of induction times according to this model is likely to be due to a change in the nodule-substrate contact angle.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Gas hydrates are crystalline compounds formed when water and suitable sized gas molecules are combined at high pressure and low temperature. They consist of polyhedral cavities formed from networks of hydrogen-bonded water molecules in which small gas molecules can enter. Depending on the type of gas molecules present, gas hydrates form different structures, known as structure I (α), structure II (β), and in special cases structure III (γ) (Skolmen, 1988).

The gases that form hydrates are usually small molecules, many of which are encountered in natural gas, examples are methane, ethane, propane, isobutane, butane, carbon dioxide, nitrogen, and hydrogen sulfide (Skolmen, 1988). Gas hydrate formation is a problem that the oil and gas industry is most concerned with. Oil and gas transmission lines, fuel and oil storage vessels, and offshore production equipment are prone to being blocked by hydrates, causing potential hazards or economic loss.

Traditionally, the formation of hydrates has been prevented by addition of thermodynamic hydrate-inhibitors such as methanol and glycol. However, the amounts needed to avoid hydrate formation may reach 30% in the water rich phase (Skolmen, 1995). Since water production from fields can be quite severe, especially in cases where water injection has been used to reduce the oil recovery, large amounts of hydrate inhibitor are required. For these reasons a particular interest in hydrate formation kinetics has arisen. If the hydrate kinetics are known, and can be controlled, it may then be possible to operate the transmission lines at hydrate formation conditions, while still ensuring that hydrates will not grow sufficiently to cause blockage. If the kinetics of gas hydrate formation is very fast, it is possible to slow their formation by the addition of low dosage hydrate inhibitors (LDS). These are most often water soluble polymers and are effective at concentrations 10–100 times less than conventional thermodynamic inhibitors (Sakai et al., 1995).

From a thermodynamic point of view there is a good understanding of gas hydrate formation conditions and several methods for accurate prediction of hydrate formation conditions exist (Mazurk et al., 1988; Ng and Robinson, 1976; Partin and Prasun, 1972). The kinetics of hydrate formation is less well understood, although it is clear that they are a very important property of gas hydrates. Hydrate formation is usually divided into two periods. The first period, the nucleation or induction period, deals with formation of small hydrate nuclei. When these small nuclei have grown to a critical size a second period, the growth period, commences.

Gas hydrate nucleation and growth has been investigated experimentally using different approaches and analytical expressions have been devised to describe the obtained data (Ingleson et al., 1987).
Karachiev and Finoczkoz, 2003; Natarajan et al., 1994; Sreeborg et al., 1992; Veshnikov and Rihou, 1992). It is the general conception that the nucleation process of gas hydrates has a stochastic nature (Natarajan et al., 1994) and that induction periods are quite hard to reproduce. One reason for this is that the presence of even very small impurities in the hydrate-forming system can have drastic influence on the induction time. The reason for this is that the nucleation mechanism of hydrates is primarily heterogeneous (Rihou, Natarajan, 1995). However, identification of the important factors affecting the nucleation process of gas hydrates is vital in order to gain understanding of the area.

In this work we investigate the effect that the driving force in terms of supersaturation, has on nucleation of all propane gas hydrate. The supersaturation is here represented as the difference in the chemical potentials of a hydrate building unit in solution and in the hydrate crystal (Karachiev and Finoczkoz, 2003).

We begin by investigating the effect that the magnitude of the driving force has on the induction period of propane hydrate in pure water. The influence of the agitation Reynolds number was subsequently investigated. Finally, an investigation on how the nucleation period is influenced when a kinetic inhibitor, polyvinylpyrrolidone (PVP), is added to the aqueous phase was performed. The nucleation data are used to investigate different physical properties of propane hydrate like critical size, hydrate-water interfacial energy and hydrate-substrate contact angle. This is done by using a newly described model for the induction time of gas hydrates (Karachiev and Finoczkoz, 2003).

2. Theory of hydrate nucleation

Nucleation of hydrates is a microscopic stochastic phenomenon where gas-water clusters (nuclei) grow and disperse until the nuclei have grown to a critical size (Natarajan et al., 1994). Primarily, hydrate nucleation takes place at the vapor-liquid (V-L) interface (Shah, 1993), thus the theories dealing with describing this phenomenon have focused on this surface. Two theories dealing with describing the nucleation mechanism have gained acceptance in literature although they are hypothetical. One of these is the cluster aggregation theory which proposes that water molecules form labile clusters around dissolved gas molecules. These clusters combine due to hydrophobic bonding between the apolar molecules inside the clusters, to form hydrate unit cells. The other theory assumes that nucleation is taking place on the vapor side of the V-L interface. First gas molecules are transported to the surface and absorbed by the aqueous surface. At suitable adsorption sites water molecules will form first partial and then complete cages around the adsorbed gas molecules. Clusters will join and grow on the vapor side until the critical size is reached.

The time taken when supersaturation is obtained to the appearance of a hydrate crystal is referred to as the induction period \( t_{\text{ind}} \). The induction period is considered to be made up by several parts. Time is required for the system to relax to achieve a quasi steady-state distribution of molecular clusters, \( t_{\text{c}} \), the formation of stable clusters, \( t_{\text{f}} \), and the growth of these to a detectable size, \( t_{\text{g}} \). Based on these considerations, the induction time can be expressed as (Mullin, 2004):

\[
 t_{\text{ind}} = t_{\text{c}} + t_{\text{f}} + t_{\text{g}}
\]  

Moreover, during the induction period, it is not possible to distinguish these separate quantities from each other.

From observing the pressure–time relationship for a hydrate-forming system the induction time can be identified. In Fig. 1 such a relationship is presented. The initial pressure drop from \( P_0 \) to \( P_{\text{ind}} \) is due to absorption of gas in the aqueous phase. After equilibrium is reached the pressure stabilizes until \( t_{\text{ind}} \) where a sudden pressure drop appears as hydrate starts to form. The pressure keeps decreasing as gas is consumed during the hydrate formation process until it reaches \( P_{\text{rel}} \) where no more hydrate forms. The induction time should be corrected for the initial time taken for gas to dissolve. The induction time is then found as

\[
 t_{\text{rel}} = t_{\text{ind}} - t_{\text{cor}}
\]  

The curve presented here is slightly idealized and deviations from the shape can appear if \( t_{\text{rel}} > t_{\text{cor}} \) or if the gas solubility in water is insufficient low.

A typical relationship between the induction time and the supersaturation is presented in Fig. 2. At low supersaturation the induction time goes up very sharply (critical region) while it approaches zero at higher supersaturations. Heterogeneous nucleation plays an important role in the formation of ice (Mullin, 2004) and has been shown also to be thermodynamically favored over homogeneous nucleation of gas hydrates (Karachiev and Finoczkoz, 2003). This causes the induction time to be very sensitive to any heterogeneities in solution, i.e. impurities can possibly cause significant deviation among measured induction times.
2.1. Single component driving force

A number of different approaches for calculating the driving force of hydrate nucleation have been described in the literature and summarized by Sloan (1998). We use the definition that the driving force is equal to the difference between the chemical potentials of the solid and the new phase upon hydrate formation from an aqueous solution. The expression for the driving force for nucleation of simple hydrates has been described on the basis of the following phase reaction occurring in the aqueous solution (Kashchiev and Firoozabadi, 2003a):

$$G = n_w H_2O + G = n_h H_2O$$

where $n_w$ is the number of water molecules in a hydrate building unit. The resulting expression for the driving force in terms of supersaturation is given below. The derivation of this expression can be found in the work of Kashchiev and Firoozabadi (2003a):

$$\Delta a = k_f T \ln \left( \frac{P}{P_o} \right) \left( \frac{\rho_p}{\rho_o} \right) + \Delta v (P - P_o)$$

where $k$ is Boltzmann's constant, $f$ is the fugacity of the gas in the gas phase and $\Delta a$ is the volume difference between a water molecule in solution and a hydrate building unit in the hydrate lattice. A hydrate building unit is composed by a single gas molecule and $x$ water molecules, $x$ depending on the hydrate structure. For propane hydrate the volume difference has been reported to be $-1.32 \pm 10^{-29}$ m$^3$ (Kashchiev and Firoozabadi, 2003a). The fugacities of the gas have been calculated using the SRK equation of state.

The three-phase equilibrium pressure has been calculated using the program HYDROF (Sloan, 2000).

3. Experimental equipment and procedure

3.1. Experimental equipment

The kinetic measurements were performed in a stainless steel hydrate equilibrium cell with a fixed volume of 66.5 cm$^3$ and a maximum working pressure of 150 bar. The cell allows for visual observation of hydrate formation through two sapphire windows. A safety valve was attached to the cell which opens when pressure exceeds an adjustable value (40-100 bar). The cell is attached to a gas reservoir and a vacuum pump. The temperature in the cell was controlled by circulating coolant (water–ethanol solution), in a jacket surrounding the cell. The temperature was monitored by using a platinum resistance probe (0.01 K) placed inside the cell. The pressure of the cell was monitored by a single pressure transducer (ID Sensors, 0-400 bar). The cell was placed on a stir plate which allowed a stirring bar (d=4 cm) to rotate within the cell. The pressure and temperature in the cell were recorded continuously on a computer. A schematic layout of the experimental equipment used to investigate gas hydrate nucleation is shown in Fig. 3. The experiments were performed using distilled water, propane with a purity of 99.5% supplied by Intergas (http://www.intergas.co.uk/). In the experiments concerning kinetic inhibition of the nucleation process PVP (Mw 10,000) supplied by Sigma-Aldrich was used.

3.2. Experimental procedure

The cell was charged with distilled water and loaded with distilled water or distilled water containing PVP. A stirring bar was placed in the cell. The cell lid was screwed on and the cell evacuated using a vacuum pump (for approximately 1 h). The temperature bath was adjusted so that the temperature in the cell was 273.75 K. When the temperature in the cell was constant the propane gas was injected through the inlet until the desired pressure at the chosen temperature was obtained. Three experimental series using distilled water were performed, for each series the stirring rate was altered in the range 200-500 rpm in order to investigate the effect of the stirring rate on the nucleation kinetics. The stirring rate interval will result in agitation Reynolds’ numbers varying in the range from 1254 to 8134 found from the following rotation:

$$Re_p = \frac{\pi D p n \rho}{\mu}$$

where $u$ is the rotation speed of the impeller (s$^{-1}$), $D$ is the diameter of the impeller, $\rho$ is the density and $\mu$ is the viscosity of the
### Table 1

Results of the nucleation experiments; calculated dissolution rate and supersaturation, measured pressure characteristics, dissolution and induction time at 273.15 K and 500 rpm of agitation

<table>
<thead>
<tr>
<th>System</th>
<th>pnn</th>
<th>( P_1 ) (bar)</th>
<th>( P_2 ) (bar)</th>
<th>( t_{50%} ) (min)</th>
<th>( R_e ) (g/cm² s⁻¹)</th>
<th>( t_{	ext{ind}} ) (min)</th>
<th>( \Delta t ) (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prepar</td>
<td>1</td>
<td>2.140</td>
<td>2.081</td>
<td>7.68</td>
<td>7.5</td>
<td>1200</td>
<td>0.75</td>
</tr>
<tr>
<td>1800bar</td>
<td></td>
<td>2.355</td>
<td>2.153</td>
<td>10.87</td>
<td>5.0</td>
<td>610</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.385</td>
<td>2.127</td>
<td>10.13</td>
<td>7.2</td>
<td>411.6</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.368</td>
<td>2.189</td>
<td>9.11</td>
<td>5.0</td>
<td>418.0</td>
<td>0.01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.313</td>
<td>2.113</td>
<td>1.08</td>
<td>3.5</td>
<td>416.0</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table 2

Results of the nucleation experiments; calculated dissolved rate and supersaturation, measured pressure characteristics, dissolution and induction time at 273.15 K and 200 rpm of agitation

<table>
<thead>
<tr>
<th>System</th>
<th>pnn</th>
<th>( P_1 ) (bar)</th>
<th>( P_2 ) (bar)</th>
<th>( t_{50%} ) (min)</th>
<th>( R_e ) (g/cm² s⁻¹)</th>
<th>( t_{	ext{ind}} ) (min)</th>
<th>( \Delta t ) (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prepar</td>
<td>1</td>
<td>2.170</td>
<td>2.100</td>
<td>22.87</td>
<td>2.0</td>
<td>182.0</td>
<td>0.10</td>
</tr>
<tr>
<td>1800bar</td>
<td></td>
<td>2.390</td>
<td>2.133</td>
<td>30.08</td>
<td>2.2</td>
<td>180.7</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.450</td>
<td>2.180</td>
<td>24.17</td>
<td>2.6</td>
<td>180.1</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.373</td>
<td>2.133</td>
<td>17.00</td>
<td>3.8</td>
<td>180.0</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.296</td>
<td>2.226</td>
<td>24.88</td>
<td>2.8</td>
<td>183.1</td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.292</td>
<td>2.288</td>
<td>20.80</td>
<td>2.8</td>
<td>180.6</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.295</td>
<td>2.205</td>
<td>19.12</td>
<td>3.0</td>
<td>182.2</td>
<td>0.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.340</td>
<td>2.270</td>
<td>18.33</td>
<td>3.7</td>
<td>183.3</td>
<td>0.07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.580</td>
<td>2.308</td>
<td>19.03</td>
<td>2.4</td>
<td>182.2</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.378</td>
<td>2.298</td>
<td>23.33</td>
<td>2.8</td>
<td>184.2</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.513</td>
<td>2.208</td>
<td>16.67</td>
<td>2.8</td>
<td>187.2</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.416</td>
<td>2.349</td>
<td>18.57</td>
<td>2.8</td>
<td>189.2</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.400</td>
<td>2.220</td>
<td>19.00</td>
<td>2.8</td>
<td>188.0</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.412</td>
<td>2.380</td>
<td>18.53</td>
<td>2.5</td>
<td>187.2</td>
<td>0.22</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.382</td>
<td>2.504</td>
<td>18.33</td>
<td>2.5</td>
<td>185.6</td>
<td>0.27</td>
</tr>
</tbody>
</table>

### Table 3

Results of the nucleation experiments; calculated dissolved rate and supersaturation, measured pressure characteristics, dissolution and induction time at 273.15 K and 200 rpm of agitation

<table>
<thead>
<tr>
<th>System</th>
<th>pnn</th>
<th>( P_1 ) (bar)</th>
<th>( P_2 ) (bar)</th>
<th>( t_{50%} ) (min)</th>
<th>( R_e ) (g/cm² s⁻¹)</th>
<th>( t_{	ext{ind}} ) (min)</th>
<th>( \Delta t ) (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prepar</td>
<td>1</td>
<td>2.294</td>
<td>2.220</td>
<td>22.07</td>
<td>0.2</td>
<td>180.0</td>
<td>0.15</td>
</tr>
<tr>
<td>1800bar</td>
<td></td>
<td>2.340</td>
<td>2.250</td>
<td>31.33</td>
<td>0.9</td>
<td>187.0</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.300</td>
<td>2.210</td>
<td>34.28</td>
<td>1.2</td>
<td>181.8</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.278</td>
<td>2.353</td>
<td>31.43</td>
<td>1.1</td>
<td>181.8</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.331</td>
<td>2.255</td>
<td>40.33</td>
<td>1.1</td>
<td>289.3</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.564</td>
<td>2.274</td>
<td>58.33</td>
<td>0.7</td>
<td>28.64</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.373</td>
<td>2.294</td>
<td>58.00</td>
<td>1.3</td>
<td>27.00</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.380</td>
<td>2.203</td>
<td>41.67</td>
<td>1.0</td>
<td>31.33</td>
<td>0.13</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.391</td>
<td>2.110</td>
<td>51.41</td>
<td>0.8</td>
<td>30.0</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.404</td>
<td>2.123</td>
<td>53.34</td>
<td>0.8</td>
<td>36.44</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.345</td>
<td>2.220</td>
<td>58.33</td>
<td>0.7</td>
<td>31.25</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.521</td>
<td>2.482</td>
<td>58.33</td>
<td>0.7</td>
<td>15.25</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Fluid being agitated. The flow will be laminar for numbers lower than 10 and turbulent for numbers above 100.000. The impeller is 4 cm in diameter and the water density and viscosity equals 1000 kg/m³ and 0.00092 kg/(ms). In these cases the flow can be said to be in the intermediate region between laminar and turbulent. For nucleation experiments involving PVP as a kinetic inhibitor two experimental series at PVP concentrations of 0.05 and 0.025% were
were performed both at a stirring rate of 500 rpm. In all the experiments, the pressure and temperature were recorded in a time interval of 30 s. The data obtained an experimental run can typically be represented from the pressure-time relationship provided in Fig. 4. As seen it is in quite good agreement with the idealized scheme provided in Fig. 1.

4. Results and discussion

A series of 54 experiments investigating how the driving force, $\Delta u (\text{m})$, influences the nucleation period of propane hydrate and investigating the role of the stirring rate has been performed. The series investigating the role of PVP in connection to propane hydrate nucleation involved in total 31 experiments. $P_h$, $F_{\text{disp}}$, $F_{\text{mot}}$ and $\eta_r$ for each experiment have been extracted from the recorded data. $\Delta u (\text{m})$ was calculated at $P_{\text{eq}}$. The results for all series are summarized in Tables 1–5. In these tables the gas dissolution rate, $K_r$, and $\Delta u (\text{m})$ has also been provided.

In Fig. 5 the induction periods have been plotted against the supersaturation for the different stirring rates and at two different PVP concentrations, respectively.

From Fig. 5 the induction periods can be seen to be more or less independent of the stirring rate when this is varied in the range of 300–500 rpm. The consistency in the data is quite well, i.e., the data follows the typical pattern of Fig. 2. However, for the lower stirring rate this tendency is not as regular, i.e., there is quite more scattering among the data points. This indicates that in case of less convection, the system will act more randomly which could be due to lower $V_{\text{eq}}$, interfacial area or a less favorable distribution of gas in the bulk liquid phase.

Table 1–3 shows that the time from the initial loading of the gas until growth is observed ($t_{\text{lag}} + t_{\text{eq}}$) depends on the stirring rate. This is due to differences in the time required for gas to dissolve into the bulk water, i.e., gas dissolution time decreases with increasing stirring rate. This demonstrates that as turbulence intensity increases, so does mass-transfer velocity (Sun et al., 2008).

When PVP is added in even very small amounts the induction time/supersaturation relationship is shifted to the right as can be observed from Fig. 6. There seems to be quite steady agreement among the two data sets, i.e., the higher PVP concentration data are shifted to the right with approximately the same value in the $t_{\text{lag}}$ range investigated compared to the data for the lower PVP concentration.

The dissolution rate at the $V_{\text{eq}}$, interface has been determined from the two film theory neglecting the resistance on the gas side of the $V_{\text{eq}}$, interface using the following expression:

$$ \frac{dV}{dt} = -K_r \frac{\gamma_{\text{air}}}{\psi_{\text{air}}} (\gamma_{\text{air}} - \Delta) $$

where $\gamma_{\text{air}}$ is the gas solubility of the hydrate former in the liquid phase at $T_{\text{eq}}$ and $P_{\text{eq}}$ and $\psi_{\text{air}}$ is the vapor–liquid interfacial area per volume of dispersion (A$_{\text{disp}}$/$\psi_{\text{air}}$).

Table 4

<table>
<thead>
<tr>
<th>System</th>
<th>rpm</th>
<th>$P_h$ (bar)</th>
<th>$F_{\text{disp}}$ (bar)</th>
<th>$K_r$ (m/s)</th>
<th>$\Delta t_{\text{lag}}$ (min)</th>
<th>$t_{\text{eq}}$ (min)</th>
<th>$\Delta u (\text{m})$</th>
<th>$\Delta u/t_{\text{eq}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propane</td>
<td>500</td>
<td>0.46</td>
<td>1.47</td>
<td>11.65</td>
<td>5.00</td>
<td>844.23</td>
<td>0.58</td>
<td></td>
</tr>
<tr>
<td>273.15K</td>
<td>394</td>
<td>1.58</td>
<td>11.53</td>
<td>4.00</td>
<td>819.60</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>313.15K</td>
<td>407</td>
<td>1.66</td>
<td>1.66</td>
<td>5.00</td>
<td>601.00</td>
<td>0.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>423.15K</td>
<td>411</td>
<td>1.73</td>
<td>8.68</td>
<td>6.20</td>
<td>349.50</td>
<td>0.54</td>
<td></td>
<td></td>
</tr>
<tr>
<td>453.15K</td>
<td>422</td>
<td>1.86</td>
<td>10.00</td>
<td>6.40</td>
<td>318.23</td>
<td>0.87</td>
<td></td>
<td></td>
</tr>
<tr>
<td>493.15K</td>
<td>431</td>
<td>2.06</td>
<td>7.80</td>
<td>6.50</td>
<td>318.23</td>
<td>0.72</td>
<td></td>
<td></td>
</tr>
<tr>
<td>543.15K</td>
<td>449</td>
<td>2.19</td>
<td>7.30</td>
<td>6.40</td>
<td>313.50</td>
<td>0.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>593.15K</td>
<td>464</td>
<td>2.11</td>
<td>7.90</td>
<td>6.40</td>
<td>196.85</td>
<td>0.74</td>
<td></td>
<td></td>
</tr>
<tr>
<td>643.15K</td>
<td>479</td>
<td>2.24</td>
<td>7.90</td>
<td>6.40</td>
<td>76.75</td>
<td>0.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>693.15K</td>
<td>496</td>
<td>2.37</td>
<td>8.00</td>
<td>6.40</td>
<td>32.21</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
<tr>
<td>743.15K</td>
<td>506</td>
<td>2.45</td>
<td>8.00</td>
<td>6.40</td>
<td>32.52</td>
<td>0.81</td>
<td></td>
<td></td>
</tr>
<tr>
<td>793.15K</td>
<td>516</td>
<td>2.59</td>
<td>8.00</td>
<td>6.40</td>
<td>32.52</td>
<td>0.85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>843.15K</td>
<td>526</td>
<td>2.75</td>
<td>8.00</td>
<td>6.40</td>
<td>32.52</td>
<td>0.86</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The water phase has a PVP concentration of 0.05 wt%.

Table 5

<table>
<thead>
<tr>
<th>System</th>
<th>rpm</th>
<th>$P_h$ (bar)</th>
<th>$F_{\text{disp}}$ (bar)</th>
<th>$K_r$ (m/s)</th>
<th>$\Delta t_{\text{lag}}$ (min)</th>
<th>$t_{\text{eq}}$ (min)</th>
<th>$\Delta u (\text{m})$</th>
<th>$\Delta u/t_{\text{eq}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Propane</td>
<td>500</td>
<td>0.31</td>
<td>2.73</td>
<td>21.80</td>
<td>2.00</td>
<td>855.22</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>273.15K</td>
<td>318</td>
<td>2.65</td>
<td>16.02</td>
<td>8.00</td>
<td>1236.06</td>
<td>0.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td>313.15K</td>
<td>319</td>
<td>2.87</td>
<td>10.07</td>
<td>7.00</td>
<td>892.33</td>
<td>0.40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>423.15K</td>
<td>321</td>
<td>3.25</td>
<td>10.00</td>
<td>9.00</td>
<td>482.23</td>
<td>0.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>453.15K</td>
<td>324</td>
<td>3.83</td>
<td>7.80</td>
<td>6.50</td>
<td>578.60</td>
<td>0.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>493.15K</td>
<td>330</td>
<td>3.80</td>
<td>8.20</td>
<td>8.50</td>
<td>466.22</td>
<td>0.45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>543.15K</td>
<td>336</td>
<td>3.38</td>
<td>8.00</td>
<td>8.50</td>
<td>238.88</td>
<td>0.49</td>
<td></td>
<td></td>
</tr>
<tr>
<td>593.15K</td>
<td>339</td>
<td>3.38</td>
<td>7.80</td>
<td>7.00</td>
<td>181.00</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>643.15K</td>
<td>352</td>
<td>3.39</td>
<td>12.67</td>
<td>7.00</td>
<td>52.00</td>
<td>0.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td>693.15K</td>
<td>356</td>
<td>3.45</td>
<td>16.67</td>
<td>3.60</td>
<td>28.75</td>
<td>0.63</td>
<td></td>
<td></td>
</tr>
<tr>
<td>743.15K</td>
<td>360</td>
<td>3.45</td>
<td>4.17</td>
<td>9.00</td>
<td>10.38</td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>793.15K</td>
<td>409</td>
<td>4.07</td>
<td>4.17</td>
<td>7.00</td>
<td>306.00</td>
<td>0.71</td>
<td></td>
<td></td>
</tr>
<tr>
<td>843.15K</td>
<td>406</td>
<td>4.21</td>
<td>4.17</td>
<td>7.00</td>
<td>306.00</td>
<td>0.78</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The water phase has a PVP concentration of 0.05 wt%.
Integrating from $x-x_0$ at $t_0$ to the equilibrium concentration $x=x_{eq}$ at $t_{eq}$ yields the final expression:

$$\ln \left( \frac{x_{eq} - x_0}{x_0 - x_{eq}} \right) = -k_1 V_0 \omega t \quad (1.7)$$

All variables in Eq (1.7) were obtained experimentally except for the dissolution rate which was calculated using a least-square analysis. The mole-fraction of propane gas dissolved in water was in all cases calculated using the fugacity of the pure component in the vapor phase and Henry's constant:

$$x = \frac{f_{vap}(x)}{f_{eq}} \quad (1.8)$$

Henry's constant was calculated using the empirical expression found by Chopin et al. (2004):

$$\ln H_k(Pa) = 552.64789 + 0.0784557T - 21.334.4 - 85.86781 \ln T \quad (1.9)$$

It was assumed that the addition of PVP did not have any impact on the magnitude of Henry's constant as the concentration was very low.

From Tables 1–5 it is seen that different values for the dissolution rate were obtained for different stirring rates. The reason for this is primarily due to the difference in the interfacial area at different stirring rates. From observing the dissolution rates in Tables 1–5 it can be seen that they are more or less independent of...
pressure in the pressure range investigated. The average values are
listed in Table 6 along with the calculated Reynolds numbers. When
the Reynolds number increases so does the dissolution rate. Addi-
tion of PVP causes the dissolution rate to lower slightly, the higher
concentration causing the dissolution rate to decrease more. The
Reynolds numbers are in the intermediate range between laminar
and turbulent, the 500 rpm being very close to turbulence. However,
as the number only refers to the conditions in the vicinity of the
impeller, it does not give any indication of how well the water sur-
fase is stirred nor how good contact between water and gas there
is. From a visual point of view 200 rpm corresponds to a situation
where a vortex on the water surface has just appeared and 500 rpm
corresponds to a vigorous mixing of the complete water phase.

The dissolution rate of propane gas in distilled water has been
plotted as a function of the agitation Reynolds number and can be
seen in Fig. It is assumed that the dissolution rate will be very
small at zero agitation, thus \( R_{d} = 0 \) for \( Re_{a} = 0 \). From the plot
it is seen that the data follows a second-order polynomial.

\[ R_{d} = 0.15 \times 10^{-3} \text{s}^{-1} \] at 500 rpm, 1.5 rpm, and 700 rpm using a similar approach to the one used here has been
reported in literature (Bergen and Servio, 2007). This value is
slightly less compared to the findings here, however, using an
intuitive procedure they optimized the dissolution rate and found a
value of 1.73 \( \times 10^{-3} \text{s}^{-1} \). This value is in better agreement with the
findings in this work taking into account that the stirring rate they
use is faster. Using the polynomial trend line the obtained dissolution
rate at 750 rpm will be 1.70 \( \times 10^{-2} \text{s}^{-1} \).

To summarize the conclusion that can be made from the nucle-
ination experiments: The stirring rate is primarily of importance for
the dissolution rate of propane gas—the induction period is not in-
fluenced significantly by the stirring rate. This tendency is especially
evident for the two higher stirring rates, 500 and 500 rpm, where
the water surface is highly disturbed. In these cases similar induction
periods are obtained even though a difference in the dissolution rate
can be observed. For a stirring rate of 200 rpm which causes the
water surface to rotate slowly the induction periods are shifted
slightly to higher supersaturations compared to the experiments us-
ing a higher stirring rate. This is especially true in the range of the
critical supersaturation where the induction time increases rapidly.

At higher supersaturations where the induction time comes close
to zero the stirring rate seems to have less influence on induction
times. Using a stirring rate of 200 rpm also result in slightly more
scattering in the measured induction times compared to the results
obtained at higher stirring rates. PVP was found to decrease the dis-
solution rate of propane gas in water, and also showed quite active
behavior during the induction times/supersaturation relationship to
higher supersaturations.

5. Surface energy and volumetric properties of propane hydrate

In this section we use the obtained nucleation data to calculate
the effective surface energy of the propane hydrate/water interface.
The size of the critical nucleus, \( \Gamma_{c} \), the size of the hydrate nucleus just
before it starts to grow has been determined also from the nucleation
data.

Different models to describe the nucleation process and in par-
ticular the induction period have been presented in the literature.
Most of these are based on crystal growth theory in which the fit-
ting parameters are often found to be system specific (Mullin, 2004;
Natarajan et al., 1994). More recently an induction time model has
been proposed by Kischch and Finnozhad (2001). The model is also
based on crystal growth theory thus accounts for proportion-
ality between the induction time and the nucleation rate. Also the
model assumes that progressive nucleation is taking place, i.e.
hydrate crystals are continuously nucleated during the process.

The model can be expressed as

\[ t_{i} = \frac{K_{c} \Delta \Gamma}{2 \pi} \frac{\Lambda_{s}^{2}}{3 \pi \eta_{s}} \left( \frac{\delta}{\delta_{p}^{2}} \right)^{2} \exp \left[ \frac{1}{2 \pi \delta_{p}^{2}} \right] \]

in which \( K \) is a kinetic constant, \( \Delta \Gamma \) is the supersaturation, \( \Lambda_{s} \) is
Boltzmann’s constant, \( T \) is the temperature, \( m \) is a number
that relates to the growth type, \( \nu \) is a shape factor, \( \eta_{s} \) is the volume of a

![Fig. 7. Dissolution rate of propane in distilled water as a function of the agitation Reynolds number. The dissolution rate is seen to follow a second-order polynomial trend in the agitation Reynolds number interval investigated here.](image-url)
hydrate building unit and \( \eta_d \) is the effective surface energy between hydrate and solution. For a thorough explanation of this expression see Katchalov and Firoozabadi (2003).

In order to assess the interfacial properties of the hydrate forming system, i.e. the effective surface energy between hydrate and solution, and the hydrate substrate contact angle \( \theta \) is linearized. This is done by substituting the following expression into Eq. (1.10):

\[
\theta = \frac{4 \gamma_{h2o} \rho_2 \rho_1}{2 \gamma (T_f)} \tag{1.11}
\]

The supersaturation can be represented as the supersaturation ratio, \( S \):

\[
S = \exp \left[ \frac{DP - P_s}{kT} \right] \tag{1.12}
\]

Using Eq. (1.12), as the driving force, Eq. (1.10) can be expressed on the following form:

\[
\psi = \frac{4 \gamma h_2o \rho_2 \rho_1}{(1 + 3 \gamma h_2o \rho_2 \rho_1 \exp \left[ \frac{BP - P_s}{kT} \right])^2} \tag{1.13}
\]

This expression is appropriate for plotting induction times against supersaturation ratios whereby \( \psi \) and \( K \) can be obtained from a regression of the slope and the intercept.

If growth by volume diffusion of dissolved gas, through a stagnant layer formed around the nucleus is assumed then \( n = 1 \) (Katchalov and Firoozabadi, 2003). Hereby Eq. (1.13) becomes

\[
\ln \left( S^3 \right) = \frac{1}{1 + 3 \gamma h_2o \rho_2 \rho_1 \exp \left[ \frac{BP - P_s}{kT} \right]} + \frac{8}{3 \gamma h_2o \rho_2 \rho_1} \tag{1.14}
\]

5.1 Propane hydrate properties

Using Eq. (1.14) the dependence of the induction time on the supersaturation ratio for propane hydrate has been investigated. The results using the experimentally obtained induction periods at different supersaturation ratios at a stirring rate of 500rpm and the best linear fit are presented in Fig. 8.

The intercept and the slope of the best fit allows for determination of the constants \( K \) and \( \beta \) as \( K = 1.48 \times 10^7 \) and \( \beta = 1.48 \times 10^{-6} \) according to Eq. (1.14) and thus it follows that \( K = 1.50 \pm 1.08 \sigma \) and \( \beta = 0.17 \pm 0.50 \sigma \).

The magnitude of \( K \) is rather high for a process taking place on a molecular level, however it is likely that it indicates that nucleation is following a polynuclear crystallization mechanism and that heterogeneous nucleation is taking place. For an operative mononuclear mechanism and homogeneous nucleation very low \( K \) values would be expected, < 5 nm (Katchalov and Firoozabadi, 2003).

Previously it has been demonstrated that heterogeneous nucleation of cap-shaped hydrate clusters on hydrate-wetted solid surfaces in solution is thermodynamically favored over homogeneous nucleation (Katchalov and Firoozabadi, 2003). From Eq. (1.11) the hydrate-solution effective surface energy can be calculated by inserting \( \gamma _{hv} = 3 \gamma \) for cap-shaped hydrate nuclei on solid substrate, \( \rho_{H_2O} = 0.0647 \times 10^{-17} \text{m}^2 \), which is the volume of a propane hydrate building unit, then it follows that \( \sigma_{eff} = 1.11 \text{mJ/m}^2 \). This low effective surface energy indeed implies a heterogeneous nucleation mechanism in place as for homogeneous nucleation a minimum energy of 20 mJ/m² between water and ice would be expected (Dubas and Delay, 1965). For heterogeneous nucleation in general \( \sigma_{eff} \) is given as

\[
\sigma_{eff} = \psi \cdot \eta_d \tag{1.15}
\]

The shape factor \( \psi \) can then be determined to be 0.055. The expression for this factor for cap-shaped clusters is given as

\[
\psi = \frac{3}{4} \left( 1 + \cos \left( \frac{1}{2} \theta \right) \right)^{1/3} \tag{1.16}
\]

Using this expression it follows that the contact angle between the hydrate and the hydrate-wetted solid is equal to 10°.

The number of building units that constitute the hydrate nucleus can be calculated using the following expression:

\[
N_g = \frac{2 \pi g}{4 \pi d_h^2} \tag{1.17}
\]

The number of building units constituting the hydrate nucleus in the supersaturation range of 1.35–1.11 has been found to be 13–294. Using the stoichiometric formula for propane hydrate \( \text{C}_3 \text{H}_8 \text{O}_6 \) this means that the smallest propane hydrate nuclei will consist of 257 molecules. The size of the critical nucleus can be found from the relation (Akhtar and Firoozabadi, 2004)

\[
g^2 = \frac{3 \pi \rho_{H_2O} \eta}{\Delta G} \tag{1.18}
\]

\( \eta \) is the molecular volume of water in the hydrate hydrate unit cell volume divided by the number of water molecules in the unit cell and \( \rho_{H_2O} \) is the number of water molecules in a hydrate unit cell. \( \Delta G \) for simple-hydrate forming systems is given by

\[
\Delta G = n(T, P, \chi) \ln \frac{f(T, P, \chi) + \Delta \Phi \gamma_{hv}}{f(T, P, \chi)} \tag{1.19}
\]

\( \eta_d \) being the number of gas molecules in the unit cell. Given these relations the critical radius of the hydrate nucleus has been determined to vary between 1.70 and 4.20 nm for \( \gamma \) in the interval of 1.35–1.11.

These values are slightly lower than the critical radii of methane and ethane hydrate for homogeneous nucleation (Engler et al., 1987), thus agrees with the nucleation theory and also indicates heterogeneous nucleation.

In contradiction to these findings the critical radius of propane hydrate at \( T = 1.26 \) and \( P = 224.1 \text{K} \) has been reported to be 55.5 nm (Bergeson and Servio, 2007). This finding is based on measuring the particle size at the onset of hydrate growth using a particle size analyzer. As the system is likely to contain small impurities the value measured experimentally comprises both the hydrate layer and the impurity. In other words, the value reported is that of the hydrate layer and the impurity located underneath not comparable with the value which can be calculated from Eq. (1.18).
The effect of the stirring rate on the properties of propane hydrate has been investigated using the two data sets at lower stirring rates. In Figs. 9 and 10, the linearized plots at 200 and 300 rpm are presented.

The induction time model parameters, critical number of building units, critical nucleus radius for the supersaturation ratio interval investigated, the hydrate–solvent effective surface energy, and the hydrate–substrate contact angles are all presented in Table 2 at the different stirring rates. The model parameters obtained are deviating slightly from each other. When the stirring rate is decreased, Δ decreases. However, most pronounced when going from 300 to 200 rpm. The opposite trend is seen for the k values, thus also for the effective surface energy. The standard error of the model parameters also increases when the stirring rate is lowered. This indicates that the lower stirring rate causes the system to act more stochastic.

The surface energy in nucleation processes can in general be regarded as a dynamic surface energy and not at equilibrium surface energy (Kramers, 1940). This means that the surface energy is likely to be depending on diffusion of gas molecules in the bulk and geometry of the nuclei surfaces. Equilibrium conditions are reached more rapidly in fast stirred systems compared to stagnant systems. This suggests that the interfacial tension in the case of 500 rpm is closer to a given equilibrium interfacial tension compared with the interfacial tensions at 300 and 200 rpm. As seen in the actual case as the higher stirring rate interfacial tension is also attaining the lowest value.
In literature the water-propane hydrate interfacial tension has been reported to be 25 mJ/m² from fitting experimental phase equilibrium data to the Gibbs-Thomson equation (Khristova et al., 2002). Oppositely the water-CO₂ hydrate interfacial tension has been reported to be 1.5 mJ/m² using an approach much similar to the one used in this work and in much better agreement with the value found here (Zanorpin and Buffett, 2002).

As a consequence of the slight increase in the effective surface energy between water and hydrate the critical radius will also increase slightly. The contact angle is not influenced significantly by the stirring rate and in general the overall influence of the stirring rate on the nucleation period can be regarded as minor.

5.2. Effect of PVP on the propane hydrate properties

Different mechanisms of hydrate inhibition using kinetic inhibitor molecules have been suggested (Armundt et al., 2005; Rodger et al., 1996; Stor et al., 2004). A hypothesis based on a lock-and-key model has been proposed stating that adsorption of shape-specific compounds onto the hydrate crystal surface prevents further growth (Stor and Rodger, 2000). Kinetic inhibitors are not only able to inhibit the growth of gas hydrates but also to prolong the induction times. The mechanism behind this is not likely to be due to adsorption of the molecules on the nucleation surface but because the lifetime of the nuclei is too short for the additive to reach them by diffusion and because their surface area is too small (van der Leeden et al., 1992).

The effective surface energy and the size of the critical nuclei were calculated for the system containing PVP. This was done by introducing a term taking into account adsorption of molecules on nucleation sites and the surface of growing hydrate to Eq. 1.13. Expression (1.13) thereby becomes

\[
\eta_i = \frac{\gamma_i (1 - k_i C_i)^{1/3} (1 + k_i C_i)^{1/3}}{(1 + 3k_i C_i)^{1/3}} \exp \left( \frac{S_i}{1 + 3k_i C_i} \right)
\]

where \(k_i\) and \(h_i\) (m²) are adsorption constants and \(C_i\) (molecules/m²) is the concentration of the additive in solution. This expression is valid for additive molecules that (1) do not adsorb on the surface of the hydrate nuclei, but adsorb on the surface of the growing hydrate crystals, (2) do not provide new nucleation sites in the system and (3) block existing nucleation sites by adsorbing at the solution-gas interface or onto the surface of the nucleation-active microparticles and solid substrates present in the solution (Kantchev and Forenzabakh, 2003). This expression is likewise rearranged to a form that is suitable for regression:

\[
\ln \left( \frac{\gamma_i (1 - k_i C_i)^{1/3} (1 + k_i C_i)^{1/3}}{(1 + 3k_i C_i)^{1/3}} \right) = \ln \frac{\gamma_i}{\eta_i} + \frac{S_i}{4h_i} - \frac{\gamma_i}{4h_i} C_i
\]

The result of using the linearized induction time model for the data obtained in the nucleation experiments with PVP are shown in Fig. 11. Exemplary values of \(k_i = 10^{-3} m²\) also reported elsewhere in literature (Kantchev and Forenzabakh, 2003) have been used. As seen there is a reasonable good linear relationship for the two data sets. The regressed \(K\) and \(\beta\) parameters, the calculated
effective surface energies, the hydrate-substrate contact angle and the critical radii of the nuclei are given in Table 8.

The addition of PVP to the aqueous phase causes the kinetic constant $k$ to decrease substantially compared to the $K$ value when PVP is absent. When homogeneous nucleation is taking place a $K$ value of 5 ns would be expected but the presence of PVP is here seen to cause even smaller values of $K$. The $B$ parameter has on the opposite increased compared to the $B$ value when no PVP is present. When the PVP concentration is increased the $B$ parameter also increases. This implies that adsorption of PVP on hydrate nuclei does not take place as this would result in a decrease of the surface energy according to the equilibrium adsorption theory. The explanation of why $B$ increases when PVP is added could be various. It is possible that the contact angle between the hydrate nuclei and substrate is influenced if for example PVP adsorbs onto the nucleation sites on the substrate. This would be in agreement with the third consideration listed above. Accordingly from Eq. (1.16) it can be seen that for this to be true the contact angle should increase when PVP is added. Another reason could be that the additive is a second type of nucleation site being less active compared to the original heterogeneous nucleation sites. The effective surface energy of the nuclei that forms on this type of substrate could indeed be different from that of nuclei forming on the original substrate. In fact if the substrate is less active this will result in a higher surface energy (van der Leeden et al., 1993). Following it would result in an increase of the nuclei sizes which indeed are also observed. It was found that at $5 - 10^8$ the critical radius was 2.76 and 2.11 nm for the 0.05 and 0.025 w% PVP solution, respectively. As the model does not account for molecules that themselves acts as nucleation sites this last consideration should be perceived only as a suggestion for the inhibiting mechanism of additives like PVP.

6. Conclusion

We have shown that the induction time of propane hydrate is influenced to some degree by a change in the stirring rate. Especially the induction times measured at very low stirring rates are expected to exhibit poorer reproducibility and will be slightly prolonged compared to induction times measured under well-agitated conditions. On the other hand, a notable difference in the propane dissociation rate was observed when the stirring rates were varied. Correlation of the measured induction times to an induction time model developed from crystallization theory revealed that the stirring rate is likely to influence the effective hydrate-solution surface energy, i.e., higher stirring rates give lower surface energies. This was especially observed when comparing well agitated with poor agitated systems. The value of the surface energy between hydrate and water was found to highly depend on the way it was calculated—surface energies calculated using kinetic information were found to be much lower compared to surface energies calculated from phase equilibrium data. Addition of a very small amount of PVP to the aqueous phase caused the induction times to be prolonged quite substantially. The induction times were correlated to an induction time model taking into account the presence of additives. The results revealed that the prolongation was likely to be due to a change in the nuclei-substrate contact angle.

Table 8

<table>
<thead>
<tr>
<th>$P$ (bar)</th>
<th>$C_0$ (0.1 M)</th>
<th>$E^*$ (kcal/mol)</th>
<th>$T$ (K)</th>
<th>$K$</th>
<th>$B$</th>
<th>$Y$</th>
<th>$D_{	ext{ex}}$ (gs/mole)</th>
<th>$\theta$</th>
<th>$\Delta w$</th>
<th>$\sigma$</th>
<th>$\psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>1.04 $\times 10^{-12}$</td>
<td>3.11</td>
<td>3.81 $\times 10^{-12}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>3.51 $\times 10^{-12}$</td>
<td>3.11</td>
<td>3.81 $\times 10^{-12}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>3.51 $\times 10^{-12}$</td>
<td>3.11</td>
<td>3.81 $\times 10^{-12}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td>3.86 $\times 10^{-13}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Numbers in parenthesis indicates the standard error.

Notation:

- $c$: shape factor
- $C_0$: concentration
- $D$: diameter
- $f$: fugacity
- $G$: supersaturation, nucleus
- $H$: Henry's constant
- $k$: Boltzmann's constant
- $k$: kinetic constant
- $K_{N,L}$: adsorption constants
- $K_{N,L}^*: n$: growth type number
- $n$: number of building units constituting the hydrate nucleus
- $P$: pressure
- $R^*$: critical radius of nucleus
- $Re$: Reynolds number
- $S$: supersaturation ratio
- $T$: time
- $U$: temperature
- $V_{H}$: volume of hydrate building unit
- $V_{M}$: molecular volume of water in the hydrate
- $V_{W}$: molecular volume of water in the hydrate building

Greek letters:

- $\alpha$: viscosity
- $\omega$: contact angle
- $\Delta w$: supersaturation, building unit
- $\eta$: density
- $\psi$: surface energy
- $\phi$: shape factor
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Appendix IV

Apparatus operations
This section is a guideline for operating the experimental set-up for measurement of gas hydrate growth rates. The set-up consists of a high-pressure stainless steel cell attached to an electronic back-pressure and mass-flow control system. The idea behind this set-up is to measure the formation rate of gas hydrates at constant pressure and temperature by measuring the amount of gas consumed by the hydrate over time.

Equipment and instruments
The experimental set-up consists of a high-pressure stainless steel cell with two sapphire windows. The temperature of the cell is controlled by circulating coolant from a cooling bath through a cooling jacket surrounding the cell. The cell lid which can easily be detached is connected to a pressure transducer, a temperature probe and a safety valve. The cell lid is also connected to an electronic pressure controller (Bronkhorst Technologies, El-Press, P-512C-100A-RGD-22-V) and a digital thermal mass flow meter (Bronkhorst Technologies, El-Flow, F-211CV-020-RGD-22-Z). Brochures describing in detail the specifications of the instruments and the technology they rely on can be downloaded from Bronkhorst’s homepage.ii The thermal mass flow meter is connected to a gas filter which is attached by a thin steel tube to a gas reservoir. The gas can also bypass the mass flow meter and pressure controller by closing valve 2 and opening valve 1 and 3. This is necessary during start-up as will be explained later. A schematic of the set-up can be seen below.

The pressure controller and the mass flow meter are connected to the flow-bus interface module through RJ45 Y-adapter cables. The flow-bus is connected through a RS232 to a computer enabling communication between the two instruments and the computer. In the Y-adaptor cable attached to the flow-bus interface a begin terminator is placed in the RJ45 sockets which is not used and likewise an end terminator is placed in the free RJ45 socket of the Y-adaptor attached to the pressure controller. The pressure controller and the mass flow meter are connected directly to each other through a Sub-D9 cable. It is thus possible to operate the pressure controller as a master while the mass flow meter can be used as a slave. The advantage of such an instrument configuration in this type of experiment will be explained later. Power supply (+15…24VDC) is hooked on the Y-adapter through a Sub-D9/RJ45 converter. The pressure controller has a maximum operating pressure of 100 bar and the mass flow meter has a maximum flow throughput of 10 mln/min N2. How to convert this unit into something representative for the gas used in the specific experiments will be explained below. The maximum allowable pressure difference over the mass flow meter is 15 bar.

**Instrument control and data logging**

Control of the mass flow meter and the pressure controller is done using a computer on which the software provided along with the instruments has been installed. Three types of
software have to be installed on the computer namely the FlowDDE, FlowView and FlowPlot.

**FlowDDE Server** is a small program which assures that the communication between the instruments and FlowView and FlowPlot is maintained. By clicking the FlowDDE icon on the computer desktop → communication → open communication as illustrated on the picture below the communication between the computer and the instruments will be started.

![FlowDDE V4.50](image)

**FlowView** can be used to change the setpoint and read the measured value quickly. FlowView only works if the DDE-server is running. A screenshot of FlowView can be seen below.
The serial number indicates which instrument is being monitored. In this case the pressure controller communicates through channel 1 and the mass flow meter communicates through channel 2 (channel preferences can be changed in FlowPlot – see below). Currently in the picture the pressure is at atmospheric pressure i.e. there is no gas in the hydrate cell. Once gas is let in to the cell the “Measure” of channel 1 will start increasing. The setpoint pressure will specify the pressure at which the experiment is conducted. The “Setpoint” and “Measure” should always be very close to each other in a constant pressure hydrate growth experiment. The “Control Mode” of the pressure controller should be set to Bus/RD232 whereby the pressure controller will work as a “Master”.
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Channels 2 is the mass flow meter. The “Setpoint” of the mass flow meter will be received from the pressure controller as an analog input thus the “Control Mode” of channel 2 should be set correspondingly. In this way the mass flow meter works as a slave of the pressure controller. When the pressure in the hydrate cell starts decreasing due to hydrate formation a “Setpoint” will be sent from the pressure controller to the mass flow meter which will then open its valve in accordance with the “Setpoint” received. Other information such as the capacity of the instruments and the fluid type which the mass flow meter is calibrated to (N₂) can also be obtained from looking at FlowView.

**FlowPlot** is the program used to monitor the instrument signals and tune the instrument settings to provide a good control over system. When attempting to open the program a box “Select Parameters” will immediately pop up. In this box it is possible to add and assign instruments to certain channels and also specify which parameters/output signals (Measure and Setpoint) should be displayed during the data logging. A screenshot of this is seen below.
When parameters have been selected and the box has been closed it is possible to adjust the “Instrument Settings” by clicking this icon. In “Instrument Settings” it is possible to specify the optimized configuration for the instruments. For example the PID settings can be optimized to obtain a fast and stable response of the mass flow meter. In the screenshot below the settings for the pressure controller is provided. The following PID and response settings can be used for good instrument control. Note however that it might be necessary to optimize these parameters when changing experimental conditions.

<table>
<thead>
<tr>
<th>PID settings</th>
<th>Response settings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel</td>
<td>Instrument</td>
</tr>
<tr>
<td>1</td>
<td>Pressure Controller</td>
</tr>
<tr>
<td>2</td>
<td>Mass flow meter</td>
</tr>
</tbody>
</table>

Once the instrument settings have been adjusted the “Instrument Settings” is closed. If the experiment is ready to start data logging can be initiated by pressing “Start”. The
output signals of the pressure controller and the mass flow meter will be logged every 5 seconds (default position). A screenshot of the FlowPlot is shown below.

Starting up an experiment
Before starting up an experiment the inside of the stainless steel cell should be carefully cleaned using ultra pure water. A magnet bar is placed in the cell and water is poured in the cell chamber and the lid is screwed on. The cooling bath is switched on and adjusted to the value at which the experiment is conducted. The setpoint temperature of the cooling bath should be around 2 K less than the temperature wanted in the cell because of heat loss. The cell can then either be evacuated using a vacuum pump or be flushed a couple of times with the gas used for the experiment. After this the cell is pressurized by by-passing the mass flow meter and pressure controller (valve 2 in closed position and valve 1 and 3 in open position) to a pressure slightly below the three-phase equilibrium pressure at the given temperature. This is to saturate the water phase with gas. After this the pressure is increased to the experimental pressure (also done by by-passing the gas).
Valve 1 and 3 are closed and valve 2 is opened. Remember that the pressure difference over the mass flow controller must not be more than 15 bar. The software for monitoring and controlling the instruments is opened. Before the experiment is started the mass flow meter is calibrated to the pressure provided from the gas reservoir. This is simply done by setting the “Control Mode” of channel 2 to Bus/RS232 and providing a setpoint of 50% for example. This will force the mass flow meter to open its valve and adjust to the pressure provided. After a minute the setpoint can be changed to 0 and the Control Mode changed to analog. The experiment is now ready to be started. This is done by starting the stirring and pressing start in FlowPlot.

Converting Instrument Output

The pressure output is straightforward to convert into bar. The pressure controller operates with a maximum pressure of 100 bar thus for example 20% in output corresponds to 20 bar, 50% to 50 bar and so on. It is not as straightforward to convert the output of the mass flow meter to something representative for gas used in the experiments. The mass flow meter used here is calibrated on N₂ and has a maximum capacity of 10 normal milliliters per minute (mln/min). The normal refer to standard conditions of 273.15 K and 1 atm. The following equation can be used to convert the mass flow meter output to a specific gas volume of a component $i$:

$$ V_{\text{Flow},i} = V_{\text{Measure}} \cdot \frac{C_i}{C_{N_2}} $$

where $V_{\text{Measure}}$ is the maximum capacity of the mass flow meter times the output signal in percentage and $C$ is a gas conversion factor. Gas conversion factors for a broad selection of gases can be found in the tables below. Consider the following example:

Mass flow meter calibrated on 10 mln/min N₂
Gas flow passing the meter is CH₄
The mass flow meter output signal is 80%
\[ V_{CH_4} = \frac{80 \times 10^6 \text{ min}}{0.76} = 0.61 \text{ min} \]

In case a gas flow passing the mass flow meter consist of several components the following equation for calculating the mixture conversion factor can be used with good assumption:

\[ \frac{1}{C_{Mix}} = \frac{V_1}{C_1} + \frac{V_2}{C_2} + \ldots + \frac{V_n}{C_n} \]

where \( C_{Mix} \) is the mixture conversion factor, \( V_n \) is the volume component \( n \) in the mixture and \( C_n \) is the conversion factor of component \( n \).
<table>
<thead>
<tr>
<th>No.</th>
<th>Name</th>
<th>Symbol</th>
<th>Density at 20°C (g/cm³)</th>
<th>Heat capacity at 20°C (cal/g·°K)</th>
<th>Conversion factor to 1 kcal/°K</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>Helium</td>
<td>He</td>
<td>0.1785</td>
<td>1.24</td>
<td>1.41</td>
</tr>
<tr>
<td>56</td>
<td>Hydrogen</td>
<td>H₂</td>
<td>0.00998</td>
<td>2.44</td>
<td>1.01</td>
</tr>
<tr>
<td>57</td>
<td>Hydrogen fluoride</td>
<td>H₂F</td>
<td>1.586</td>
<td>0.0969</td>
<td>0.96</td>
</tr>
<tr>
<td>58</td>
<td>Hydrogen chloride</td>
<td>HCl</td>
<td>1.639</td>
<td>0.102</td>
<td>0.99</td>
</tr>
<tr>
<td>60</td>
<td>Hydrogen cyanide</td>
<td>HCN</td>
<td>1.208</td>
<td>0.34</td>
<td>1.05</td>
</tr>
<tr>
<td>61</td>
<td>Hydrogen fluoride</td>
<td>HF</td>
<td>0.9526</td>
<td>0.362</td>
<td>0.96</td>
</tr>
<tr>
<td>62</td>
<td>Hydrogen iodide</td>
<td>HI</td>
<td>5.799</td>
<td>0.0553</td>
<td>0.97</td>
</tr>
<tr>
<td>63</td>
<td>Hydrogen selenide</td>
<td>H₂Se</td>
<td>3.683</td>
<td>0.109</td>
<td>0.78</td>
</tr>
<tr>
<td>64</td>
<td>Hydrogen sulfide</td>
<td>H₂S</td>
<td>1.536</td>
<td>0.246</td>
<td>0.82</td>
</tr>
<tr>
<td>65</td>
<td>Isotoluene</td>
<td>C₆H₁₄</td>
<td>2.593</td>
<td>0.457</td>
<td>0.82</td>
</tr>
<tr>
<td>66</td>
<td>Isobutylamine (isotoluene)</td>
<td>C₆H₁₄</td>
<td>2.593</td>
<td>0.457</td>
<td>0.82</td>
</tr>
<tr>
<td>67</td>
<td>Krystaline</td>
<td>Kr</td>
<td>3.749</td>
<td>0.368</td>
<td>1.43</td>
</tr>
<tr>
<td>68</td>
<td>Methane</td>
<td>CH₄</td>
<td>0.7175</td>
<td>0.568</td>
<td>0.75</td>
</tr>
<tr>
<td>69</td>
<td>Methylal</td>
<td>CH₃O</td>
<td>1.63</td>
<td>0.369</td>
<td>0.43</td>
</tr>
<tr>
<td>70</td>
<td>Methylene</td>
<td>CH₂=CH₂</td>
<td>4.35</td>
<td>0.119</td>
<td>0.61</td>
</tr>
<tr>
<td>71</td>
<td>Methyliconite</td>
<td>CH₃Cl</td>
<td>2.3</td>
<td>0.212</td>
<td>0.64</td>
</tr>
<tr>
<td>72</td>
<td>Methyllithium</td>
<td>CH₃F</td>
<td>1.534</td>
<td>0.25</td>
<td>0.70</td>
</tr>
<tr>
<td>73</td>
<td>Methylanilene</td>
<td>C₆H₅NO</td>
<td>2.146</td>
<td>0.272</td>
<td>0.53</td>
</tr>
<tr>
<td>74</td>
<td>Methylmethylamine</td>
<td>C₆H₅NH₂</td>
<td>2.211</td>
<td>0.426</td>
<td>0.62</td>
</tr>
<tr>
<td>75</td>
<td>Methylmethylamine</td>
<td>C₆H₅NH₂</td>
<td>2.211</td>
<td>0.426</td>
<td>0.62</td>
</tr>
<tr>
<td>76</td>
<td>Neon</td>
<td>Ne</td>
<td>2.0022</td>
<td>0.246</td>
<td>1.41</td>
</tr>
<tr>
<td>77</td>
<td>Nitric oxide</td>
<td>NO</td>
<td>1.34</td>
<td>0.239</td>
<td>0.97</td>
</tr>
<tr>
<td>78</td>
<td>Nitrogen</td>
<td>N₂</td>
<td>1.250</td>
<td>0.249</td>
<td>1.02</td>
</tr>
<tr>
<td>79</td>
<td>Nitrogen dioxide</td>
<td>NO₂</td>
<td>2.553</td>
<td>0.354</td>
<td>0.74</td>
</tr>
<tr>
<td>80</td>
<td>Nitrogen trifluoride</td>
<td>NF₃</td>
<td>3.182</td>
<td>0.194</td>
<td>0.50</td>
</tr>
<tr>
<td>81</td>
<td>Nitrous oxide</td>
<td>NO₂</td>
<td>2.954</td>
<td>0.171</td>
<td>0.51</td>
</tr>
<tr>
<td>82</td>
<td>Nitrous oxide</td>
<td>N₂O</td>
<td>1.978</td>
<td>0.221</td>
<td>0.71</td>
</tr>
<tr>
<td>83</td>
<td>Oxygen</td>
<td>O₂</td>
<td>1.429</td>
<td>0.222</td>
<td>0.79</td>
</tr>
<tr>
<td>84</td>
<td>Oxygen difluoride</td>
<td>O₂F₂</td>
<td>2.477</td>
<td>0.201</td>
<td>0.64</td>
</tr>
<tr>
<td>85</td>
<td>Ozone</td>
<td>O₃</td>
<td>2.154</td>
<td>0.207</td>
<td>0.70</td>
</tr>
<tr>
<td>86</td>
<td>Pentane</td>
<td>C₅H₁₂</td>
<td>3.219</td>
<td>0.455</td>
<td>0.21</td>
</tr>
<tr>
<td>87</td>
<td>Perchloric acid</td>
<td>ClO₃F</td>
<td>4.953</td>
<td>0.165</td>
<td>0.41</td>
</tr>
<tr>
<td>88</td>
<td>Perfluoropropane</td>
<td>C₂F₆</td>
<td>8.685</td>
<td>0.22</td>
<td>0.15</td>
</tr>
<tr>
<td>89</td>
<td>Perfluoro-ethylene</td>
<td>C₂F₆</td>
<td>4.923</td>
<td>0.206</td>
<td>0.33</td>
</tr>
<tr>
<td>90</td>
<td>Phosphine</td>
<td>PH₃</td>
<td>4.413</td>
<td>0.149</td>
<td>0.47</td>
</tr>
<tr>
<td>91</td>
<td>Phosphine</td>
<td>PH₃</td>
<td>1.53</td>
<td>0.227</td>
<td>0.73</td>
</tr>
<tr>
<td>92</td>
<td>Phosphorus pentfluoride</td>
<td>PF₅</td>
<td>5.594</td>
<td>0.182</td>
<td>0.32</td>
</tr>
<tr>
<td>93</td>
<td>Propane</td>
<td>C₃H₆</td>
<td>2.012</td>
<td>0.456</td>
<td>0.34</td>
</tr>
<tr>
<td>94</td>
<td>Propylene (Propene)</td>
<td>C₃H₆</td>
<td>1.955</td>
<td>0.408</td>
<td>0.80</td>
</tr>
<tr>
<td>95</td>
<td>Propane</td>
<td>C₃H₆</td>
<td>1.955</td>
<td>0.408</td>
<td>0.80</td>
</tr>
<tr>
<td>96</td>
<td>Silicone tetrachloride</td>
<td>SiC₄</td>
<td>4.693</td>
<td>0.18</td>
<td>0.67</td>
</tr>
<tr>
<td>97</td>
<td>Sulfuryfluoride</td>
<td>SO₂F₄</td>
<td>4.851</td>
<td>0.175</td>
<td>0.38</td>
</tr>
<tr>
<td>98</td>
<td>Sulphur dioxide</td>
<td>SO₂</td>
<td>2.922</td>
<td>0.157</td>
<td>0.68</td>
</tr>
<tr>
<td>99</td>
<td>Sulphur hexfluoride</td>
<td>SF₆</td>
<td>6.536</td>
<td>0.175</td>
<td>0.37</td>
</tr>
<tr>
<td>100</td>
<td>Sulphur hexfluoride</td>
<td>SF₆</td>
<td>6.536</td>
<td>0.175</td>
<td>0.37</td>
</tr>
<tr>
<td>101</td>
<td>Sulphur tetrachloride</td>
<td>SF₄</td>
<td>4.821</td>
<td>0.192</td>
<td>0.34</td>
</tr>
<tr>
<td>102</td>
<td>Tetrachloroethylene</td>
<td>C₆H₄Cl₄</td>
<td>2.637</td>
<td>0.424</td>
<td>0.28</td>
</tr>
<tr>
<td>103</td>
<td>Tungsten hexafluoride</td>
<td>WF₆</td>
<td>19.29</td>
<td>0.092</td>
<td>0.35</td>
</tr>
<tr>
<td>104</td>
<td>Vinylchloride</td>
<td>C₂H₃Cl</td>
<td>4.792</td>
<td>0.141</td>
<td>0.46</td>
</tr>
<tr>
<td>105</td>
<td>Vinylchlorene</td>
<td>C₂H₃Cl</td>
<td>4.792</td>
<td>0.141</td>
<td>0.46</td>
</tr>
<tr>
<td>106</td>
<td>Vinylchloride</td>
<td>C₂H₃Cl</td>
<td>4.792</td>
<td>0.141</td>
<td>0.46</td>
</tr>
<tr>
<td>107</td>
<td>Xenon</td>
<td>Xe</td>
<td>5.899</td>
<td>0.082</td>
<td>1.38</td>
</tr>
</tbody>
</table>
Appendix V

MCHydrate: Monte Carlo simulation of clathrate hydrates

MCHydrate is a Monte Carlo based program with capabilities of simulating fluid and solid phases. For the fluid phase, the density, chemical potential, energy, and enthalpy values are averaged in a simulation for a number of different components. In the solid phase, the Gibbs free energy is calculated along with the lattice parameter value, energy, and enthalpy. These properties are available for ice (Ic and Ih) and hydrate (structures - sI, sII, and sH). Nonstoichiometric hydrate occupation number is calculated as a function of chemical potential. A comparison of the simulation value is made with three different versions of the van der Waals and Platteeuw theory. Fluctuation properties, including heat capacity, thermal expansivity and isothermal compressibility of the fluid and solid phases are also calculated.

The input file (State.dat)

Line (1): The type of simulation will direct the simulation to a particular methodology. The code is broken into three sections, a) solid phase properties excluding Gibbs free energy, b) Gibbs free energy calculation of a solid, and c) chemical potential of a fluid (multi component systems included).

Line (2): The lattice type directs the simulation to a starting configuration.

Line (3): The long range corrections (LRC) and cross-interactions are specified in line 3. The code handles possibilities such as no LRC, Ewald corrections for charge-charge interactions, LSM for Lennard-Jones terms, and an integration approach by assuming g= 1 (typically used in a fluid).
Line (4): The simulation is capable of starting from preset coordinates or coordinates
after a number of simulation cycles. The simulation also can restart averaging or
continue averaging in the event the code is halted.

Line (5): The pressure in bar.

Line (6): The temperature in Kelvin.

Line (7): A character of length 3 in which the run output is saved to.

Line (8): A character of length 2 in which the series output is saved to.

Line (9): The number of cycles that are required to relax the initial coordinates.

Line (10): The number of cycles that are required to produce the final averages.

Line (11-13): The number of unit cells in the x, y, and z directions, respectively. In a
fluid, only one cell in each direction is needed.

Line (14-16): For special cases the length of the cells can be specified. The length is
the total length of the simulation box. As an example if the x-direction length of the 2
unit cell structure I hydrate is 22 Angstroms, we reference this to 3 Angstroms. The
value in the input file will be 7.33333 for the length and 2 from the number of boxes.

Line (17): Total number of molecules in system.

Line (18): Interface only: specifies the density of fluid at solid interface.

Line (19): Interface only: specifies the fraction of the slab being hydrate z dir

Line (20): Specifies the number of different components. In the solid phase a
maximum of 6 components can be specified including water. In the fluid phase a
maximum of 3 components can be specified.

Line (21): Specifies the molecular types. One special case, in a double hydrate the
sequence should be water, small guest, large guest.
Line (22): Specifies the chemical potential for a nonstoichiometric hydrate. The first number should be kept at zero. This is for water and will not play into the simulation. The order should correspond to the definition of the molecular type. The chemical potential is reduced by 4 kcal/mol.

Line (23): The mole fractions are specified only for the fluid phase. All other mole fractions will be calculated based on simulation type and in the nonstoichiometric hydrate, the chemical potential.

In the table below an example of the input file for MCHydrate is shown. The placement of the number is not important. Integers are specified in the example without a decimal, otherwise they are floating points.

| 7 | Simulation type |
| 2 | Lattice type |
| 1 | Periodic and interaction type |
| 0 | Trigger to restart |
| 1.00000 | Pressure -Bar |
| 240.00000 | Temperature -Kelvin |
| 004 | Run Number |
| a0 | Series Number |
| 1000 | Number of relaxation cycles |
| 5000 | Number of production cycles |
| 100 | Number of cycles in a block ave |
| 1 | Number of cells in the x dir |
| 1 | Number of cells in the y dir |
| 1 | Number of cells in the z dir |
| 3.93000 | Cell length in the x direction |
| 3.93000 | Cell length in the y direction |
| 3.93000 | Cell length in the z direction |
| 54 | Number of molecules in system |
| 0.00000 | Density of fluid reduce |
| 0.00000 | Frac. hydrate in slab |
| 2 | Number of molecule type |
| 6 | 11 | 0 | 0 | 0 | 0 | Molecule types |
| 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | Chemical potentials |
| 0.851852 | 0.148148 | 0.00000 | 0.00000 | 0.00000 | 0.00000 | Mole fractions |
Ensembles and property calculations - line 1 in input file

(1) NVT (Canonical Ensemble).
(2) NPT (Isothermal -Isobaric Ensemble) Box Length in x-y-z adjusted the same.
(3) NPT (Isothermal -Isobaric Ensemble) Rahman-Parrinello simulation.
(4) Semigrand simulation fixed chemical potential-VT.
(5) Semigrand simulation fixed chemical potential-PT Box Length in x-y-z adjusted the same.
(6) Semigrand simulation fixed chemical potential-PT Rahman-Parrinello simulation.
(8) NPT chemical potential calculation.
(9) NVT chemical potential calculation.

When the options are set to negative values, the reduced box lengths are user inputs.

Original free energy calculation – Frenkel, D, Ladd A.J.C., New Monte Carlo method to compute the free energy of arbitrary solids. Application to the fcc and hcp phases of hard spheres Journal of chemical physics, 81, 1984, 3188.
Free energies for solids with orientational contributions – Vega, C, Paras, E.P.A., Monson,
Residual entropy of ice - Pauling, L, The Structure and Entropy of Ice and of Other Crystals with Some Randomness of Atomic Arrangement, JACS, 57, 1935, 2680.


A. NVT - Option (1)
A Monte Carlo canonical ensemble (NVT) simulation consists of a fixed volume, displacement moves and rotation moves. Option 1 is for a solid phase.

B. NPT - Option (2) and (3)
A Monte Carlo isothermal-isobaric ensemble (NPT) simulation consists of a varying volume, displacement moves and rotation moves. Option 2 is a simulation where the lengths of x-y-z are varied with equal distance dx=dy=dz. Option 3 is a simulation where the length x, y, and z are varied each with different dx, dy, and dz.

C. Semigrand ensemble - Option (4), (5), and (6)
A semigrand ensemble consists of rotation moves, displacement moves, insertion moves, deletion moves, and volume moves for an isobaric system. Option 4 is a semigrand simulation with constant volume. Option 5 is a semigrand simulation with varying volume of the type dx=dy=dz. Option 6 is a semigrand simulation with varying volume with different dx, dy, and dz. The chemical potential must be specified.

D. Solid free energy - Option (7)
Solid free energies, option 7, are found through a thermodynamic integration from an Einstein crystal. The simulation steps through a number of spring constants and then
integrates the results with Gauss-Legendre integration. Only displacement moves and rotation moves are performed.

**E. Fluid chemical potential - Option (8) and (9)**

Option 8 and 9 perform chemical potential calculation on a fluid. Option 8 is an isothermal-isobaric simulation. Option 9 is a canonical ensemble simulation. Three methodologies are used, Widom insertions, overlap distributions, and Bennett’s method. The method consists of a fluid fixed at a given composition, and for each component they are inserted in one stage and then deleted in another. 3 components leads to 4 staged simulation, one to insert each molecule, and 3 to delete N+1 molecules.

**Initial configurations and lattice types – line 2**

<p>| | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>sI- no guest molecules</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>sI- S and L filled- one guests</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>sI- S and L filled- two guests</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>sI- L filled- one guest</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>sI(rigid lat.)-S and L filled- one guests</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>sI(rigid lat.)-S and L filled- two guests</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>sI(rigid lat.)-L filled- one guest</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>sII- no guest molecules</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>sII- S and L filled- one guests</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>sII- S and L filled- two guests</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>sII- L filled- one guest</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>sII(rigid lat.)-S and L filled- one guests</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>sII(rigid lat.)-S and L filled- two guests</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>sII(rigid lat.)-L filled- one guest</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>sH- no guest molecules</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>sH- S and L filled- two guests</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>sH(rigid lat.)-S and L filled- two guests</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>Ice H</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Ice C</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Fluid - Liquid FCC initial config.</td>
<td></td>
</tr>
</tbody>
</table>
(21) Fluid - Vapor FCC initial config.
(22) Interface sI- S and L filled - one guest
(23) Interface sII- L filled - one guest
(24) Interface sII- S and L filled - two guests
See code output for crystal structures.
S - small cage
M - medium cage
L - large cage

Option (5)-(7) and (12) - (14): The simulation type must be at fixed volume. Useful when a rigid water lattice is needed to compare with predictions of hydrate occupancies found from the vdWP theory. Option (18)-(19): The simulation of ice. Option (20): The simulation of a fluid phase of specified composition. Option (21)-(23): Interface simulations – not yet implemented.

Long range corrections and mixing rules - Line 3

A. Options
Two mixing rule are applied here. In option (0) - (2), and Option (6), geometric combining rules are used. In option (3) - (5), and option (7), arithmetic combining rules are used.
(0) no ewald summation, use A-C
(1) ewald sum on qq and lattice sum method (LSM) on A-C
(2) ewald sum on qq only, use A-C
(3) no ewald summation, use LJ
(4) ewald sum on qq and lattice sum method (LSM) on LJ
(5) ewald sum on qq only, use LJ
(6) ewald sum on qq only, use A-C, g=1
(7) ewald sum on qq only, use LJ, g=1

B. Lennard Jones potential mixing rules
Geometric combination rules, use A-C:
\[ u(r) = 4\sqrt{\varepsilon_e \varepsilon_g} \left( \left[ \frac{\sigma_g \sigma_g}{r_g} \right]^{12} - \left[ \frac{\sigma_g \sigma_g}{r_g} \right]^6 \right) \]

Arithmetic combination rules LJ:

\[ u(r) = 4\sqrt{\varepsilon_e \varepsilon_g} \left( \left[ \frac{\sigma_g \sigma_g}{2r_g} \right]^{12} - \left[ \frac{\sigma_g \sigma_g}{2r_g} \right]^6 \right) \]

Implementing Arithmetic combination rules LJ:

\[ u(r) = 4\sqrt{\varepsilon_e \varepsilon_g} \left( \left[ \frac{\sigma_g \sigma_g}{2r_g} \right]^{12} \right) - \lambda_{ij} \]

\[ \lambda_{ij} = -\frac{1}{2^6} \sum_{k=0}^{6} \frac{6!}{k!(6-k)!} \lambda_{i-k} \lambda_{-k,ij} \]

\[ \lambda_{ij} = 2\varepsilon_e^{\frac{1}{6}} \sigma_g^{\frac{1}{6}} \]


C. Long-range corrections

Option (0): Geometric combining rules with no long range correction.

Option (1): Geometric combining rules with Ewald sum on charges and lattice sum on the Lennard Jones term.

Option (2): Geometric combining rules with Ewald sum on charges.

Option (3): Arithmetic combining rules with no long range correction.

Option (4): Arithmetic combining rules with Ewald sum on charges and lattice sum on the Lennard Jones term.

Option (5): Arithmetic combining rules with Ewald sum on charges.

Option (6) and (7): Ewald summation is used on the charge interactions. Long range correction on Lennard Jones term is dealt with through an integral. See Frenkel and Smit,
Molecular species - Line 18

( 1) Water SPC
( 2) Water SPCE
( 3) Water TIP4P
( 4) Water TIP4P-EW
( 5) Water TIP4P/2005
( 6) Water TIP4P/ICE
(11) Methane 1-site (Jorgensen)
(12) Methane 5-site (Siepmann)
(13) Methane 5-site (Tse)
(14) Ethane 1-site (Hirschfelder)
(13) Ethane 3-site (Jorgensen)
(16) Ethane 9-sites (Siepmann)
(17) Propane 1-site (Hirschfelder)
(18) Propane 3-sites (Jorgensen)
(19) Helium 1-site (Hirschfelder)
(20) Neon 1-site (Hirschfelder)
(21) Argon 1-site (Zele)
(22) Krypton 1-site (Zele)
(23) Xenon 1-site (Pashek)
(24) Hydrogen 1-site (Hirschfelder)
(25) Hydrogen 3-sites (Alavi)
(26) EO - UA 4-sites (Wielpolski)
(27) EO - AA 8-sites (Mountain)
(28) TMO- UA 5-sites (In-house)
(29) TMO- AA 8-sites (In-house)
(30) THF- UA 5-sites (Girard)
(31) THF- AA 14-sites (Alavi)
(32) THF- UA 7-sites (In-house)
(33) THP- AA 17-sites (In-house)
(34) CO2 3-sites (Jorgensen)
(35) MCH 1-site (Prausnitz)
(36) Na+ 1-site (Smith)
(37) Cl- 1-site (Smith)
(38) C5H10 5-site (Martin)
(39) C6H14 6-site (Martin)

A. Water molecular models

(1) SPC Water Ref: Berendsen, HJC, Postma, JPM, von Gunster, WF, Hermans, J
(3) TIP4P Water Jorgensen, WL, Chandrasekhar, JD, Madura, RW Impey, RW, Klein,
(4) TIP4P-EW Water Horn, HW, et al., JCP, 120, 9665 (2005).
(6) TIP4P/ICE Water Abascal, JLF, Sanz, E, Fernandez, G, Vega, C JCP, 122, 234511
(2005).

B. Guest molecular models

Siepmann, JI, Martin, MG, JPCB, 102, 2569 (1998).
(13) Methane All-atom: 5-sites Tse, Klein, MacDonald, JCP, 81, 6146.
(14) Ethane United-atom: 1-site Hirschfelder, JO, Curtiss, CF, Bird, RB Molecular
(17) Propane United-atom: 1-site Hirschfelder, JO, Curtiss, CF, Bird, RB Molecular
(23) Xenon: 1-site Pashek, D, JCP, 120, 6674.
(33) Tetrahydroxyran All-atom: 11 sites In-house potential Geometry from

(36) Sodium ion : 1-site Smith DE, Dang, LX, JCP, 100, 3757 (1994).
(37) Chlorine ion : 1-site Smith DE, Dang, LX, JCP, 100, 3757 (1994).

The iofile.f

In the iofile.f (input/output file) it is possible to change a large number of input parameters used in the simulation. However one should be very careful when modifying this file. The cutoff radius used in the simulations is specified in this file and can be changed here if necessary. The default value is 10 Å.

Another useful feature in the iofile is that it allows switching on and of the vdWP module. The vdWP module when running semigrand ensemble simulations will calculate the occupancy of the hydrate according to the vdWP theory which can then be compared to those found from simulation. The vdWP module can be switched on by setting icgrev = 1. It should only be switched on if the results are really of interest since it is computationally quite heavy. If a cage analysis (splits the occupancy into small and large) in connection with the vdWP study is necessary the semigrand simulation should simply be started from a fully occupied hydrate which by default will set icagestudy = 10 and icgstd = 1. Otherwise these can also be set in the iofile.

Compilation

It is possible to compile the program by running “compile.cmd” which will create an executable file which along with the state file will run a given simulation. By default the
executable file created is named “mchydrate” however this is easily changed in “compile.cmd”.