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Abstract

Expressions are evaluated for the control rod velocity as well as the hydraulic pressure inside the control rod guide tube during a rod ejection accident and a rod drop accident. For the rod ejection transients, the effectiveness of the control rod velocity limiter is found to be strongly dependent on the discharge flow from a postulated rupture of the control rod drive thimble. The nuclear transient is analysed by means of the three-dimensional dynamic BWR simulator DANAID, which is based on nodal technique. The kinetics equations are written in modified one-energy group theory. Both Doppler feedback and moderator feedback are incorporated in the program. The Doppler effect is especially strong, but because of the power directly deposited in the coolant the moderator feedback is also significant and rapid. Removal of a 2% $\Delta k/k_{rod}$, with a velocity corresponding to the maximum drop velocity of a General Electric control rod, should not result in any significant damage to the reactor system. The result of the rod ejection analysis is a maximum fuel enthalpy below the fracture thresholds. However, the hot channels are voided and the radioactivity from 800-1200 fuel rods is released to the coolant.
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1. INTRODUCTION

Major technical problems in reactor safety are a satisfactory determination of a "maximum credible accident" and a plant design that will safely contain the resulting radioactivity. An accurate knowledge of the amount of energy and the modes of its release in such an accident is particularly important, since this will greatly influence containment design.

Perhaps the most serious accident in water reactors can result from a combination of circumstances which include an inadvertent addition of a large amount of excess reactivity.

There are many ways of inserting reactivity into a large LWR. However, most of them result in a relatively slow rate of reactivity insertion and are therefore no threat to the system. The one category of reactivity additions that must be considered in evaluating large nuclear excursions is that associated with the control rod system. It appears that the rapid removal of a high-worth control rod is the only way of obtaining a sufficiently fast rate of reactivity insertion to result potentially in a significant excursion.

Control rod accidents in a LWR are commonly divided into two categories, ROD DROP ACCIDENTS and ROD EJECTION ACCIDENTS, respectively. The control rod drop accident in a BWR is defined as the complete disconnection of a random, fully-inserted control rod from its cruciform control blade at or near the coupling and in such a way that the blade somehow gets stuck at its location. If the drive were withdrawn, the sticking blade would later fall to its drive position and cause a rod drop reactivity insertion accident. The PWR control rod drive is located at the top of the vessel and the fuel assembly fits like a glove to the finger-shaped blade. A disconnection of the blade from its drive would only result in a full insertion of the blade. If one finger breaks off, a small rod drop accident might occur. For the postulated control-rod ejection accident, a mechanical failure of a control-rod drive mechanism housing is assumed, so that the reactor coolant system pressure would eject the control-rod and drive shaft to the fully withdrawn position. The rod ejection accident is a possibility in both the PWR and the BWR, but because of higher control-rod reactivity worth, the potential risk is largest in the BWR.

The rapid removal of a high-worth rod results in a high local $k_{\infty}$ in a small region of the core. For large, loosely-coupled cores, this would result in a highly-peaked power distribution and subsequent shutdown mechanisms. Significant shifts in the spatial power generation would occur during the course of the excursion. Therefore, the method of analysis must be
The objective of this report is to provide an estimate of the possible consequences of control-rod ejection accidents in a BWR. A break in the control-rod drive housing is assumed and the resulting control-rod velocity is calculated as a function of time with the program RODACC. RODACC incorporates velocity restrictions, and it takes into account maximum critical two-phase flow. With the estimated control-rod velocity as input, the three-dimensional dynamic BWR program DANAID simulates the reactor core and the coolant system. DANAID is based on nodal technique and calculates most of the essential parameters of the reactor. After a DANAID run, the reactor state (coolant velocity, coolant pressure, temperature distribution, etc.) is known and the consequences for the pressure vessel and its internal components can be estimated.

Because control-rod ejection calculations for power reactors are not commonly included in the literature, a rod-drop calculation was performed to verify the code complex.

2. THE BOILING-WATER REACTOR

Because modern boiling-water reactors have reactor cores with slight differences in the basic nuclear and hydraulic design parameters, it is possible to represent most reactors by one prototype. The size of the prototype must be a compromise between a large reactor, dictated by the desire for a loosely coupled reactor, and a small reactor, which is cheaper in computer time. Oskarshamn 1 is rather small compared with very recent power plants, but it has many modern characteristics and is large enough to demonstrate the effects of a highly-peaked power distribution. Thus this reactor was chosen as prototype in the present study.

The reactor vessel cutaway, fig. 2.1, shows the arrangement of the reactor assembly components.
Fig. 2.1. Reactor vessel cutaway.
3. INITIATING EVENT

3.1. The Control Rod System

The control rod system in a typical BWR includes a control rod blade, a velocity limiter, a shaft, a control-rod guide-tube, and a drive system.

The cruciform control-rod system consists of stainless steel tubes filled with boron-carbide powder. Rollers provide guidance for control-rod insertion and withdrawal and reduce friction between the rod and the fuel boxes. The control-rod support is a hollow shaft extending up through the guide tube from the control-rod drive to the rod.

The velocity limiter is an integral part of the control-rod and it protects against a rod-drop accident. It is designed to limit the free fall velocity and reactivity insertion rate of a control-rod, so as to ensure minimum fuel damage. It is a one-way device, in that the control-rod scram time is not significantly affected. A velocity limiter is not installed in the Oskarshamn reactor.

The control-rod guide-tubes, located inside the vessel, extend from the top of the control-rod drive housings up through apertures in the core support plate. Each tube is designed as the guide for a control-rod and as the vertical support for the four fuel assemblies surrounding the control-rod. The bottom of the guide-tube is supported by the control-rod drive housing, which transmits the weight of the guide-tube and the fuel assemblies to the reactor vessel bottom head.

The control-rods perform dual functions of reactivity regulation and reactor "scram" (prompt shutdown). Because of this the control-rod drives must be capable of inserting or withdrawing a control-rod at a slow, controlled rate, as well as providing rapid insertion when required. The drives are located in the control-rod drive housings attached to the bottom of the reactor vessel.

The drive systems used in European constructions (ASEA-ATOM and KWU) are significantly different from those used in the USA (GE). Figs. 3.1.1, 3.1.2 and 3.1.3 illustrate the operating principles of the different systems. The control-rod drive mechanism used by General Electric is a double-acting, mechanically latched, hydraulic cylinder. The drive piston is mounted at the lower end of the control-rod shaft. This shaft functions as a piston rod. The drive piston and the shaft make up the main moving assembly in the drive. The piston has both inside and outside sealing rings and operates in an annular space between an inner cylinder (fixed piston tube) and an outer cylinder (drive cylinder). The shaft or the index tube,
as it is called in GE reactors, has circumferential locking grooves, spaced every 6 in. along the outer surface to transmit the weight of the control-rod to the collet assembly. This assembly serves as the index tube locking mechanism and prevents the index tube from accidentally moving downwards. Locking is accomplished by fingers mounted on the collet piston at the top of the drive cylinder. In the locked position the fingers engage a locking groove in the index tube. The collet piston is normally held in the latched position by a spring and it will not unlatch until a pressure above reactor vessel pressure is applied to the collet piston to overcome spring force (fig. 3.1.1, drive withdrawn line), slide the collet up against the conical surface in the guide cap, and spread the fingers out so they do not engage a locking groove.

Rod insertion is initiated by a signal from the operator to two insert valves. The signal causes both insert valves to open. The insert drive valve applies pressurised water to the bottom of the drive piston (fig. 3.1.1, drive insert line). The insert exhaust valve allows water from above the drive piston to discharge to an exhaust pool (fig. 3.1.1, drive withdraw line). The collet assembly locking mechanism does not interfere with rod insertion.

Before rod withdrawal the collet fingers must be raised to reach the unlocked position. The notches in the index tube and the collet fingers are shaped so that the downward force on the index tube holds the collet fingers in place. The index tube must be lifted before the collet fingers can be released. This is done by opening the drive insert valves for approximately 1 s. The withdraw valves are then opened, applying driving pressure above the drive piston and opening the area below the piston to the exhaust pool. Pressure is simultaneously applied to the collet piston. As the piston raises, the collet fingers are jammed outwards, away from the index tube, by the guide cap.

During a scram, accumulator pressure is admitted under the drive piston, and the area over the drive piston is vented to the scram discharge volume.

The two European suppliers of boiling water reactors have control-rod drives which are largely similar. For normal reactor power level control and core power distribution control, the absorbers are moved into and out of the core by an electric motor via a screw and nut arrangement. This direct mechanical drive system facilitates exact positioning of the absorber rods. A revolution counter on the motor unit indicates the position within one per cent of the full absorber stroke. In adverse situations, when rapid
Fig. 3.1.1. General Electric control rod drive system.
insertion is required, the absorbers are driven into the core by admitting pressurized water below the absorber drive piston. In such cases the piston, on top of which lies the absorber, leaves the nut on which it normally rests. Latches that are normally retracted engage a rack in the housing to lock the piston in the uppermost position. Simultaneously with the activation of the hydraulic scram system, the electric drive motors are started to drive the nut to the top position. When the piston rests again on the drive nut, the latches are automatically retracted and the absorbers can be manoeuvred in the normal way.

To prevent control rod ejection in the event of a drive housing failure, reactor suppliers have different control-rod drive housing supports. The General Electric control-rod drive housing support system is shown in fig. 3.1.4. Horizontal beams are installed immediately below the bottom head of the reactor vessel, between the rows of drive housings. The beams are bolted to the reactor support pedestal. Hanger rods are supported from the beams on stacks of disc springs. The support bars are bolted between the bottom ends of the hanger rods. Individual grids rest on the support bars between adjacent beams.

At the bottom of the drive housing the ASEA BWR has a square flange as connection to the four adjoining drives (fig. 3.1.5) so that each housing is supported by two of its neighbours, while it constitutes an emergency stop for the other two. A disconnection of the control-rod drive housing and the pressure vessel bottom head, or a break of the housing above the flange, will not result in accidental ejection of the control-rod in this system.

The Kraftwerk Union (KWU) philosophy concerning rod ejection accidents is that, owing to the performance and construction of the control-rod drive housing, the probability of a large break is insignificant. Therefore the present KWU reactors have no support systems for the drive housings. Instead, the joining between the housing and the pressure vessel bottom head has been improved by a nut that turns round the guide tube inside the vessel (fig. 3.1.6).
Fig. 3.1.2. KWU control rod drive system.

Fig. 3.1.3. ASEA-ATOM control rod drive system.
Fig. 3.1.4. GE control rod drive housing support system.

Fig. 3.1.5. ASEA-ATOM control rod drive housing support system.
3.2. The Control-Rod-Drop Accident

In conjunction with the loss-of-coolant accident, the steam-line-break accident and the fuel-bundle-drop accident, the control-rod-drop accident constitutes the design basis accidents in a BWR from General Electric.

The control-rod-drop accident is defined as a power excursion caused by the accidental removal of a control rod from the core at a more rapid rate than can be achieved by the use of the control-rod drive mechanism. In the control-rod-drop accident, a fully inserted control rod is assumed to fall out of the core after being disconnected from its drive, and after the drive has been removed to the fully withdrawn position.

To minimize the probability of a rod-drop accident, some design features and operating procedures have been developed.

The control rods are designed to minimize the probability of sticking in the core. The blades travel in gaps between the fuel channels with total clearance, and they are equipped with rollers which make contact with the channel walls.

The control-rod coupling to the drive shaft is made of high quality materials and tests have shown that the drive and coupling do not fail when
subjected to pull forces up to 30 times greater than that which can be achieved in a reactor.

Movements of the control rods when the reactor is critical or near critical cause changes in the neutron flux. Rod coupling is verified by observing the neutron flux changes during rod movement.

The control-rod bottoms on a seal, preventing the control-rod drive from being withdrawn to its overtravel position. Thus, attempting to withdraw a rod drive to the overtravel position provides an effective method for verifying rod coupling. This method is used prior to reactor startup, when rod following cannot be verified by observing the response of the neutron flux instrumentation. Operating procedures require rod-following verification checks during startup and during major rod movements, and daily verification checks on all rods not fully in to ensure that any rod-from-drive separation would be detected. Procedures require full insertion of rods when following cannot be verified.

Operating procedures require that control-rod movements follow pre-planned patterns designed to flatten the power distribution, which tends to minimize the reactivity worth of individual rods, so that extensive fuel damage would not be expected, if a control-rod-drop were to occur.

To augment the above procedural controls, the General Electric BWR's are provided with a control-rod worth-minimizer interlock system and a control-rod velocity limiter. The interlock system consists of a computer that monitors the control rod withdrawal sequence and actuates interlocks to prevent abnormal control-rod patterns. The limiter is a hydraulic piston on the bottom of the control rod, which adds substantial drag against downward control-rod movement.

To result in a serious rod-drop-accident, the dropping rod must be an out of sequence rod, and because the maximum reactivity worth of individual rods decreases rapidly with increasing reactor power, the reactor must be operating at a few per cent only of full power. Thus a severe accident is determined by two operator errors, namely selection of a control rod out of sequence in the prescribed pattern and withdrawal of the drive without check of rod following. At the same time, the control rod-to-drive coupling must fail, the control-rod must stick in the core and drop at the right time and the control-rod worth-minimizer interlock system must be inoperable. All these requirements make the rod-drop accident unlikely and, according to WASH-1400\textsuperscript{1}, unlikely accidents contribute little to the total risk of nuclear power.
3.3. The Control-Rod-Ejection Accident

A failure of one of the control-rod drive housings results under almost all conditions in a small loss-of-coolant accident, and implies a potential control-rod ejection.

The reactor design and fabrication procedures require considerable attention to the design of the vessel and all its penetrations, including the bottom head penetrations such as the control-rod-drive housings. This provides a high degree of assurance that rod ejection will not occur. The most credible possibilities for failure of the housing are expected to be a break of the housing to vessel weld and a break of the flange bolts nearest at the control rod thimble.

If the drive housing supports act satisfactorily, a circumferential crack at the attachment weld to the vessel does not result in a rod ejection, no matter which of the three previously described support structures is used, but a failure of the welding in the socket inside the vessel (fig. 3.1.6) might result in a rod ejection accident in KWU reactors.

When the control rod is not operated, the GE rod is locked by the collet fingers, while in the KWU and ASEA types the rod rests unlocked on the drive nut, but if the control rod shaft and the drive nut are separated, a pawl, similar to the GE collet fingers, holds the drive to a dentiformed outer tube. If the bolts in the main flange all break the drive will drop out and, if the rod is separated from the nut, the pawls are activated and will connect the rod to the outer tube. Unfortunately, this tube is not connected to the drive house and, because the support structure does not prevent it, such a failure must result in a rod ejection accident in KWU and ASEA reactors.

If the flange bolts break in cases where the GE support structure is installed, the collet assembly must be able to withstand substantial dynamic loads from the hydraulic pressure and the mass of the control assembly. The static load can be expressed as

\[ F = M \cdot g + P_r \cdot A_s - P_{sp} \cdot A_{sp} + P_{out} \cdot A_{out} - P_{in} \cdot A_{in} \]

where

- \( M \) = mass of control assembly
- \( g \) = gravity acceleration
- \( P_r \) = reactor pressure
- \( P_{sp} \) = pressure above stop piston
- \( P_{out} \) = pressure above drive piston
\[ p_{in} = \text{pressure below drive piston} \]
\[ A_s = \text{cross sectional area of the control rod shaft} \]
\[ A_{sp} = \text{cross sectional area of the stop piston} \]
\[ A_{out} = \text{cross sectional area of the drive piston for withdrawal} \]
\[ A_{in} = \text{cross sectional area of the drive piston for insertion} \]

Under normal operating conditions, the pressures \( p_{sp} \), \( p_{out} \) and \( p_{in} \) are approximately equal to the reactor pressure \( p_r \), and the collets only sustain the dead weight of the control rod and drive. If a flange break is followed by a disruption of the insert line and the withdraw line, the ball check valve is most likely to close. The pressure below the drive piston is then unchanged, while the pressure above the piston decreases to the containment pressure level and at the same time reduces the load on the collets. If the ball check valve remains open, \( p_{in} \) and, as a conservative assumption \( p_{sp} \), slowly drop and equal the containment pressure. The maximum static load on the collets then becomes approximately \( F = 33000 \) N. The ability of the collet mechanism to prevent an accidental rod withdrawal has been demonstrated by a series of drop tests\(^2\) where it was found that the collet locking mechanism can stop a control rod assembly accelerated to a velocity of 4.5 m/s followed by a 31000 N static load. In other words, the collet assembly may not be able to sustain the static load under the above conditions. If such a basic line failure occurred while the control rod was being withdrawn, and if the collets remained open, which is unlikely, calculations\(^3\) indicate that the steady-state control rod withdrawal velocity would be 60 cm/s compared with a calculated control rod drop velocity of 150 cm/s.

A control-rod ejection caused by a break of the flange bolts is not believed to result in an excursion, as severe as if the failure is at the housing to vessel weld. Owing to the long, narrow cylinder, the resistance to the coolant flow out through the house is large, i.e., much of the water in the guide tube below the velocity limiter must pass the limiter when the control rod is ejected. When the rod drops through the water, large hydraulic drag forces will act on the limiter, and a terminal velocity is reached when the drag forces exactly balance the sum of the external hydraulic forces on the control assembly and gravity.

### 3.4. Accident Probability

The purpose of this study is not to discuss the probability of a control-rod ejection, but to describe the development of such a postulated accident.
However, if the accident probability is not discussed, there may be an unnecessary overestimation of the risk.

The most valuable work currently concerning reactor safety is undoubtedly the Reactor Safety Study WASH-1400\textsuperscript{1).} This concludes that the two accident categories of interest are both unlikely, and because of their improbability such accidents contribute very little to the total risks involved in nuclear power. Unlikely accidents are given no special treatment in the Reactor Safety Study, but failure rates are estimated for some of the events involved in control-rod-ejection accidents.

![Control rod ejection fault tree](image)

**Fig. 3.4.1.** Control rod ejection fault tree.

Fig. 3.4.1 shows a simplified event tree for a control-rod ejection. The failure probability of the control-rod drive is assigned a value of $3 \times 10^{-4}$ per reactor year. Since the support structure is designed with large structural safety margins, it is considered highly unlikely that it would fail and allow rod ejection to occur. However, the GE structure is periodically removed for reactor maintenance purposes; it is thus possible for a portion of the structure to be incorrectly replaced after maintenance. This failure probability is estimated to be less than $10^{-2}$ per event. The KWU and ASEA support structures are never removed for maintenance, but then they do not prevent a rod ejection if the housing fails nethermost at the thimble. If it is assumed that a break of the flange bolts and a circumferential crack of the attachment to vessel weld have the same probability, the support structure must be assigned an effective failure probability as high as 0.5. The probability of a control-rod ejection is then $3 \times 10^{-6}$ for the GE reactors, and $1.5 \times 10^{-4}$ for the KWU and ASEA types.
In order for a control-rod ejection accident to result in fuel damage, the ejected rod must, according to 1), have a reactivity worth greater than 1.5% Δk/k. This requires that the reactor is critical, but at less than 20% power, and that the ejected control rod is one of the rods having a reactivity worth large enough to cause localized melting. There are approximately 12 events per year that involve operation of the reactor in the range from criticality to 20% power. Assuming a median value of 4 h in this power range per event, it is estimated that the plant will be in this power range for approximately 52 h per year. Therefore, the probability of being in this mode is approximately 52/(365 × 24) = 6 × 10⁻³ per event. For the analysis, it is conservatively assumed that 10% of the rods are high worth rods for the power range of concern. Thus, the probability of the ejected rod being a high worth rod is assumed to be approximately 10⁻¹. The probability for a control-rod ejection accident with "maximum damage" can then be assigned a value of 2 × 10⁻⁹ for General Electric reactors and a value of 9 × 10⁻⁸ for KWU and ASEA reactors.

The Reactor Safety Study assessed the total probability for core melting in connection with very likely transients to be approximately 10⁻⁵. Thus the risk of a rod-ejection accident is insignificant compared with the total risk of nuclear power.

The rod-drop accidents have smaller consequences than the rod-ejection accidents and, because of a more complicated fault tree (fig. 3.4.2), the probability of a rod-drop accident is perhaps even lower. Therefore the risk of such an accident is negligible too.

Fig. 3.4.2. Control rod drop fault tree.
4. CONTROL ROD VELOCITY CALCULATION

4.1. The Control Rod Velocity Limiter

As previously stated, some reactor suppliers, i.e. GE and KWU, have a special device, the control rod velocity limiter, to limit the control rod drop velocity.

The velocity limiter, fig. 4.1.1, is an integral part of the bottom assembly of each control rod. It has the shape of two conical elements acting as a large-clearance piston inside the control rod guide tube. The lower conical element is separated from the upper by four radial spacers 90° apart and located at a 15° angle relative to the upper conical element.

![Diagram of control rod velocity limiter in SCRAM and DROPOUT modes]

Fig. 4.1.1. General Electric control rod velocity limiter.

The hydraulic drag forces on a control rod are approximately proportional to the square of the rod velocity and are negligible at normal rod-withdrawal or rod-insertion speeds. However, during the scram stroke, the rod reaches high velocity, and the drag forces must be overcome by the drive mechanism.

To limit control rod velocity during dropout but not during scram, the velocity limiter is provided with a streamlined profile in the upward direction. Thus, when the control rod is scammed, water flows over the smooth surface of the upper conical element into the annulus between the guide tube and the limiter. In the dropout direction, however, water is trapped by the lower conical element and discharged through the annulus.
between the two conical sections. Because this water is jetted in a partially reversed direction into water flowing upward in the annulus, severe turbulence is created, thereby slowing the withdrawal of the control rod assembly.

The BWR's of ASEA-ATOM have no special control rod velocity limiter, but the control rod console is provided with a piston to close the gap to the drive housing, when the control rod is totally withdrawn. This piston influences the dropout velocity, but does not effectively restrict it, and because the device yields resistance to relative flow in both directions, the scram insertion is affected too.

4.2. Control Rod Drop. Analytical Solution

There is no leak of coolant from the pressure vessel to the reactor containment in the rod-drop accident. Thus, the reactor pressure is not decreased and the control rod guide tube still contains non-streaming single-phase water. Because the specific volume of liquid is rather indifferent to changes in the coolant system pressure, it is possible to find an analytical expression for the control rod drop velocity.

Fig. 4.2.1. Model for the control rod and its guide tube used in obtaining an analytical approach to the rod drop velocity.
Fig. 4.2.1 shows a simplified model of the control rod and its guide tube. During the rod-drop accident the discharged water from below the rod must pass the piston, i.e. the velocity limiter, but because of the very special construction of the limiter the leak rate is low and a high pressure barrier, $\Delta p_{vl}$, is built up across the limiter. The pressure drop in a constriction is proportional to the square of the mass flow through the constriction $^4$, so when the hydrostatic pressure is neglected, and $\Delta p_{vl}$ is the pressure difference between the lower part of the piston and the upper part, $\Delta p_{vl}$ may be expressed as

$$\Delta p_{vl} = f \frac{w^2}{\rho (A_{gt} - A_{vl})^2} \quad (4.2.1)$$

Here $-w$ is the discharged mass flow in the upward direction relative to the piston and $f$ is the single phase friction factor for the velocity limiter applied to flow in the same direction. The coolant density is $\rho$, and $A_{gt}$ and $A_{vl}$ are the cross sectional areas of the guide tube and the piston, respectively.

A fluid mass balance can be made over the volume below the piston. This volume is increased at the rate

$$\dot{u} = -u A_{gt} \quad (4.2.2)$$

where $u$ is the control rod velocity. The change of fluid mass, $\rho \dot{u}$, must be equal to the net flow across the surface, $w$. Thus, preservation of fluid mass is contained in the equation

$$w = -\rho \cdot A_{gt} \cdot u \quad (4.2.3)$$

The cross sectional area of the control rod is termed $A_{rod}$, and the pressure drop along the rod from above the piston to the top of the rod is $\Delta p_{rod}$. When $M$ is the total mass of the moving assembly, Newton's second law applied to the assembly becomes

$$M \frac{du}{dt} = M \cdot g - A_{vl} \Delta p_{vl} - A_{rod} \Delta p_{rod} \quad (4.2.4)$$

where $g$ is the specific gravity. Here friction between the rod itself and the fluid is excluded, but it might be included in the velocity limiter friction by an appropriate choice of $f$.

Combination of eqs. 4.2.1, 4.2.3 and 4.2.4 yields
\[
\frac{1}{\sqrt{1 - \frac{u}{c_2}}} \frac{d}{dt} \left( \sqrt{\frac{c_1}{c_2}} u \right) = \gamma c_1 c_2 f
\]

(4.2.5)

\[
c_o = \left( \frac{A_{vl}}{A_{vl} - \gamma f} \right)^2
\]

(4.2.6)

\[
c_1 = c_o \frac{A_{vl}}{M}
\]

(4.2.7)

\[
c_2 = g - \frac{A_{rod}}{M} \Delta p_{rod}
\]

(4.2.8)

Assuming \( \rho \) and \( \Delta p_{rod} \) constant, \( c_o, c_1 \) and \( c_2 \) are positive constants, and \( f \) is positive, too. Hence, the complete solution to eq. 4.2.5 may be expressed as

\[
\text{Arctgh} \left( \frac{u}{u_2} \right) = t/\tau_2 + B
\]

(4.2.9)

\[
u_2 = \frac{\sqrt{c_2}}{\sqrt{c_1} f}
\]

(4.2.10)

\[
\tau_2 = \sqrt{\frac{1}{c_1 c_2 f}}
\]

(4.2.11)

Applying the convenient boundary condition

\[t = 0 \rightarrow u = 0\]

(4.2.12)

the arbitrary constant \( B \) is determined, and the proper solution found

\[u = u_2 \text{tgh} \left( t/\tau_2 \right).\]

(4.2.13)

Then the pressure difference at the velocity limiter becomes

\[\Delta p_{vl} = \Delta p_{max} \text{tgh}^2 \left( t/\tau_2 \right)\]

(4.2.14)

\[\Delta p_{max} = c_o \frac{c_2}{c_1}\]

(4.2.15)
The control rod drop velocity and the pressure barrier at the velocity limiter can be calculated as a function of time, when numerical values have been attributed to the quantities \( u_2 \), \( \tau_2 \) and \( \Delta p_{\text{max}} \). Most of the data necessary for calculation of these quantities are simple design data available from the reactor suppliers, but it is difficult to obtain an accurate value of \( f \) by calculation because of the special design of the velocity limiter. The best way to obtain an acceptable approximation to \( f \) is to measure the steady state rod drop velocity, \( u_2 \), and then to calculate \( f \) from eq. 4.2.10. In this way \( f \) becomes an effective friction factor for both the control rod and the velocity limiter, and that is exactly what is needed here. The maximum control rod drop velocity achievable in a GE BWR is mentioned in 5) and presented here in table 4.2.1. Also presented in the same table are design data taken from 3).

For calculation of the pressure drop along the rod, \( \Delta p_{\text{rod}} \), only the hydrostatic part is incorporated, thus, \( \Delta p_{\text{rod}} = 1 \cdot (1 - \alpha) \cdot \rho \cdot g \), where \( l \) is the length of the rod and \( \alpha \) the steam fraction. At the same time it is assumed that the reactor is at low power, allowing the void to be neglected. In addition, \( \Delta p_{\text{rod}} \) will only have little influence on the rod velocity.

Table 4.2.1

<table>
<thead>
<tr>
<th>Quantities obtained from reactor vendor</th>
<th>Symbol</th>
<th>Numerical value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cross sectional area of velocity limiter</td>
<td>( A_{vl} )</td>
<td>0.0439 m(^2)</td>
</tr>
<tr>
<td>Cross sectional area of guide tube</td>
<td>( A_{gt} )</td>
<td>0.0552 m(^2)</td>
</tr>
<tr>
<td>Cross sectional area of control rod</td>
<td>( A_{rod} )</td>
<td>0.0011 m(^2)</td>
</tr>
<tr>
<td>Mass of moving assembly (control rod)</td>
<td>( M )</td>
<td>85.5 kg</td>
</tr>
<tr>
<td>Length of control rod</td>
<td>( l )</td>
<td>3.65 m</td>
</tr>
<tr>
<td>Coolant density</td>
<td>( \rho )</td>
<td>740 kg/m(^3)</td>
</tr>
<tr>
<td>Maximum measured rod drop velocity</td>
<td>( u_2 )</td>
<td>0.95 m/s</td>
</tr>
</tbody>
</table>

Calculated quantities

- Velocity limiter friction, relative upstream: \( f, f_{\text{up}} \) 1.2
- Time constant: \( \tau_2 \) 105 ms
- Maximum pressure build-up at velocity limiter: \( \Delta p_{\text{max}} \) 0.2 bar
4.3. Control-Rod Ejection, Analytical Solution

There are two major differences between the categories of excursion accidents of interest in this study. In the rod-drop accident, gravity is the only force to withdraw the rod; however, in case of a rod-ejection accident, gravity is negligible and the essential pull come from the huge hydraulic pressure gradient acting on the control assembly. Further control-rod drop is not combined with any loss of coolant, but rod ejection probably is. The reason for considering the leak of the coolant is not because it would lead to a severe loss-of-coolant accident - the loss would not be that large - but because leaking from the bottom of the guide tube counteracts a rapid pressure build-up below the velocity limiter, which then has a reduced value.

When coolant starts to leak from the guide tube, the hydraulic pressure drops and steam is generated. In this case it is not a good approximation to keep the coolant density as a constant, but, in an attempt to obtain an analytical expression for the control rod velocity, this assumption is nevertheless maintained.

The model used in this section for calculation of the control rod velocity is shown in fig. 4.3.1.

The pressure gradient, $\Delta p_{vl}$, caused by the velocity limiter, is calculated almost identically to that in the previous section. However, because of the leak of coolant, $w_{vl}$ may be positive in the transition phase, i.e. the coolant can have the direction of relative downflow at the velocity limiter. Thus the pressure gain is calculated as

$$\Delta p_{vl} = f \frac{w_{vl}^2}{\rho(A_{gt} - A_{vl})^2}$$  \hspace{1cm} (4.3.1)

$$f = \begin{cases} 
-f_{\text{down}} & \text{for } w_{vl} > 0 \\
-f_{\text{up}} & \text{for } w_{vl} < 0 
\end{cases}$$  \hspace{1cm} (4.3.2)

The coolant volume below the piston is increased at the rate

$$\dot{\omega} = -u(A_{gt} - A_{\text{shaft}})$$  \hspace{1cm} (4.3.3)
where $A_{\text{shaft}}$ is the cross-sectional area of the control rod shaft. The "loss" of coolant, $\rho \dot{u}$, is equal to the net flow across the surface, thus, when $w_{\text{leak}}$ is the leak rate to the containment, a mass balance yields

$$w_{vl} - w_{\text{leak}} = \rho \dot{u}(A_{gt} - A_{\text{shaft}}).$$  

(4.3.4)
Using the pressure, \( p_{vl} \), just below the velocity limiter and the containment pressure, \( p_{con} \), the dynamic equation becomes

\[
M \frac{du}{dt} = M_{o} - A_{rod} \Delta p_{rod} - A_{vl} \Delta p_{vl} + A_{shaft} (p_{vl} - p_{con}) . \tag{4.3.5}
\]

Here \( M \) is the total mass of the moving assembly, i.e. the control rod, the control rod shaft and possibly the drive housing.

A control-rod ejection is so rapid that most of its reactivity worth is inserted before the reactor pressure increases. An acceptable approximation to \( p_{vl} \) is therefore

\[
p_{vl} = p_{o} + \Delta p_{vl} \tag{4.3.6}
\]

where \( p_{o} \) is the constant reactor pressure. The pressure above the velocity limiter is not constant as assumed here, but the change in this pressure is mainly due to a change in the hydrostatic pressure caused by the removal of the rod, and such a change is small compared to \( \Delta p_{vl} \).

\( w_{leak} \) is zero at the initiation of the event, but in a very short time maximum critical flow is attained in the orifice. Thus, except at the beginning, \( w_{leak} \) has an almost constant value. To give \( w_{leak} \) this maximum value at the start time, too, is equal to letting the pressure below the velocity limiter drop immediately, resulting in an overestimation of the control rod acceleration, but the steady state velocity of the rod remains unaltered. In the following, \( w_{leak} \) is assumed constant.

Equations 4.3.1, 4.3.4, 4.3.5 and 4.3.6 might be reduced to

\[
\frac{du}{dt} = c_2 - f_c (u_o - u)^2 \tag{4.3.7}
\]

\[
c_0 = \frac{A_{gt} - A_{shaft}}{A_{gt} - A_{vl}} \tag{4.3.8}
\]

\[
c_1 = \frac{A_{vl} - A_{shaft}}{M} \tag{4.3.9}
\]

\[
c_2 = g - \frac{A_{rod}}{M} \Delta p_{rod} + \frac{A_{shaft}}{M} (p_{o} - p_{con}) \tag{4.3.10}
\]

\[
u_o = \frac{w_{leak}}{\rho (A_{gt} - A_{shaft})} \tag{4.3.11}
\]

With the previous assumptions, \( c_0, c_1, c_2 \) and \( u_o \) are positive constants.
For further simplification, it is necessary to split the problem into two in order to make \( f \) consistent in each domain. From a physical point of view, it is obvious that if there is a relative downflow, it must occur immediately after the break and until a time, \( t_0 \), when the control rod has reached the velocity \( u_0 \).

The problem might now be redefined to

\[
\frac{1}{1 + \left( \frac{u_0 - u}{u_1} \right)^2} \frac{d}{dt} \left( \frac{u_0 - u}{u_1} \right) = \frac{1}{\tau_1} \quad \text{for} \quad t < t_0 \tag{4.3.12}
\]

\[
\frac{1}{1 - \left( \frac{u_0 - u}{u_2} \right)^2} \frac{d}{dt} \left( \frac{u_0 - u}{u_2} \right) = -\frac{1}{\tau_2} \quad \text{for} \quad t > t_0 \tag{4.3.13}
\]

\( u_1 = \sqrt{\frac{c_2}{c_1}} \) \( f_{\text{down}} \) \tag{4.3.14}

\( u_2 = \sqrt{\frac{c_2}{c_1} f_{\text{up}}} \) \tag{4.3.15}

\( \tau_1 = \sqrt{\frac{1}{c_1 c_2 f_{\text{down}}}} \) \tag{4.3.16}

\( \tau_2 = \sqrt{\frac{1}{c_1 c_2 f_{\text{up}}}} \) \tag{4.3.17}

The complete solutions to the two differential equations are

\[
\text{Arctg} \left( \frac{u_0 - u}{u_1} \right) = -\frac{t}{\tau_1} + B_1 \tag{4.3.18}
\]

and

\[
\text{Artgh} \left( \frac{u_0 - u}{u_2} \right) = -\frac{t}{\tau_2} + B_2 \tag{4.3.19}
\]

respectively, where \( B_1 \) and \( B_2 \) are arbitrary constants. Applying the boundary conditions
\[ t = 0 \rightarrow u = 0 \]  
\[ t = t_0 \rightarrow u = u_0 \]  

the proper solution and \( t_0 \) are determined

\[ u = \begin{cases} 
   u_0 - u_1 \tan \left( \frac{t_0 - t}{\tau_1} \right) & \text{for } t < t_0 \\
   u_0 + u_2 \tanh \left( \frac{t - t_0}{\tau_2} \right) & \text{for } t > t_0 
\end{cases} \]

\[ t_0 = \tau_1 \arctan \left( \frac{u_0}{u_1} \right). \]

Then \( \Delta p_{\nu 1} \) might be expressed as

\[ -\Delta p_{\max} \tan^2 \left( \frac{t_0 - t}{\tau_1} \right) \text{ for } t < t_0 \]

\[ \Delta p_{\nu 1} = \begin{cases} 
   -\Delta p_{\max} \tan^2 \left( \frac{t_0 - t}{\tau_1} \right) & \text{for } t < t_0 \\
   \Delta p_{\max} \tanh^2 \left( \frac{t - t_0}{\tau_2} \right) & \text{for } t > t_0 
\end{cases} \]

with

\[ \Delta p_{\max} = c_0 \frac{c_2}{c_1}. \]

If \( A_{\text{shaft}} \) and \( w_{\text{leak}} \) are removed from eqs. 4.3.22 and 4.3.24, the equations reduce to the corresponding rod drop expressions, eqs. 4.2.13 and 4.2.14, respectively.

In addition to table 4.2.1, table 4.3.1 is needed for calculation of the quantities involved in the rod ejection formulae. Most of the elements in table 4.3.1 are described below.

The control rod and its shaft are chosen as moving assembly, while the drive housing is excluded. Probably part of the housing will be removed too, but the strength of the coupling to the drive depends on which kind of break is postulated. Besides, it is a conservative assumption to reduce
the mass of the moving assembly to a minimum, because then the acceleration time is shorter, while the maximum speed is unaffected.

The friction factor, \( f_{\text{up}} \), is known from the rod drop calculations. \( f_{\text{down}} \) is not very important and a calculation based on geometrical considerations is believed to be accurate enough. A model for the flow area around the constriction is shown in fig. 4.3.2, indicating that the velocity limiter might be separated in a contraction and an expansion. \( f_{\text{down}} \) is calculated making use of \(^6\) and the result is incorporated in table 4.3.1.

![Fig. 4.3.2. Model for the flow area change around the control rod velocity limiter.](image)

The coolant leak rate in the orifice must be known for the estimation of \( u_o \). When the final pressure at the bottom of the guide tube and the friction factor for the outlet duct are estimated, the discharged mass flow, \( w_{\text{leak}} \), can be calculated by means of expressions for the maximum critical two-phase flow. In this study the Moody expression \(^7\) has been used. The final pressure nethermost in the guide tube is approximately \( p_o + \Delta p_{\text{max}} \) which is known. The applied friction factor for the orifice, \( f_{\text{exit}} \), is calculated from geometrical considerations by means of \(^6\).

The results presented in table 4.3.1 are believed to be the best data for calculation of the control rod velocity after a circumferential break of the housing to vessel weld. A further discussion of the influence of parameter variations is given in section 4.5.
4.4. RODACC, A Fortran Computer Code

The behaviour of the control rod during a rod drop and a rod ejection accident is now known in great detail, but some trammels still remain. However, treating the coolant as a two-phase mixture and incorporating a more realistic model for the leak rate make an analytical solution of the problem impossible. Therefore, a computer code was made for analysis of the more sophisticated aspects of the problem.

Guide Tube Model

For a mathematical description, the guide tube is divided into \( N_t \) sections, fig. 4.4.1. Section number 1 and section number \( N_t \) cover the tube inlet and outlet, respectively, while the volume above the velocity limiter is shared by \( N_a \) sections of equal size. The volume of each of these sections increases, as the control rod is withdrawn. The volume of
the next section, section number \( N_{v1} = N_a + 2 \), is independent of time, but
the section deals with the velocity limiter and consequently it follows the
rod down during withdrawal. What is left of the guide tube, i.e. the part
below the piston, is shared by \( N_b \) identical sections with volumes diminishing
with time.

\[ \text{Section no.} \]

1
2
2
\( N_2 \)
\( N_a+1 \)
\( N_{a1}=N_a + 2 \)
\( N_{a1}+1 \)
\( N_{a1}+N_b \)
\( N_a = N_a+N_b+3 \)

Part of lower
core plate

Fig. 4.4.1. Model for the control rod and its guide tube used in RODACC.
Hydrodynamic Model

In the hydrodynamic model for the water-steam mixture subcooling or superheating of steam are omitted, so the steam, if present, is always at the saturation temperature $T_s$, while the fluid state is allowed to deviate somewhat from equilibrium.

The thermodynamic state functions at saturation are assumed to be functions of pressure only (including $T_s$), and the water functions are expressed as Taylor series of first degree in the water temperature $T_f$. For the fluid mass density this is

$$
\rho_f = \rho_{fs} + \left( \frac{\delta \rho_f}{\delta T_f} \right)_p (T_f - T_s),
$$

(4.4.1)

where $\rho_{fs}$ is the fluid mass density at saturation and $p$ is the pressure. A similar expansion for the internal energy yields

$$
e_f = e_{fs} + C_p (T_f - T_s),
$$

(4.4.2)

The zero point of energy is arbitrary and is here taken to be the reference temperature $T_{so}$, so

$$
e_f = C_p (T_f - T_{so}).
$$

(4.4.3)

The specific enthalpy is defined as

$$
h_f = e_f + \frac{p}{\rho_f}
$$

(4.4.4)

hence

$$
h_f = C_p (T_f - T_{so}) + \frac{p}{\rho_f}.
$$

(4.4.5)

Other quantities of the liquid are calculated at the saturation temperature.

From an intermolecular point of view, evaporation might be explained as molecules from the liquid running up towards the van der Waal potential, and some that have sufficient kinetic energy break through the surface tension and change phase from liquid to gas. At the same time some gas molecules hit the boundary and join the liquid. Thus the net evaporation rate, $\dot{\phi}$, (or if negative the condensation rate) is the difference between the two processes. At saturation $\dot{\phi}$ is zero.

In principle, a fluid is a compressed gas, and for a gas a Maxwellian velocity distribution applies 8). Assuming that such a velocity distribution function is valid for the fluid too, the probability of finding molecules with
a velocity component in the direction of the boundary and in the range \( dv \) at \( v \) is \( \eta(v)dv \), where

\[
\eta(v) = \left(\frac{m}{2\pi kT}\right)^{1/2} \exp\left(-\frac{mv^2}{2kT}\right).
\]  \hspace{1cm} (4.4.6)

\( T \) and \( m \) are the absolute temperature of the liquid and the mass of one molecule, respectively, while \( k \) is the Boltzmann constant.

The probability of finding molecules with velocity components greater than a reference velocity \( v_o \) is

\[
\eta(v > v_o) = \int_{v_o}^{\infty} \left(\frac{m}{2\pi kT}\right)^{1/2} \exp\left(-\frac{mv^2}{2kT}\right)dv = \frac{1}{2} - \frac{1}{2} \text{erf}\left(\sqrt{T}\varepsilon_o\right)
\]  \hspace{1cm} (4.4.7)

with \( \varepsilon_o = \frac{1}{2} \frac{mv^2}{v_o} \). Thus it is most obvious to expect \( \phi \) to be proportional to

\[
\text{erf}\left(\sqrt{\frac{m}{k} \cdot \frac{h_f g}{T_s}}\right) - \text{erf}\left(\sqrt{\frac{m}{k} \cdot \frac{h_f g}{T_s}}\right).
\]  \hspace{1cm} (4.4.8)

where \( h_f g = \varepsilon_o \frac{m}{k} \) is the specific evaporation enthalpy. The function \( \text{erf}(x^{-1/2}) \) is rather linear in \( x \), so it is an acceptable approximation to assume that is linear in steps in \((T - T_g)/h_f g\).

The evaporation rate is a function of the boundary area too. For small void fractions, \( \alpha \), the steam is assumed to form spherical bubbles of equal size and with a diameter, \( d_s \), which is independent of \( \alpha \). Thus, the surface area per unit volume of the coolant becomes

\[
A = 6 \frac{\alpha}{d_s} \text{ for } \alpha \ll 1.
\]  \hspace{1cm} (4.4.9)

When the steam is dominant, the liquid forms spherical bubbles with the surface area

\[
A = 6 \frac{1-\alpha}{d_f} \text{ for } \alpha \gg 0.
\]  \hspace{1cm} (4.4.10)

For small void fractions, \( 1 - \alpha \) is nearly independent of \( \alpha \), just as \( \alpha \) is unaffected by variations in \( 1 - \alpha \) when \( \alpha \ll 1 \). Because \( \alpha(1-\alpha) \) obtains a maximum value when the coolant volume is equally shared by the liquid and the gas, it seems reasonable to expect \( A \) to be a function of that product.

The following expression for the bulk fluid evaporation terms is proposed in \(^8\):
\[ f(\delta) (1 + \alpha) (T_f - T_s) \quad \text{for} \ T_f > T_s \\ f(\delta) (1 - \alpha) (T_f - T_s) \quad \text{for} \ T_f < T_s \]

with

\[ f(\delta) = \frac{1}{R_{fg}} \left( R_0 + R_1 \alpha (1 - \alpha) \right) \quad (4.4.12) \]

\[ R_0, R_1 \text{ and } \alpha \text{ are constants. The term associated with } R_0 \text{ covers} \]

evaporation and condensation around foreign bodies such as walls, impurities, etc. Note that if \( \phi \), as calculated from eq. 4.4.11, is negative and no steam is present, \( \phi \) must be put at zero, as there are no voids to condense. The expression for \( \phi \) is in excellent agreement with what is expected from above, therefore eqs. 4.4.11, 4.4.12 are used for the evaporation term in RODACC.

The two-phase friction is calculated as

\[ F = f \cdot R \cdot \frac{G_f^2}{p_f} \quad (4.4.13) \]

\[ G_f = \frac{w_f}{A} \]

The correlation was made by Becker et al. \(^{10}\) and is valid for a wide range of pressure, quality and mass flow rates and heat fluxes.

According to Becker, the two-phase friction multiplier

\[ R = 1 + \alpha \left( \frac{x}{p} \right)^{-0.96} \quad (4.4.14) \]

Here \( x \) is the quality and \( p \) the pressure, while \( \alpha \) is an input quantity.

For the single-phase friction factor \( f \), Weisbach's formula for smooth pipes has been used

\[ f = \frac{g_1}{2 \cdot D_e R_e g_2} \quad (4.4.15) \]

\( D_e \) is the equivalent hydraulic diameter of the channel, \( R_e \) the Reynolds number, and \( g_1, g_2 \) the input constants.

The slip ratio is defined as \( S = v_g / v_f \), where \( v_g \) and \( v_f \) are velocities of the gas and the fluid, respectively. Because the mass flow rates are very
high during the ejection, it is believed that the steam is snapped up by the fluid, so that the coolant flow is homogenized. Thus \( S = 1 \) has been used in the code, but the slip is treated explicitly, so that it is easy to use another expression.

**System Equations**

The equations for conservation of mass, momentum and energy are used to calculate the coolant flow throughout the guide tube.

The lower boundary of each section is included in the section and it is assumed that the physical properties of the coolant are consistent inside each section.

The mass equation for the steam in section \( k \) becomes

\[
\frac{d}{dt} (\rho_k a_k \rho_k g_k) = \dot{\rho}_k (\rho_k - \rho_{g_k}) (g_k - g_{k-1})
\]

where \( a_k \) is the volume of section \( k \) and

\[
\dot{\rho}_k = A_k a_k \rho_k (v_k - u_k)
\]

\( u_k \) is the velocity of the boundary \( k \). Hence,

\[
\frac{d a_k}{dt} = \frac{\dot{\rho}_k}{\rho_k} - a_k \left( \frac{1}{\rho_k} \frac{d \rho_k}{dt} + \frac{1}{a_k} \frac{d a_k}{dt} \right) - \frac{\dot{\rho}_k}{\rho_k} u_k
\]

The mass equation for the total coolant is very simple

\[
\frac{d}{dt} (u_{k+1} \rho_{k+1}) = - \dot{\rho}_{k+1} + \dot{\rho}_k
\]

where

\[
\dot{\rho}_k = a_k \rho_k g_k + (1 - a_k) \rho_{f_k}
\]

\[
\dot{\rho}_{k+1} = A_k (G_k - \rho_k u_k)
\]

which is tantamount to

\[
G_k = \rho_k u_k + \frac{A_k+1 (G_{k+1} - \rho_{k+1} u_{k+1}) + \frac{d}{dt} (u_{k+1} \rho_{k+1})}{A_k}
\]
The momentum equation is rather complex, because the coolant interferes with both the guide tube and the control rod, and because maximum, critical two-phase flow must be taken into account. Another complication is that the flow resistance at the velocity limiter does not only depend on the flow speed but also on the flow direction relative to the control rod.

The coupling between the coolant and the control rod is very strong at the velocity limiter and weak elsewhere, therefore this coupling is concentrated in the velocity limiter section in the model. If there is no velocity limiter, however, the friction between the coolant and the control rod could be included in section \( N_{vl} \). Maximum critical two-phase flow is allowed to occur in sections \( N_{vl} \) and \( N_t \) only (fig. 4.4.1).

The momentum equation might be expressed as

\[
F_{hyd_k} + F_{grav_k} - F_{fric_k} = \frac{dG_k}{dt}
\]

where \( F_{hyd} \) is the hydraulic force, \( F_{grav} \) the gravitational pull and \( F_{fric} \) the influence from the control rod and the guide tube. The forces can be expressed more explicitly as

\[
F_{hyd_k} = A_{k-1} p_{k-1} - A_k p_k
\]

\[
F_{grav_k} = \mu_k \rho_k g
\]

and, in the case of smooth pipes,

\[
F_{fric_k} = A_k d_{z_k} R_k \frac{G^2_{fl}}{\rho_{fl}}
\]

where \( d_{z_k} \) is the height of the section. If there is a special flow restriction in the section, another expression is necessary for \( F_{fric} \). In such a case the steady state pressure drop across the restriction (neglecting gravity) is calculated as

\[
\Delta p = \gamma f R \frac{G^2_f}{f}
\]

where \( \gamma \) is an input quantity with the dimension of length. The steady state momentum equation reduces to

\[
F_{fric_k} = F_{hyd_k}
\]
hence,

\[ F_{\text{fric}_k} = A_{k-1} P_{k-1} - A_k P_k = (A_{k-1} - A_k) P_{k-1} + A_k \frac{G_k^2}{\rho_k} \frac{f_k R_k}{\rho_k} \]  
(4.4.29)

In pressure terms, the momentum equation becomes

\[ P_k = P_{k-1} + \frac{1}{A_k} \left( \frac{G_k^2}{\rho_k} f_k R_k \frac{G_k}{\rho_k} - \frac{d}{dt}(Q_k G_k) \right) - d_k f_k R_k \frac{G_k^2}{\rho_k} , \]  
(4.4.30)

but in the case of a special flow restriction in the section, \( d_k \) must be replaced by \( y_k \).

In the next section (number \( N_t \)), \( P_k \) is not the pressure at the lower boundary of the section, but the pressure just below the convergent duct at the top of the section (fig. 4.4.2). This pressure is calculated as

\[ P_k = P_{k-1} - y_2 L_k R_k \frac{G_k^2}{\rho_k} , \quad k = N_t \]  
(4.4.31)

where \( y_2 \) is an input quantity. The exit pressure in section \( N_t \) is given by

\[ P_{\text{ex}} = P_{\text{con}} + y_1 L_k R_k \frac{G_k^2}{\rho_k} , \quad k = N_t , \]  
(4.4.32)

\( P_{\text{con}} \) is the containment pressure and \( y_1 \) an input constant. The momentum equation for the cylinder part of the section is then equal to eq. 4.4.23, but with another expression for \( F_{\text{hyd}_k} \)

\[ F_{\text{hyd}_k} = A_k (P_k - P_{\text{ex}}) , \quad k = N_t . \]  
(4.4.33)

In the transition time from the initiation of the accident and until maximum critical two-phase flow is achieved, the momentum equation is used to express the flow out through the orifice.
When \( G_k(t) \), calculated in the above way, exceeds the critical flow rate, \( G_{\text{crit}} \), \( G_k(t) \) is put equal to \( G_{\text{crit}} \). \( G_{\text{crit}} \) is assumed known as a function of the driving pressure \( (p_k) \), a friction factor, the mass densities of steam and liquid and of the steam quality. In the present version of the code \( G_{\text{crit}} \) is calculated as by Moody \(^7\), but it can easily be substituted by another expression. Because calculation of critical flow rates is not well established, a correction factor \( C_{\text{crit}} \) is included in the program

\[
G_k(t) = C_{\text{crit}} \cdot G_{\text{crit}}. \quad (4.4.35)
\]

In the velocity limiter section the coolant has a considerable coupling to both the guide tube and the control rod and the friction term must therefore account for these two couplings.
\[ F_{\text{fric}_k} = F_r + F_a, \quad (4.4.36) \]

where \( F_r \) (r for relative) is the force between the control rod and the coolant and \( F_a \) (a for absolute) the friction between the guide tube and the coolant (in section \( N_v \)). \( F_a \) is calculated from eq. 4.4.26.

For the calculation of \( F_r \), it is necessary to introduce coolant flows relative to the control rod. The relative fluid flow, \( G_{rf} \), and the relative mixture flow, \( G_r \), are defined by

\[ G_{rfk} = G_{fk} - u \cdot \rho_{fk} \quad (4.4.37) \]

\[ G_{rk} = G_k - u \cdot \rho_k \quad (4.4.38) \]

where \( u \) is the control rod velocity. The special friction factor is given by two input constants \( \gamma_3 \) and \( \gamma_4 \)

\[ \gamma = \begin{cases} \gamma_3 & \text{for } G_{rf} > 0 \\ \gamma_4 & \text{for } G_{rf} < 0 \end{cases} \quad (4.4.39) \]

In analogy with eq. 4.4.29, \( F_r \) can now be calculated as

\[ F_r = (A_{k-1} - A_k) p_k + A_k \gamma f_k R_k \frac{G_{rfk}^2}{\rho_{fk}}. \quad (4.4.40) \]

In pressure terms the momentum equation becomes

\[ p_k = p_{k-1} + \frac{l_k}{A_k} (p_k \frac{dG_k}{dt} - R_k (\gamma f_k \frac{G_{rfk}^2}{\rho_{fk}} + dz_k f_k \frac{G_{fk}^2}{\rho_{fk}})) \quad (4.4.41) \]

When maximum critical flow is not achieved in the section, \( p_k \) is calculated by the formula above.

The effect of critical flow is only taken into account when \( G_{rfk} \) is negative, i.e. relative upflow. As stated previously, \( G_{\text{crt}} \) is known as a function of the driving pressure \( p_k \) and an effective friction factor \( \gamma_{\text{eff}} \)

\[ \gamma_{\text{eff}} = (\gamma_4 - dz_k f_k \frac{G_{fk}}{G_{rfk}})^2 f_k R_k. \quad (4.4.42) \]
When \( G_{rk} \) is known, \( p_k \) can be found by iteration in

\[
G_{rk} = C_{crf} \cdot G_{crf}.
\]  

(4.4.43)

Thus, in the case of relative upflow, two pressures are calculated corresponding to the critical flow correlation and to the non-critical correlation, respectively. Normally, when critical flows are involved, the driving pressure is given and from that pressure two flows, a critical and a non-critical, are found. The correct flow is then the minimum of the two values. Here the situation is the reverse, the flow is given and the pressure must be selected in consistency with the rules presented above, i.e. the flow formula resulting in the minimum flow for the correct pressure must be used. Because the mass flow always increases with increasing driving pressure, the correct correlation is that which, for the true flow, results in the maximum pressure.

To fulfill the momentum equation, \( F_r \) is finally corrected by

\[
F_r = A_{k-1} \cdot p_{k-1} - A_k \cdot p_k + \left( \rho_k \cdot g - \frac{dG_k}{dt} \right) - F_a.
\]  

(4.4.44)

\( F_r \) is used in the calculation of the control rod momentum.

The specific enthalpies of liquid and gas are calculated as

\[
h_f = C_p \cdot (T_f - T_{so}) + \frac{P}{\rho_f}. \]  

(4.4.45)

\[
h_g = C_p \cdot (T_g - T_{so}) + \frac{P}{\rho_{fs}} + h_{fg}. \]  

(4.4.46)

and for the mixture

\[
h = x \cdot h_g + (1 - x) \cdot h_f. \]  

(4.4.47)

When the kinetic and gravitational energies are neglected, the energy flow density in section \( k \) is

\[
G_{ek} = G_k \cdot h_k = \rho_k \cdot v_k \cdot h_k. \]  

(4.4.48)

According to \( ^{11} \) it is common to describe the flow in pipes and jets as an adiabatic flow. Hence, the energy equation becomes quite analogous to the mass equation.
\[
\frac{d}{dt}(\kappa_k \rho_k e_k) = - (\theta_k - \theta_{k-1}) \tag{4.4.49}
\]

\[
\delta_k = A_k \rho_k h_k (v_k - u_k) \tag{4.4.50}
\]

This can be transformed to
\[
\frac{dh_k}{dt} = - h_k \left( \frac{1}{\rho_k} \frac{d\phi_k}{dt} + \frac{1}{\lambda_k} \frac{d\omega_k}{dt} \right) - \frac{\phi_k - \phi_{k-1}}{\rho_k \lambda_k}
\]

\[
+ \frac{1}{\rho_k \lambda_k} \left( \kappa_k \frac{d\phi_k}{dt} + \rho_k \frac{d\omega_k}{dt} \right) \tag{4.4.51}
\]

After integration \( h_k \) is known and the water temperature \( T_f \) is calculated
\[
T_f = T_{so} + \frac{1}{C_p} \left( \frac{h}{1-x} - \frac{x}{1-x} (C_p (T_s - T_{so}) + \frac{P}{\rho_{fs} + h_{fg}}) \right). \tag{4.4.52}
\]

**Control Rod Momentum Equation**

The control assembly is under the influence of hydraulic forces, friction forces and gravity.

At the top of the rod, reactor pressure acts on the horizontal surfaces of the rod with a force that helps to eject the rod. Simultaneously, in the rod ejection type of accident, the control assembly is affected by the containment pressure with an upward force to slow down the control rod speed. The friction between the rod and the coolant could be included by means of the friction force \( F_r \) (eq. 4.4.40), which is very significant if a velocity limiter is present.

The control assembly momentum equation then becomes
\[
M \frac{du}{dt} = \rho_r A_{rod} - p_{con} A_{shaft} \cdot \delta + F_r + M \cdot g \tag{4.4.51}
\]

where

\[
\delta = \begin{cases} 
0 & \text{in rod drop accidents} \\
1 & \text{in rod ejection accidents} \tag{4.4.52}
\end{cases}
\]
The control rod position (insertion) in the core, \( z(t) \), is given by integration of the differential equation

\[
\frac{dz}{dt} = -u \quad (4.4.53)
\]

and the application of an appropriate initial condition.

**Calculation Scheme**

From the overall reactor calculations, the coolant temperature, the pressure and the void fraction are known in the lower plenum. These quantities are used as input for the guide tube calculation. The flow from lower plenum to guide tube is known only at the time of accident initiation, when the flow is zero.

Applying the flow from the last time step, the water temperature, the pressure and the void fraction are calculated from top to bottom of the tube by making use of the energy equation, the momentum equation and the steam mass equation, respectively.

The containment pressure is known, and after calculation of the pressure in the exit section it is possible to estimate the leak rate from the guide tube. By means of the mass equation for the total coolant, the new mass flow in each section can be calculated from the bottom of the tube to the top.

Then it is easy to finally calculate the control rod speed and position before proceeding to the next time step.

**Numerical Calculations**

The simple Euler method was used for integration of the energy equation and the steam mass equation, while a third order method, evaluated from a Taylor expansion, was applied to solve the control rod momentum equation.

The expression for the total mass flow includes the term \( \frac{d}{dt}(\rho) \), i.e. the time derivative of the total coolant mass in one node. Splitting the term yields

\[
\frac{d}{dt}(\rho) = \rho \left( \frac{1}{u} \frac{dw}{dt} + \frac{1}{\rho} \frac{d\rho}{dt} \right) \quad (4.4.54)
\]

where

\[
\frac{1}{\rho} \frac{d\rho}{dt} \approx \frac{1}{\rho} \left( \alpha \frac{d\rho}{dt} + (\rho_g - \rho_f) \frac{d\rho}{dt} \right) \quad (4.4.55)
\]
neglecting \((1 - a) \frac{df}{dt}\) in the brackets. Because of a very sudden removal of coolant at the time of accident initiation, the pressure drops drastically at the bottom of the guide tube. When the pressure drops, the coolant saturation temperature drops and the evaporation rate becomes significant. This implies that \(\frac{da}{dt}\) increases in a step and the code becomes unstable. To avoid this, \(\frac{da}{dt}\) is averaged over several time steps. The pressure is rapidly increased and the void collapses, so this relaxation has negligible influence on the control rod speed.

Another instability is introduced into the code by calculation of the pressure and the mass flow in series and not in parallel. The coupling between the pressure and the flow implies a risk of oscillations in the system, if there is a disturbance. For instance, when the conventional flow formula is replaced by the critical one, \(\frac{dG}{dt}\) is slowed down from a large to a smaller value. Then the pressure increases, \(\frac{dG}{dt}\) increases, the pressure decreases and so on, leading to an oscillating system. Such an oscillation is avoided by making a smooth transition from the one flow regime to the other.

Results of RODACC runs are compared to the analytical solution in the next chapter.

4.5. Discussion of Results

The physical data from the reactor vendor presented in tables 4.2.1 and 4.3.1 were used as input to RODACC for a rod ejection run. The friction factors applied are listed in table 4.5.1.

Table 4.5.1

<table>
<thead>
<tr>
<th>location</th>
<th>friction factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Guide tube inlet section</td>
<td>-.64</td>
</tr>
<tr>
<td>Velocity limiter section, relative upflow</td>
<td>1.2</td>
</tr>
<tr>
<td>Velocity limiter section, relative downflow</td>
<td>0.75</td>
</tr>
<tr>
<td>Guide tube exit section, inlet</td>
<td>0.45</td>
</tr>
<tr>
<td>Guide tube exit section, outlet</td>
<td>-.01</td>
</tr>
</tbody>
</table>
The approximations made for obtaining the analytical solution are especially incorrect when the coolant leak rate is high, because the variation in the coolant flow is then very marked and simultaneously the void fraction obtains a maximum value. The Moody expression for the critical flow is believed to overestimate the flow rate by perhaps a factor of 2; thus the use of the uncorrected Moody flow, i.e. $C_{cr} = 1$ in eq. 4.4.35, should result in the worst discrepancy between the analytical and numerical solutions. Therefore such a run has been used for comparison of the two models. The result is presented in figs. 4.5.1 to 4.5.3.

Fig. 4.5.1 shows the pressure variation in the guide tube. Both the pressure in the bottom section and the pressure gain of the velocity limiter are obtained from the numerical calculation, while the analytical model only yields the velocity limiter pressure difference. Immediately after the break, the pressure drops drastically especially at the guide tube exit. When the pressure drop has its most extreme value, a small ripple is seen on the curve. This phenomenon has been observed in blow-down tests and is due to the very high acceleration of the coolant, resulting in removal of water from the tube at a rate more rapid than that at which the steam can be generated. When evaporation starts, the pressure increases very slightly, but the water is still accelerated and soon the pressure continues dropping. Later on, steam generation combined with a supply of coolant from above exceeds the leak rate and a steady increase of the pressure is initiated. The ripple cannot be demonstrated by the analytical mode, due to the fact that it assumes a steady leak rate right from the beginning and because it does not incorporate evaporation. The initial pressure drop at the velocity limiter calculated from the analytical model is very much the mean value of the two pressure drops taken from the code. This is not surprising, because the analytical model treats the region below the velocity limiter as a hole, while in the numerical version this volume is shared by several sections (5 in the actual case).

In approximately 30 ms (somewhat faster for the analytical model, which is reasonable) the relative flow in the velocity limiter section changes sign, at which time all the pressure curves have a very characteristic saddle. Then the pressure increases at a slower rate, until a final level is obtained. The final pressure difference across the velocity limiter is higher in the analytical than in the numerical model, which is a result of the interaction of the coolant with the guide tube; an interaction that is neglected in the analytical model.
Fig. 4.5.1. Pressure variation in the guide tube during a rod ejection accident.
Fig. 4.5.2 shows that, for most of the time, no steam is present and the maximum void fraction is lower than 1 per cent, thus it is no bad approximation to use single-phase flow correlations in the guide tube. Simultaneously it is seen that, except for the first 30 ms, the flow in the guide tube is nearly constant; thus the second assumption made in the analytical model is reasonable too.

Finally, the control rod velocity appears from fig. 4.5.3. As expected, the analytical model overestimates the initial control rod acceleration, but the steady velocity is very much the same in the two models.

The only result from the RODACC runs that is necessary for the further calculations is the control rod velocity, or more correctly the control rod position as a function of time. The leak of coolant from the pressure vessel is not significant for the calculation of the power generation, because the nuclear transient is completed in a very short space of time. Due to the excellent accordance between the two models regarding control rod velocity, the sensitivity to parameter variations was demonstrated by means of the analytical model.
From eq. 4.3.22 the maximum control rod ejection velocity is

\[ u_{\text{max}} = u_0 + u_2 = \frac{w_{\text{leak}}}{\rho (A_{gt} - A_{\text{shaft}})} + \sqrt{\frac{c^2}{c_1 f_{\text{up}}}} \] (4.5.1)

\[ u_{\text{max}} \] is plotted in fig. 4.5.4 as a function of \( \Delta = \frac{w_{\text{leak}}}{w_{\text{Moody}}} \) and \( \Delta = \frac{f_{\text{up}}}{f_{\text{up}}^{\text{standard}}} \), respectively. It is seen that further improvement of \( f_{\text{up}} \) will not much reduce \( u_{\text{max}} \), but with a poor velocity limiter, or in the absence of such a device, the increase in the rod ejection velocity is substantial. \( u_{\text{max}} \) is very sensitive to variations in \( w_{\text{leak}} \) and the best way to reduce the velocity seems to be to decrease the coolant flow from the guide tube.

Perhaps even more important than the final velocity of the control rod is the acceleration of the rod. This is given by eqs. 4.3.7 and 4.3.2 to be
Fig. 4.5.4. Control rod ejection velocity dependency of coolant leak rate and velocity limiter efficiency, respectively.

\[ c_2 (1 + \frac{f_{\text{down}}}{c_2} (u_o - u)^2) \quad t < t_o \]

\[ \frac{du}{dt} = \gamma \]

\[ c_2 (1 - \frac{f_{\text{up}}}{c_2} (u_o - u)^2) \quad t > t_o \]

\( c_2 \) can be interpreted as effective gravity acceleration including gravity and pressure terms. Gravity constitutes less than 5 per cent of \( c_2 \), thus the positioning of the control rods below the reactor core does not add significantly to the consequences of a rod ejection accident. The initial acceleration is increased with \( f_{\text{down}} \) and \( u_o \), i.e. \( w_{\text{leak}} \), but a high value of \( f_{\text{up}} \) reduces the acceleration after \( t = t_o \) at a rapid rate.

To check the consistency, RODACC runs were carried out with different numbers of nodes in the guide tube, and for \( N_a = N_b \geq 4 \) the result proved to be independent of the divisions used.

In normal reactor states, and during rod ejection accidents too, the coolant is subcooled in the lower plenum, and for subcooled water the coolant
temperature has been found to have an insignificant influence on the control rod velocity. The maximum rod velocity increases with increasing reactor pressure, and from Table 4.5.2 it appears that the increase is almost equally shared by the effect of a higher driving pressure and the increased coolant flow.

<table>
<thead>
<tr>
<th>( \frac{w}{\text{leak}} )</th>
<th>( \frac{P_r}{\bar{r}} )</th>
<th>70 bar</th>
<th>75 bar</th>
<th>80 bar</th>
</tr>
</thead>
<tbody>
<tr>
<td>330 kg/s</td>
<td>15.55 m/s</td>
<td>15.78 m/s</td>
<td>16.01 m/s</td>
<td></td>
</tr>
<tr>
<td>338 kg/s</td>
<td>15.77 m/s</td>
<td>16.00 m/s</td>
<td></td>
<td></td>
</tr>
<tr>
<td>345 kg/s</td>
<td>15.95 m/s</td>
<td>16.14 m/s</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The conservative choice of \( C_{\text{crt}} = 1 \) has not been retained as standard for the following calculations in this report. Instead, the more realistic, but perhaps still conservative value of \( C_{\text{crt}} = 0.75 \) has been selected. The coolant leak rate then becomes \( w_{\text{leak}} = 248 \text{ kg/s} \), and the maximum rod speed reduces to \( u_{\text{max}} = 13.3 \text{ m/s} \).

The most doubtful question concerning the control rod ejection velocity calculation is probably whether the guide tube can sustain the pressure difference acting across the tube or not. However, collapse of the guide tube makes the velocity calculation much more uncertain, and because the initial pressure drop in the tube is several times greater than the final pressure increase, a possible failure is a squeezing of the tube. The result of such a tube failure is probably an increased resistance to the rod movement and a reduced control rod velocity.

5. DANAID, A THREE-DIMENSIONAL BWR SIMULATOR

5.1. General Description of the Model

For control-rod-removal accident analysis, the most important component of the BWR system is the reactor core including coolant channels, fuels and control rods. Consequently, the core calculations must be as accurate as possible with proper consideration of the computer capacity available, while the dynamics of less essential equipment can be treated more roughly.
The code complex consists of three main parts, namely the neutronic kinetics, the hydraulics and the fuel thermodynamics. For neutronic and hydraulic calculations, the core is divided into vertical channels, which again are cut up into sections by horizontal layers. Neutrons are allowed to move along and across the channels, but, for simplification, cross-flow is not implemented in the hydraulics. Inside each section fuel thermodynamic calculations are performed on an average fuel rod. To obtain detailed information about each rod, which is desirable for rod performance calculations, it is necessary to represent each fuel rod as a channel. However, such a demand is far from reality; a more realistic choice of channel size is four adjacent fuel boxes surrounding a control rod position. Corrections for local power peaking effects can then be made manually when the local power shape is known. For computer savings, hydraulic channels in the same environment can be collapsed to single channels.

The neutron kinetic theory is reduced to a diffusion equation written in one energy group, obtained by collapsing a fast and a thermal group. The equation is solved by nodal technique with physical quantities considered as averages over the node volume. The reactor feedback mechanism is incorporated in the code through the nuclear parameters, i.e. cross sections and diffusion coefficients, which are treated as functions of the fuel temperature (Doppler feedback), the moderator density (void feedback) and the moderator temperature. In the present version the reflector is accounted for by an albedo representation with albedoes constant in time. This poor representation of the core boundary makes the code unfit for rod ejection calculations, when the rod to be ejected is a peripheral one, but because marginal rods control small amounts of reactivity such an accident is not in the worst category. It is planned to modify the code so that albedoes can be calculated by a static flux program and changed during a transient.

The control rods are cruciform, as is usual in boiling water power reactors, and they are inserted from the bottom of the core. The absorber effect of the rods is calculated by the method of Henry.

For calculation of fuel temperature and internal heat conduction, the fuel rod is split into annular regions of equal volume; however, heat generation is assumed to be homogeneous over a cross section of the rod. The fuel conductivity is calculated as a simple function of the actual temperature. The conductivity of the gas gap between the fuel pellet and its cladding depends on the area of contact, which is mainly a function of the averaged rod temperature, and therefore in the program the gap conductivity is given as a function of that temperature. The cladding is treated as an ideal heat conductor with no heat capacity.
Most of the power generated is deposited as heat in the fuel and then after a delay-time convected to the coolant, but a small fraction, the neutron slowing-down energy and some of the Y-energy is immediately converted to heat in the coolant. Contrary to slower reactor transients, the direct heating of the coolant overrides the convective heating in the first phase of a rod ejection accident.

The convective heat transfer from the cladding to the coolant does not significantly exceed the heat transfer under normal reactor conditions, and in the absence of dynamical heat transfer correlations, conventional static correlations have been used in the subcooled and nucleate boiling region.

Besides the hydraulic channels in the core, the hydrodynamic model comprises an outer loop including two downcomers, two lower plena, a riser part and an upper plenum. The outer loop parts can be divided into smaller sections, but the mesh used is much coarser than that used in the core. Only the reactor system is included in the hydraulics, but very simple models for the steam load and the feedwater injection system are incorporated as auxiliary units. A not necessarily ideal pump can be installed in one of the downcomer sections, then an isentropic efficiency factor must be ascribed to the pump, so that it is possible to heat the coolant with the pump too. The pump power is essential when the reactor operates in the low power range.

The conservation laws for mass, momentum and energy are written in their one-dimensional form along the flow path and in conjunction with physical correlations they constitute the basic computational model. Special attention was paid to the energy calculation. This is due to the fact that the only way to initiate a severe rod-ejection accident is to eject the control rod from a reactor at low power, but in this condition a large amount of energy (the coolant is nearly saturated) flows in the loop without energy exchange with the surroundings. A small error in calculation of the coolant temperature might then introduce a significant and unphysical change of energy in the system, thus preventing a stable static solution.

Fig. 5.1.1 shows a schematic process diagram of the BWR system.
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Fig. 5.1.1. DANAID. A schematic process diagram.
5.2. Neutronics

The nodal method.

The formal basis of the neutronic kinetic equation is a balance between source terms and loss terms. The time-dependent group-diffusion equations describe the average reaction rate over an interval of energy referred to as a group in terms of neutron-diffusion theory. They have the form 12)

\[
\nabla \cdot D^g (r, t) \nabla \Phi^g (r, t) - \left( \Sigma_a^g (r, t) + \Sigma_s^g (r, t) \right) \Phi^g (r, t) = \sum_{g' \neq g} \Sigma_s^{g'} (r, t) \Phi^{g'} (r, t) + (1 - \beta) \chi_p \sum_{g' \neq 1} \nu_s^{g'} \Sigma_f^{g'} (r, t) \Phi^{g'} (r, t)
\]

\[
+ \sum_{m=1}^{M} \lambda_m \chi_m C_m (r, t) = \left( \frac{1}{\nu_s^g} \right) \frac{\beta \phi^g (r, t)}{\beta_1}
\]

where the quantity \( D^g \) is the diffusion coefficient in group \( g \), \( \Sigma_a^g \), \( \Sigma_s^g \), and \( \Sigma_f^g \) are the macroscopic absorption, scattering removal, and fission cross sections, respectively, in group \( g \) and \( \lambda_g^{g'} / g \) is the scattering cross section from group \( g' \) to \( g \). The quantity \( \nu_s^g \) is the averaged number of neutrons produced in a fission induced by a neutron in group \( g' \), and \( \nu_s^g \) is the speed of neutrons in group \( g \). The neutron flux in group \( g \) is denoted by \( \phi^g \) and the quantity \( C_m \) represents the concentration of delayed neutron precursors of type \( m \) with decay constant \( \lambda_m \). \( \beta_m \) represents the fraction of fission neutrons that is delayed in group \( m \) (\( \beta = \sum_{m=1}^{M} \beta_m \)). The fractions of neutrons that are born within group \( g \) and produced directly by fission and by precursor decay are denoted \( \chi_p^g \) and \( \chi_m^{g'} \), respectively.

The concentrations of delayed neutron emitters satisfy the simple balance equation

\[
\frac{\partial C_m (r, t)}{\partial t} = \beta_m \sum_{g=1}^{G} \nu_s^g \Sigma_f^g (r, t) \Phi^g (r, t) - \lambda_m C_m (r, t)
\]

\[
m = 1, \ldots, M
\]
Associated with equations 5.2.1 and 5.2.2 are boundary conditions of the general form

\[ \phi^E(R, t) + \partial_v\phi^E(R, t) = 0, \]  

(5.2.3)

where \( R \) is the external boundary of the reactor and \( d \) the extrapolation distance, and the initial conditions

\[ \phi^E(r, 0) = \phi^0(r) \]  

(5.2.4)

\[ C^m(r, 0) = C^0_m(r) \]  

(5.2.5)

 Flux and current continuity conditions must be satisfied at internal interfaces.

The purpose of nodal technique is to solve the neutron kinetic equations with respect to the averaged flux in each region. A detailed derivation of the nodal approach is given in 12) and 13), and only a few essential items shall be treated here.

The group flux within each node is assumed written as the product of a shape function \( \phi^E_j(r) \) and an amplitude function \( N^E_j(t) \)

\[ \phi(r, t) = \phi^E_j(r) N^E_j(t). \]  

(5.2.6)

The expression for \( \phi(r, t) \) is substituted into equations 5.2.1 and 5.2.2 and integration over the volume \( (V_j) \) of the node is performed. By means of Green's theorem the part involving the leak term can be expressed as

\[ L^E_j(t) = N^E_j(t) \int_{V_j} \nabla \cdot \mathbf{D}^E(r, t) \nabla \phi^E_j(r) \, d^3r \]  

(5.2.7)

\[ = N^E_j(t) \left( \int_{S_j} \mathbf{D}^E(r, t) \nabla \phi^E_j(r) \cdot \, dS - \int_{V_j} \mathbf{D}^E(r, t) \nabla^2 \phi^E_j(r) \, d^3r \right) \]

The \( L_j \) term represents the contribution of neutrons that diffuse in and out of node \( j \) to the neutron balance in node \( j \). Evaluation of \( L_j(t) \) requires an assumption of the net neutron current on the bounding surface of the node, as well as an assumption about the flux shape within the node. The simplest scheme for relating the net current across a nodal surface to the average fluxes in the nodes, which this interfaces separates, is to define a constant of proportionality, so that the net current across the interface equals the constant multiplied by the difference in the two nodal fluxes. Such an
expression would reduce to Fick's law in the limit of zero mesh sizes. However, the coupling constant so defined would equally depend on the properties of both adjacent nodes. Since the success of the nodal scheme will depend on being able to estimate the coupling constants in some approximate manner, it would be far preferable to introduce quantities that only depend on the properties of a single node. To achieve this end, the net current across a nodal interface is divided into two partial currents, one only consisting of neutrons moving into the particular node and the other of neutrons moving in an opposite direction. A reasonable approximation to $L_j(t)$ is then

$$L_j^E(t) = \sum_{i \neq j} (l_{ij}^E(t) N_i^E(t) - l_{ij}^E(t) N_j^E(t)). \quad (5.2.8)$$

When the coupling coefficients $l_{ij}^E(t)$ are defined through equations 5.2.7 and 5.2.8, the latter is a formally exact relationship between the neutron current at the node border and the corresponding flux in the node and in the six nearest neighbouring nodes. However, although it is in principle possible to change the coupling coefficients during a transient, it is a considerable task. The difficulty has been at least partially circumvented by choosing the coupling coefficients so that the nodal calculation matches, as far as possible, several known extreme reaction rate distributions that bound any distributions that might be obtained during a transient, rather than matching any single distribution exactly.

According to [14], a valid relationship between the fast and the thermal flux is

$$\frac{\phi_j^1}{\phi_j^2} = \left( \frac{\Sigma^2_{a}}{p L_s} \right)^{1/2} \quad (5.2.9)$$

where $p$ is the resonance escape probability. Equation 5.2.9 is based on static calculations, but because the neutron generation time is less than the reactor period during rod ejection transients ($\sim 5$ ms) the relation can be used in the dynamics too. With a relation between the neutron flux in groups 1 and 2, it is possible to reduce the two-group calculations to one-group calculations, and this has been done. It might seem to be an oversimplification to use one-group theory for such highly peaked transients as those of interest here, but essential parameters from one-group analysis are within 1% of those from a three-group solution [5], with an order of magnitude reduction in computer costs.
The nuclear parameters are given as functions of the fuel temperature $T_p$, the moderator temperature $T_m$, and the moderator density $\rho_m$. Additional correction can be made for the xenon concentration.

The control rod absorption cross section, $\Sigma_p^g$, are calculated by the Henry method

\[ \Sigma_p^g = \frac{\Sigma_1}{S_1 - 1} \]

\[ \Sigma_p^g = \frac{\Sigma_2}{S_2 - 1} \]

where

\[ \Sigma_1 = L_a + \Sigma_1^{1/2} \]

\[ \Sigma_2 = \Sigma_a^2 \]

\[ S_g = \frac{m^2 - 2ah + a^2}{2h} L_g - \frac{\Sigma_g}{L_g} + \frac{1}{L_g} \coth \left( \frac{m-a}{2L_g} \right) \]

\[ L_g = \left( \frac{D_g}{\Sigma_g} \right)^{1/2} \]

\[ \Delta = 1 + \frac{L_1^p}{\Sigma_1} \left( 1 - \frac{m^2 - 2ah + a^2}{2h(L_1^2 - L_2^2)} (L_1 \coth \left( \frac{m-a}{2L_1} \right) - L_2 \coth \left( \frac{m-a}{2L_2} \right)) \right) \]

The parameter $a_g$, $g = 1, 2$ is an input constant to the program and it should be the ratio of the net neutron current into the control rod and the neutron flux at the rod surface. The constants $a$ and $h$ are the half-thickness, respectively, the half-span of the control rod and $m$ is the half-width of the channel.

For changing the reactivity of single rods, it is possible to multiply $\Sigma_p^g$ by an input constant without changing the cross sections of other rods.

**Fission Energy Deposition**

The fission energy is deposited partly in the fuel rod, partly in the moderator, and most of it is released promptly after the fission process. Fig. 5.2.1, which is taken from 16) shows the types of radiation present following a fission. The radiation can be categorized into three groups involving charged particles, neutrons and $\gamma$-radiation, respectively.
The group of charged particles is dominated by the fission fragments that deposit approximately 170 MeV per fission in $^{235}\text{U}$. Alpha-particles are emitted from the uranium and plutonium particles, but their energy deposition can be neglected. Both the fission fragments and the $\alpha$-particles are stopped in the fuel rod and all their energy is released here. Beta-particles are emitted from decaying fission products and from nuclei created by neutron capture. The beta energy released from the decay of fission products is approximately 8.2 MeV/fission in $^{235}\text{U}$, and most of it, 7.6 MeV, is released more than 1 s after the fission. The neutron capture process in $^{238}\text{U}$ is

\[
^{238}\text{U} + ^{1}\text{n} \rightarrow ^{239}\text{U} \rightarrow ^{239}\text{N} \rightarrow ^{239}\text{Pu} \quad (5.2.16)
\]

In the $^{239}\text{U}$ decay process 0.5 MeV is released as $\beta$-energy and 0.35 MeV as $\gamma$-energy, which in a typical BWR at the beginning of a fuel cycle corresponds to 0.3 MeV and 0.2 MeV, respectively, per fission in $^{235}\text{U}$. The part of the $\beta$-energy released directly into the coolant is less than
0.05 MeV/fission, thus it is a reasonable approximation to assume that all the energy of the charged particles is deposited in the fuel rod.

The neutron energy per thermal fission in U$^{235}$, Pu$^{239}$, and Pu$^{241}$ is given in Table 5.2.1.

<table>
<thead>
<tr>
<th>Target nucleus</th>
<th>Neutron energy (MeV/fission)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U$^{235}$</td>
<td>4.7</td>
</tr>
<tr>
<td>Pu$^{239}$</td>
<td>5.8</td>
</tr>
<tr>
<td>Pu$^{241}$</td>
<td>5.2</td>
</tr>
</tbody>
</table>

In inelastic scattering of fast neutrons and U$^{238}$, approximately 0.2 MeV/fission of the neutron energy is believed to be converted into γ-energy. The fission neutrons are born with an energy of 2 MeV per neutron and, because the resonance absorption is ineffective for neutron energies higher than 1 keV, the resonance capture process can be neglected in the energy accounts. It is assumed that all the energy released during the slowing down of the neutrons is deposited in the moderator. The neutron energy is shared by the coolant inside the fuel box (index i) and the coolant outside (index o) in the ratio

$$\frac{Q_i}{Q_o} = \frac{(1-\alpha_i) A_i}{(1-\alpha_o) A_o}$$

(5.2.17)

where $Q$ is the coolant deposition, $\alpha$ the void fraction and $A$ the flow area. The delayed neutrons can be neglected from an energetic point of view.

When a neutron is captured in the control material, B$^{10}$, He$^4$, and Li$^7$ nuclei are created with a total energy of 2.3 MeV, or approximately 1.2 MeV/fission in a typical BWR cell containing a control rod. All this energy is deposited in the control rod.

Most of the γ-radiation is the result of the decay of fission fragments, fission products, and compound nuclei from neutron capture processes.

If the γ-radiation emitted within 1 µs after the fission process is categorized as fission γ-radiation and the rest as fission-product γ-radiation, the two categories are responsible for an energy decomposition of 8.0 MeV/fission and 7.2 MeV/fission respectively. After the capture of a neutron, the binding energy of the neutron is emitted from the compound nucleus. This process is responsible for approximately 4 MeV/fission in U$^{238}$. Decay of
U$_{239}^{239}$ and inelastic scattering of neutrons results in 0.2 MeV/fission of γ-energy for each of the two processes. A smaller part of the γ-energy arises from capture in fission products, especially Xe$^{135}$ and Sm$^{149}$, and outside the fuel in the cladding, the coolant, the fuel box, and in the control rod if present.

Because of the high penetration ability of γ-radiation, it is a rather complicated matter to determine how the γ-energy is deposited in the reactor system. Special care must be taken in the calculation of the energy deposition of the high energetic γ-quanta as the fission gamma, the fission product gamma, and the gamma radiation originating from neutron capture in the fuel. To calculate the energy deposition from these high energetic γ-quanta, the fuel cell is divided into three annular regions containing fuel, cladding, and moderator, respectively. The energy deposition is calculated by means of collision probability theory in six energy groups. It is assumed that the radiation from the cell is isotropic and that all the energy radiated to the cell from the adjacent cells is homogeneously absorbed over a cross section of the cell.

The sources of low energetic γ-radiation are compound nuclei from neutron capture processes in materials other than the reactor fuel and radiation from inelastic scattering of neutrons. Such sources are dispersed in the reactor and the energy deposition from them is small compared to that of the other γ-energy sources, therefore this energy deposition is assumed to be homogeneous in the cell.

The result of the calculations is a rather detailed picture of the fission energy distribution inside the cell and of how this distribution depends on the coolant density and on fuel composition. In the DANAID program the heat capacities of the control rod and structure materials are not incorporated, thus in a static calculation it is most natural to transmit the power deposited in the control rod to the moderator part outside the box and to share the power from the box itself between the coolant inside and outside the box. However, such a simplification would result in too fast a transmission of power to the coolant. For rapid transients, a better method is to include the power deposited in these materials in the fuel power and then let it be convected to the coolant. The fuel temperature then becomes a little high, but because the power addition to the fuel is small, compared to the real fuel power, the error is insignificant, and using this calculation method the power transmission to the coolant is represented in a more realistic time scale. With such a definition for the fuel power, approximately 97.5% of the total fission energy is deposited in the fuel rod and the rest in the coolant.
The result seems independent of the void fraction in the coolant, but the distribution between the moderator inside the box and outside the box varies with the coolant mass in the two regions. The dependency of the void fraction in the inside coolant is given in fig. 5.2.2 for a fuel box with new fuel (fission in U\textsuperscript{235}) and withdrawn control rod.

After the fission process most of the fission energy is promptly released as thermal energy, but a small fraction is delayed. In the time interval \( \Delta t = (t, t + \Delta t) \) this fraction is calculated as \( A(t) \Delta t \), where \( t \) is the time that has elapsed since the occurrence of the particular fission process. In the present version of DANAID the function \( A(t) \) is simply taken as a constant independent of time.

![Graph showing void fraction and power released](image.png)

Fig. 5.2.2. Fraction of total power directly to the coolant.

5.3. Hydraulics

The Loop

A schematic diagram of the hydraulic loop is given in fig. 5.3.1. The loop consists of seven parts, i.e., an upper plenum, two downcomers, two lower plena, a core with parallel coolant channels, and a riser. Steam is
removed from the loop at the top of the upper plenum, while feed-water injection and the pump are placed in one of the downcomers. The loop parts can be divided into a variable number of sections.

![Diagram of hydraulic loop](image)

**Fig. 5.3.1. Model of the hydraulic loop.**

**Thermodynamic Functions**

As in RODACC, subcooling or superheating of the steam are not incorporated in the program, so the steam temperature, $T_s$, and the pressure, $p$, are correlated and the steam thermodynamic quantities can be calculated as a function of the pressure only, while the liquid quantities are functions of both the water temperature, $T_l$, and the pressure.

The functions are expanded in Taylor series with coefficients calculated at some reference temperature $(T)_r$ and reference pressure $(p)_r$. The following symbols are used
\((T_s)_r\): saturation temperature at the reference pressure \((p)_r\)

\((p_s)_r\): saturation pressure at the reference temperature \((T)_r\)

The quantities \((\rho_g)_r\), \((h_{fg})_r\) and \((h_{fs})_r\) are all calculated at the thermodynamic point \(((p)_r, (T_s)_r)\) and they represent the steam density, the specific heat of evaporation, and the specific enthalpy of saturated water, respectively. The reference fluid density, \((\rho_f)_r\), and the reference specific fluid enthalpy, \((h_f)_r\), are calculated at the pressure \((p_s)_r\) and the temperature \((T)_r\). Using the expressions

\[
dp = p - (p)_r
\]

\[
dT = T - (T)_r
\]

\[
dT_s = T_s - (T_s)_r
\]

the thermodynamic quantities at the temperature \(T\) and pressure \(p\) are approximated to

\[
T_s = (T_s)_r + \frac{dT_s}{dp}_r dp
\]

\[
p_s = (p_s)_r + \frac{dp_s}{dT}_r dT
\]

\[
\rho_g = (\rho_g)_r + \frac{dp_g}{dp}_r dp
\]

\[
h_{fg} = (h_{fg})_r + \frac{dh_{fg}}{dp}_r dp
\]

\[
\rho_f = (\rho_f)_r + \frac{\partial \rho_f}{\partial T}_r dT + \frac{1}{2} \frac{\partial^2 \rho_f}{\partial T^2}_r (dT)^2 + \frac{\partial \rho_f}{\partial p}_r (p - p_s)
\]

\[
h_f = (h_f)_r + \frac{\partial h_f}{\partial T}_r dT + \frac{1}{2} \frac{\partial^2 h_f}{\partial T^2}_r (dT)^2 + \frac{\partial h_f}{\partial p}_r (p - p_s)
\]

\[
h_{fs} = (h_{fs})_r + \frac{dh_{fs}}{dT}_s dT_s + \frac{1}{2} \frac{d^2 h_{fs}}{dT_s^2} (dT_s)^2
\]

The steam specific enthalpy and the steam specific internal energy are then defined to

\[
h_g = h_{fs} + h_{fg}
\]
\[ e_g = h_g - \frac{p}{\rho_g} . \] (5.3.12)

The dynamical viscosity of water, \( \eta_f \), and the thermal conductivity of water, \( \lambda_f \), are only calculated as functions of the system pressure \( p \)

\[ \eta_f = (\eta_f)_r + \left( \frac{d\eta_f}{dp} \right)_r (p_o - (p)_r) \] (5.3.13)

\[ \lambda_f = (\lambda_f)_r + \left( \frac{d\lambda_f}{dp} \right)_r (p_o - (p)_r) . \] (5.3.14)

A numerical calculation scheme for the reference quantities is presented in appendix A.

**Thermodynamic Correlations**

Most of the correlations used in the hydraulic part of DANAID originate from RAMONA \(^8\), and many of them were presented in the description of RODACC, chapter 4.4.

In RAMONA the specific internal energy of water is calculated as

\[ e_f = C_p (T_f - T_{so}) \] (5.3.15)

where \( C_p \) is calculated for saturated liquid as function of the pressure \( p \) and \( T_{so} \) is a reference temperature. Equation 5.3.15 is a rather poor approximation to \( e_f \), and therefore in DANAID the internal energy is based on the enthalpy function

\[ e_f = h_f - \frac{p}{\rho_f} . \] (5.3.16)

When \( C_p \) is needed, it is then calculated as

\[ C_p = \left( \frac{de_f}{dT} \right)_p . \] (5.3.17)

The correlation between the velocities of steam and fluid is

\[ v_g = S v_f + v_o \] (5.3.18)

\[ S = S_1 + S_2 a^r \] (5.3.19)

\[ v_o = - S_g \cos \theta . \] (5.3.20)
where $S_1$, $S_2$, $S_3$, and $r$ are input constants, while $\varphi$ is the angle between the positive flow direction and vertical.

In RAMONA the thermodynamic quantities are not calculated as functions of the local pressure and temperature, but this is done in DANA1D.

At loop-part borders the pressure is generally changed due to expansion or restriction losses, and the pressure change ($\Delta p$) can be calculated when the coolant velocity is known. The corresponding temperature change ($\Delta T$) is then calculated from the relationship

$$w_g h_g(p) + w_f h_f(T, p) = w_g h_g(p+ \Delta p) + w_f h_f(T+ \Delta T, p+ \Delta p), \quad (5.3.21)$$

where the mass flow rates $w_g$ and $w_f$ are assumed constant over the loop-part border.

The total evaporation rate $\psi$ within each node is calculated as a sum of two terms, a surface evaporation term $\psi_{SF}$ and a bulk fluid evaporation term $\psi_B$

$$\psi = S_H \psi_{SF} + \psi_B \quad (5.3.22)$$

$S_H$ represents the heated surface area, $\varphi$ the volume of coolant.

$\psi_B$ is defined through equations 4.4.11 to 4.4.12, while in RAMONA $\psi_{SF}$ is derived as

$$\psi_{SF} = \frac{Q}{h_f g + C_p (T_s - T_f) \frac{\rho_f}{\rho_g} + (T_{ca} - T_s) \frac{\rho_f}{\rho_g} - 1} \frac{C_p}{2} \quad (5.3.22)$$

$Q$ is the heat flux to the coolant through $S_H$ and $T_{ca}$ is the temperature of the fuel cladding.

During a control-rod-ejection accident, the flux level exceeds the level in normal reactor states by some decades, thus it seems reasonable to examine whether the amount of radiolytic gas produced is sufficient to significantly influence the neutronic cross sections.

Along the path of the neutrons and the gamma radiation some water molecules are ionized and some are decomposed; then there are free electrons, H-atoms and OH-molecules in the track. The radicals are expected to react with each other, or with the water molecules, after the following schemes
\[2e^- + 2H_2O \rightarrow H_2 + 2OH^- \quad (5.3.23)\]
\[H + H \rightarrow H_2 \quad (5.3.24)\]
\[OH + OH \rightarrow H_2O_2 \quad (5.3.25)\]
\[H + OH \rightarrow H_2O, \quad (5.3.26)\]

because both \(H_2\) and \(H_2O_2\) molecules have been observed in the track, while recombinations are due to the reactions
\[H_2O_2 + H \rightarrow H_2O + OH \quad (5.3.27)\]
\[H_2 + OH \rightarrow H_2O + H. \quad (5.3.28)\]

According to \(^{19}\), the time constants involved in the recombination processes are so small that a steady state is obtained at pulses with a duration of more than 1 ms. An energy deposition of 100 eV gamma energy should result in an \(H_2\) production of 0.44 molecules, while 100 eV deposited from neutrons result in 1.12 molecules of \(H_2\). Approximately 90\% of the direct energy deposition to the coolant results from neutrons and 10\% from gamma radiation, therefore 1.05 \(H_2\)-molecules are produced when 100 eV is deposited, or \(1.1 \times 10^{-7}\) mol per Joule. In a control-rod-ejection accident the direct power deposition to the coolant has a maximum level of \(3 \times 10^6 W\), which means that \(3 \times 10^3 J/l\) is deposited within 1 msec. Corresponding to this energy deposition rate \(0.33 \times 10^{-3}\) moles/l of radiolytic gas are produced, and the volume fraction of the gas becomes (assuming ideal gas)

\[\alpha = \frac{nRT}{p} = 2 \times 10^{-7}. \quad (5.3.29)\]

This is far below the normal steam production and it can be concluded that radiolytic gas production is negligible in neutronic calculations.

The heat transfer correlations used are the Colburn correlation for the non-boiling region and the Jens and Lottes correlation for the boiling region.

As in RAMONA, the steam load is calculated as

\[w_{sl} = \begin{cases} 
\frac{K_p}{\rho_g} \frac{p_o - p_{sec}}{\rho_g} & \text{if } p_o \geq p_{sec} \\
0 & \text{if } p_o < p_{sec} 
\end{cases} \quad (5.3.30)\]
where $K_p$ and $p_{sec}$ are constants and $p_o$ is the time-dependent system pressure. The feed-water temperature and the feed-water mass flow are kept constant during the transient, the temperature must be given as input, and the mass flow is made equal to the steam load in the initial static condition.

![Diagram of entropy-enthalpy diagram for the pump process.](image)

**Fig. 5.3.2.** Schematic entropy-enthalpy diagram for the pump process.

To the pump is ascribed an isentropic efficiency factor $\eta_p$, defined as

$$\eta_p = \frac{h_{2'} - h_1}{h_2 - h_1}, \quad \text{(5.3.31)}$$

where the enthalpies are defined through the $s$-$h$-diagram in fig. 5.3.2. Indexes 1 and 2 refer to the state before and after the pump, respectively. According to \(^1\) the flow in a pump is adiabatic and for an adiabatic isentropic process the thermodynamic state is described by

$$dQ = de + pd \left(\frac{1}{\rho}\right) = 0 \quad \text{(5.3.32)}$$

which is tantamount to

$$dh = \frac{1}{\rho} dp. \quad \text{(5.3.33)}$$

In principle, the mass density is a function of both the pressure and the enthalpy, but the function is not generally known. The assumption that $\rho$ is constant during the reversible process (which is equal to accepting the
the internal energy as a constant) yields

$$h_2 - h_1 = \frac{p_2 - p_1}{p_1}$$

(5.3.34)

Using eqs. 5.3.31 and 5.3.34, the coolant enthalpy after the pump becomes

$$h_2 = h_1 + \frac{1}{\eta p} \frac{p_2 - p_1}{p_1}$$

(5.3.35)

In DANAID the pump is characterized by

$$p_2 - p_1 = a_0 + a_1 v_f + a_2 v_f^2$$

(5.3.36)

where \(v_f\) is the velocity of the fluid in the pump.

When \(w\) is the coolant mass flow through the pump, the total power delivered from the pump to the coolant is

$$Q_{pump} = w (h_2 - h_1)$$

(5.3.37)

**Basic Thermodynamic Equations**

The energy balance, the steam mass balance and the momentum equation are written and solved for each node.

A very compressed calculation scheme is given below; details can be found in the description of the RAMONA program

Steam mass:

$$\frac{dm}{dt} = m_g - m_f - \alpha W_f - v_f W_g - W_f$$

Energy:

$$\frac{dE}{dt} = E + e_f - T_f$$

(5.3.38)

Momentum:

$$\frac{dp}{dt} = p - T_s$$

The symbols used in the scheme and not previously defined are

\( m \): coolant mass

\( W \): coolant volume flow

\( E \): coolant internal energy

\( f \): fluid index

\( g \): gas = steam index

\( s \): saturation index
5.4. Fuel Thermodynamics

The fuel thermodynamic calculations are performed on an averaged rod within each neutronic node. The model used is very much the same as that used in RAMONA, therefore only the basic assumptions will be described here.

The fuel rod is divided into annular zones of equal volume, but nuclear heat is generated homogeneously over a cross section of the rod. Volume expansions of the fuel are neglected and consequently the density is kept constant. The volume occupied by the gas gap and the cladding is assumed infinitely small, and the heat capacities are neglected. In the runs presented in this report the specific heat of the fuel is constant, but in earlier runs the relatively accurate polynomial expression

\[ C_F = \sum_{i=1}^{5} a_i T_F^{i-1} \]

was used. With

\[ a_1 = 1.3005 \times 10^3 \]
\[ a_2 = 0.71466 \]
\[ a_3 = -0.94009 \times 10^{-4} \]
\[ a_4 = 0.48958 \times 10^{-5} \]
\[ a_5 = -0.79200 \times 10^{-10} \]

and \( T_F \) inserted in °C, the unit of \( C_F \) becomes J/kg°C. During a rod-ejection accident initiated from the hot startup condition the fuel-temperature range is rather broad, thus it may seem a serious error to maintain \( C_F \) unchanged during the transient. However, \( T_F \) is almost a step function of the time, because the temperature is increased within 25 ms and a slight deviation from the real temperature increase is insignificant. However, it is important that the final fuel temperature is correct. Choice of the specific heat as

\[ C_F = \frac{1}{T_{F, \text{max}} - T_{F, \text{min}}} \int_{T_{F, \text{min}}}^{T_{F, \text{max}}} C_F(T) \, dT \]

results in a correct time interval for heating and in a correct final temperature and energy content. Because \( C_F(T) \) is an increasing function,
it is a slightly conservative assumption to keep $C_F$ constant. A main disadvantage of the method described above is that detailed information about the fuel temperature interval must be known beforehand.

Axial heat conductivity is neglected in the fuel rod. The cladding is assumed an ideal heat conductor, while the conductivity of the gas gap is calculated as a function of the averaged fuel temperature within the node

$$K_{gap} = a_0 + a_1 T_F + a_2 T_F^2. \quad (5.4.4)$$

The thermal conductivity of uranium dioxide is structure-sensitive, properly depending on a number of factors such as temperature, density, stoichiometric composition, preparation technology, burn-up, etc.\(^{20}\). However, for one particular piece of fuel the most reasonable temperature dependency seems to be

$$\lambda_F = \frac{\epsilon_1}{1 + \epsilon_2 T_F}, \quad (5.4.5)$$

where $\epsilon_1$ and $\epsilon_2$ are constants.

The temperature assigned to each fuel zone has been taken as the volume-averaged temperature of that zone and the temperature on the
boundary between two zones is calculated from a linear temperature distribution between the centres in the two zones.

The fuel thermodynamic model is coupled to the neutronics through the power deposition in the rod and to the hydraulics through the heat transport from the cladding to the coolant. Feed back from the fuel model to the neutronics is the fuel average temperature.

6. TRANSIENTS ANALYSED BY MEANS OF DANAID

The DANAID program involves heavy computer costs, and consequently it was necessary to restrict the number of runs performed on a full-size core to two only, a rod ejection run, and a rod drop run. The influence of essential parameters was then examined by means of a small imaginary reactor.

6.1. Core Configuration

The basis for the full-size reactor model is the ASEA-ATOM reactor Oskarshamn 1. The core contains 448 fuel boxes arranged as 112 neutronic channels in the pattern shown in fig. 6.1.1. Consequently each channel must consist of 4 fuel boxes, or 256 fuel rods, and one control rod.

The control rod removed from the core is the same in the two full-size transients analysed. The rod selected from the four central rods is that has the maximum reactivity worth, because rapid removal of this rod is believed to result in an accident with most potential consequences.

For computer savings, the 112 hydraulic channels were collapsed into nine groups only. As shown in fig. 6.1.1, the groups make up an annular geometry surrounding the accidentally removed rod. The coolant outside the fuel boxes is contained in one moderator channel only covering the whole core cross section.

A reactor core with only 37 neutronic channels was used for the parameter studies. Applying symmetry properties to this core, it can be represented by 8 channels only, fig. 6.1.2. The ejected control rod is positioned in the central channel for the whole analysis.
Fig. 6.1.1. Hydraulic channel configuration for full-size reactor analysis.
6.2. Initial Reactor State

The potential consequences of a reactivity accident are mainly a function of the reactivity insertion rate. Due to the reactor feedback mechanisms, the total amount of reactivity inserted plays a minor role, provided that it exceeds a certain threshold. For control rod accident categories, the reactivity insertion rate depends on the control rod reactivity worth and on how rapidly the rod is removed from the core.

In fig. 6.2.1 the maximum rod worth is given as a function of the reactor power for a typical boiling water reactor (General Electric BWR/6) with normal control rod patterns. From the figure it is obvious that special interest must be paid to reactor states in the low power range.

In appendix B of this report an expression is evaluated for the control rod ejection time, \( t_{\text{rem}}' \):

\[
t_{\text{rem}}' = t_{\text{rem}}^0 \left( \frac{p_{g} r_{o}}{p_{g}(r)} - p_{\text{con}} \frac{p}{p_{o}} \right)^{1/2}
\]

(6.2.1)
Fig. 6.2.1. Maximum control rod worth at various normal operating states.

where \( t_{rem}^o \) is the removal time at hot start up, \( \rho \) is the coolant density (\( \rho = \rho_0 \) at hot start up), \( p_{con} \) the containment pressure, and \( p_s(\rho) \) the saturated water pressure as a function of coolant density. Equation 6.2.1 is only valid in the low power range, where the coolant can be treated as saturated. By means of fig. 6.2.1 and eq. 6.2.1, the average reactivity insertion rate can be calculated as a function of the coolant density. In table 6.2.1 the insertion rate is specified relative to that at hot start up.

<table>
<thead>
<tr>
<th>( \rho , g/cm^3 )</th>
<th>( \Delta k/t_{rem} , \text{relative} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.74</td>
<td>1.00</td>
</tr>
<tr>
<td>0.80</td>
<td>0.89</td>
</tr>
<tr>
<td>0.88</td>
<td>0.50</td>
</tr>
</tbody>
</table>
It is evident from the table that the reactivity insertion rate is maximum in the hot start-up condition. Therefore rod ejection accidents are believed to have the worst potential consequences when they are initiated from a reactor in this power range, i.e. a critical reactor at operating pressure, saturated temperature, and with an initial power fraction of $10^{-6}$ of that rated. The hot start-up state is characterized by a fractional control rod density of 50%. The rods are arranged in a checkerboard configuration with half of them fully inserted and the rest fully out. In fig. 6.1.1 odd numbered channels have rods inserted and channels with even numbers have control rods withdrawn. The steam load and the feed water injection rate is very small at hot start-up and the pump operates at approximately 30% of rated pump power.

The potential consequences of a rod drop accident are probably not maximum at hot start-up, but at a lower power because the rod drop removal time does not depend so much on the vessel pressure. However, the intention of the rod drop calculation in this report is not to estimate the largest potential consequences of such an accident, but to compare the calculational model to other models, and with this purpose in mind the rod drop analysis can be performed on a reactor at any power level provided that a similar analysis is available. Now, rod drop calculations from the hot start-up range are available, and therefore both the two full-size reactor analyses performed in this report were initiated from this power level.

The results of the calculations are presented in the next sections.

6.3. Standard Rod Ejection Analysis

From a reactor at hot start-up the control rod in the hydraulic channel no. 1, fig. 6.1.1, is ejected from the core with the standard control rod ejection velocity, i.e. the velocity function calculated by RODACC and given in fig. 4.5.3. Results of the calculation are discussed below.

Fig. 6.3.1 shows the power generation as a function of the time since accident initiation. Five curves are plotted in the figure. The term "total power" refers to the total nuclear power generated at that particular moment. The total power is the sum of the power released promptly after the fission process ("prompt power") and the delayed power; the latter is not explicitly shown in the plot. The delayed power fraction is very small, therefore the total power and the prompt power nearly merge. The power to the coolant is represented by the convective heat generation ("conv. power") and the power deposit directly in the coolant ("direct power"). Also the total power to coolant, i.e. the sum of the convective power and the directly deposited power, is shown in the figure.
During the first 100 ms after the break, no change in power generation can be observed. Then power rapidly increases by 8 decades, corresponding to a peak power of more than 100 times the nominal level. During the power increase the reactor period is approximately 5.5 ms. It is seen that the peak power is reached before the control rod is fully out of the core, which happens after 308 ms. This is more clearly demonstrated by the rod ejection calculations based on a small reactor core, where the appearance of the peak is earlier, and this supports the assertion that the reactivity insertion rate is more significant than the total amount of reactivity inserted. The power peak is very slim, and soon the production rate is lower than the nominal level.

At steady state the direct power to the coolant is only a small fraction of the total coolant power, but during the power increase the direct power overrides the convective power by more than a decade, thus it is important to have an accurate model for the fission power directly released into the coolant. Although this power fraction depends on the coolant density, which certainly changes during the ejection, the fraction has been kept constant at the value corresponding to zero void. This is due to the fact that most of the neutron kinetic energy, which is normally deposited in the internal box coolant, will, when the internal coolant density is low, be transmitted to the external coolant. However, the outside coolant is rather poorly represented in DANAID - only one channel for the whole reactor cross section - and energy deposition in this channel would lack spatial dependency, resulting in a weak moderator feedback effect. Deposition of most of the energy in the internal channel results in a too high void fraction in this channel and a strong feedback mechanism, but then the outside coolant has a good moderator effect because it contains no steam, which it normally would in such accidents. Therefore the best approximation to the real problem is believed to be a high relative energy deposition in the internal channel. After the power peak the direct power deposition drops and becomes insignificant.

The convective power is mostly a step-function with a steady level before and after the peak. The final level is 6 decades above the initial, i.e. approximately at the nominal value, but the power distribution is not as in a normal full power reactor state (fig. 6.3.2).

Fig. 6.3.3 plots the inserted reactivity, the rod worth, as a function of time. Up to approximately 0.2 s after accident initiation the total reactivity of the core merges with the rod worth, but as soon as the fuel temperature and the coolant void fraction are increased, the reactivity drops drastically. Due to the very high power directly delivered to the coolant, the delay in the moderator feed back relative to the Doppler feed back set point is not significant.
During the power increase the reactivity is approximately a stepwise linear function as shown in fig. 6.3.3. In the first step the control rod reactivity insertion is dominant; subsequently the reactivity insertion and both the two feedback mechanisms are significant. In the last step the fuel temperature has reached its final level and consequently the reactivity is only changed by the moderator feedback and by the removal of the control rod. From the gradient of the straight lines drawn in fig. 6.3.3, it is possible to estimate the time derivative of the three reactivity effects

\[ \dot{\rho}_c = 0.004 \text{ s}^{-1} \]  
\[ \dot{\rho}_V = -0.31 \text{ s}^{-1} \]  
\[ \dot{\rho}_D = -0.69 \text{ s}^{-1} \]  

Thus the Doppler feedback mechanism is approximately twice as strong as the moderator feedback. The control rod reactivity insertion is insignificant when the feedback mechanisms are active.

When a control rod is partially inserted in a node, it is treated as if it was totally inserted but with a reduced control effect. This way of representing the rod results in small ripples on the reactivity curve if a node border is passed. The two cuts on the reactivity curve in fig. 6.3.3 are also due to this effect; the first one corresponds to the total removal of the ejected rod from the core and the second to the scram insertion initiation. Apart from the cuts, the events do not influence on the reactivity.

Because of the highly peaked power distribution the convective power level corresponds to a maximum section average fuel temperature of 1270°C. With a local form factor of 1.20, the maximum rod temperature becomes 1524°C. As discussed in section 5.4, the final fuel temperature is sensitive to the choice of specific heat capacity of the fuel. In appendix C is evaluated an iterative procedure for correction of the fuel temperature due to changes in the heat capacity. The procedure is based on point kinetics and both moderator feedback and Doppler feedback mechanisms are incorporated. With this procedure the temperature of the hottest rod section becomes

\[ T_{F\text{max}} = 1616°C \]

corresponding to a peak enthalpy of

\[ h_{F\text{max}} = 120 \text{ cal/g} \]
Experimentally based fuel rod failure thresholds\(^5\) are given in table 6.3.1. It is seen that the calculated fuel enthalpy is well below the failure thresholds, thus from this point of view the fuel integrity should not be altered.

**Table 6.3.1**

Fuel Failure Enthalpy Thresholds

<table>
<thead>
<tr>
<th></th>
<th>peak enthalpy</th>
</tr>
</thead>
<tbody>
<tr>
<td>cladding</td>
<td>170 cal/g</td>
</tr>
<tr>
<td>incipient fuel melting</td>
<td>269 cal/g</td>
</tr>
<tr>
<td>fully molten fuel</td>
<td>336 cal/g</td>
</tr>
<tr>
<td>prompt fuel dispersal</td>
<td>425 cal/g</td>
</tr>
</tbody>
</table>

Table 6.3.2\(^2\) shows characteristic relations (according to General Electric Company) between the reactivity insertion rate, the minimum period, the peak enthalpy, and the principal shutdown mechanism.

**Table 6.3.2**

Characteristics of Nuclear Excursion

<table>
<thead>
<tr>
<th>range</th>
<th>reactivity insertion rate ($/s)</th>
<th>minimum period (ms)</th>
<th>peak enthalpy (cal/g)</th>
<th>principal shut down mechanisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>low</td>
<td>(&lt; 2.5)</td>
<td>(&gt;4)</td>
<td>(&lt;120)</td>
<td>Doppler effect moderator &quot;</td>
</tr>
<tr>
<td>medium</td>
<td>2-25</td>
<td>5-2</td>
<td>100-425</td>
<td>Doppler effect</td>
</tr>
<tr>
<td>high</td>
<td>(&gt;20)</td>
<td>(&lt;1.5)</td>
<td>(&gt;380)</td>
<td>Doppler effect core disassembly</td>
</tr>
</tbody>
</table>

The characteristics of the standard rod ejection transient analysed in this report are a minimum period of 5.5 ms and a peak fuel enthalpy of 120 cal/g, which corresponds pretty well to the lower part of the medium range, but the reactivity insertion rate, 10 \$/s, fits better to the middle of this range.

The void fraction shown in fig. 6.3.3 corresponds to the hot channel exit, but it is not the exit void only that increases rapidly. This is clearly
demonstrated by fig. 6.3.4, where the steam content in each section of the central channel is given at different times. The rapid steam production rate causes the coolant to be ejected from both ends of the channel, fig. 6.3.5. It could be interesting to see how long a time it would take before good cooling conditions were re-established, in the hot channel, but the DANAID code cannot handle sections with very small mass contents without starting to oscillate. However, from fig. 6.3.5 it can be assessed that it would probably take several seconds before the channel is refilled with water. Within the assessment, it must be remembered that on the containment isolation signal the pump speed is even further reduced from 30% to 20% of nominal speed, and that the relief valves will start to blow. These effects are not included in the DANAID analysis. Thus, even if DANAID could handle totally voided sections, it would be too expensive to use such a code for these calculations. Now, DANAID overestimates the heat conduction to the coolant because the convective heat correlations are based on nucleate boiling, but the channel would definitely be voided nevertheless.

The water velocity distribution inside the hot channel is shown in fig. 6.3.6 and the heat flux in fig. 6.3.7. The high heat fluxes combined with large steam qualities and mass fluxes result in burn-out of the rods. Fuel rod performance in the absence of good cooling conditions is analysed in section 7.1.

The pressure increase and the water level increase is shown in fig. 6.3.8. The pressure increase is not significant and it will be further reduced when the relief valves start to blow. The effect of the valves is not considered in the model, because the delay time of the valves after the isolation signal is approximately 0.3 s, and consequently the effect is negligible within the time range of a DANAID analysis.

The influence on the transient of the discharge coolant flow from the ruptured control rod drive house thimble was analysed and found insignificant. However, in the analysis it was assumed that the discharge was from the lower plenum, but if the communication from the hot channel via the control rod guide tube to the ruptured area results in a reduced coolant density in the hot channel, this might result in an earlier moderator feedback. The influence of such communication has not been examined.
Fig. 6.3.1. Rod ejection transient power generation.
Fig. 6.3.2. Rod ejection peak to average flux ratio.
Fig. 6. Rod ejection net reactivity. Demonstration of feedback mechanisms.
Fig. 6.7.4. Hot channel void fraction distribution.
Fig. 6.3.3. Hot channel coolant inlet and outlet mass flows.
Fig. 6.3.6. Hot channel water velocity distribution.
Fig. 6.3.7. Hot channel heat flux distribution.
Fig. 6.3.8. Water level and reactor pressure relative to initial value.
6.4. Standard Rod Drop Analysis

Results of the rod drop analysis are presented in figures in this section.

The rod drop power peak is considerably delayed compared to the rod ejection peak (approximately 1.3 s), but because of the slow reactivity insertion rate the peak reactivity becomes less than 1% Δk/k, while in the rod ejection case it exceeds 1.6% Δk/k (in both cases it should be recalled that the static rod worth was approx. 2.0% Δk/k). Once again the Doppler feedback and moderator feedback slow down the power burst.

Contrary to rod ejection accidents, the scram rods do move before the excursion is over, but from fig. 6.4.2 it is obvious that the negative scram reactivity insertion rate is much too slow to influence the results. For the transients analysed in this report, the scram signal has been set at the time of a 20% increase in the average nuclear power and no credit has been given to the delay time in the instrumentation system. This is probably too optimistic, but according to reference 3 the scram instrumentation should be very fast in the low power range. Normally, the delay times for such instrumentation systems are 0.1 s. Rod movement is started 0.2 s after the trip signal and all rods, except the one accidentally removed, are inserted.

The power peaking factor is very much the same in the two transients, but because of a lower total power in the rod drop case, the peak fuel temperature and enthalpy only become 772°C and 50.6 cal/g, respectively. Again the hot channel maximum exit void is pretty high, but not alarming, and the axial void distribution is not so uniform. Even during this slow excursion, the steam production rate is high enough to cause flow reversal in the hottest channels.

Because the dropping rod is only half removed at the time of the power peak, the axial power distribution is very peaked in the upper core part (fig. 6.4.8)

In the rod drop accident the burn-out limit is not exceeded and the fuel integrity is maintained.

The purpose of this rod drop transient analysis was to compare the DANAID model to other dynamical large core reactor models. However, the results of analysis of nuclear excursions in large power reactors are not frequently published, and the published results are generally of older date and based on a point kinetics approach. It is not unexpected that literature studies 23) show that point kinetics are unable to describe the
the spatial dependency in a realistic manner. The poor representation of the spatial effects results in a poor incorporation of the very important feedback mechanisms.

One of the more recently published (1972) studies from the General Electric Company, uses an adiabatic, point kinetic model with some consideration of spatial effects. The model is described below.

The neutron flux is separated as

\[ \Phi^t(r, t) = \Phi^t(r) F(t) \]  

(6.4.1)

where \( \Phi^t(r) \) is the fundamental mode spatial flux at selected points in time. The shape function will reflect space- and time-varying nuclear properties at each time point. The eigenvalue of the fundamental mode solution for \( \Phi^t(r) \) provides the reactor average effect of these changing properties in time. By relating this change in eigenvalue to the time-dependent reactor multiplication factor \( k(t) \), this parameter is used in the point reactor kinetics equations.

\[
P(t) = \frac{1}{\tau} \left( \frac{k(t)}{k(t)} \right) - \beta \sum_{j=1}^{N} \lambda_j C_j(t) + \lambda_1 C_1(t) \]  

(6.4.2)

\[
C_i(t) = \frac{1}{\tau} \beta_i P(t) - \lambda_i C_i(t) \]  

(6.4.3)

\[
h(t) = K \left[ P(t) - P(0) \right] \]  

(6.4.4)

where

- \( P(t) \) = average power fraction
- \( C_i(t) \) = average effective precursor density for delay group \( i \)
- \( h(t) \) = average fuel enthalpy
- \( \tau \) = prompt neutron generation time
- \( \beta_i \) = delayed neutron fraction, \( \beta = \sum_{i=1}^{N} \beta_i \)
- \( \lambda_i \) = decay constant for delay group \( i \)
- \( N \) = number of delay groups
- \( K \) = factor converting average power fraction to average fuel enthalpy rate
Integrating the kinetics equations yields fuel enthalpy, which may be related to fuel temperature and to the effect of Doppler feedback. Thermal-hydraulic effects are ignored.

The method uses two-dimensional calculations of fundamental mode flux and power for several average fuel enthalpy increments. For each increment the enthalpy distribution at the end of the step n+1 is estimated by

\[ h_{i}^{n+1} = h_{i}^{n} + \bar{P}_{i}^{n+1} \Delta h^{n} \quad (6.4.5) \]

where

- \( h_{i} \) = fuel enthalpy distribution
- \( P_{i} \) = estimated (extrapolated) normalized power distribution
- \( \Delta h \) = increment of average enthalpy.

The detailed nodal power distribution is used in the above equation to produce the nodal enthalpy distribution, which is related to fuel temperature. A Doppler feedback relation converts the temperature distribution into changes in nuclear properties on a nodal basis. Using these properties, the fundamental mode spatial flux, power and associated eigenvalue are obtained for the succeeding step. The reactor average kinetics equations provide time-dependent results during the step using

\[ k(t) = k(0) + \Delta k_{C}(t) + \Delta k_{S}(t-t_{S}) + \Delta k_{F}(t) \quad (6.4.6) \]

where \( \Delta k_{C}(t) \) represents the perturbation causing the excursion, \( \Delta k_{S} \) represents reactor scram, \( t_{S} \) is the time when average power reaches the scram set point, and feedback is represented by

\[ \Delta k_{F}(t_{0}) = \frac{1}{\lambda^{n}} \left\{ \lambda^{n} + (\lambda^{n+1} - \lambda^{n}) \frac{h(t)-h_{i}^{n}}{\Delta h^{n}} \right\} - 1.0, \quad (6.4.7) \]

where

- \( \lambda^{n} \) = fundamental mode eigenvalue at the end of step n
- \( h^{n} \) = average enthalpy at the end of step n.

Because the model is adiabatic, moderator effects are not included and it is difficult from the description to judge how valid the treatment of the Doppler feedback is, but it is obvious that the model predicts results that are significantly different from the results predicted by DANAID. Fig. 6.4.10 shows the net reactivity for two transients analysed by DANAID and
Fig. 6.4.1. Rod drop transient power generation.
Fig. 6.4.2. Scram characteristics assumed for transient analysis.
Fig. 6.4.3. Rod drop transient peak to average flux ratio.
Fig. 6.4.4. Rod drop net reactivity. Demonstration of feedback mechanisms.
Fig. 6.4.5. Hot channel void fraction distribution.
Fig. 6.4.6. Hot channel coolant inlet and outlet mass flows.
Fig. 6.4.7. Hot channel water velocity distribution.
Fig. 6.4.8. Hot channel heat flux distribution.
Fig. 6.4.9. Water level and reactor pressure relative to initial value.
the model described above, respectively. The transients are not identical, but they are both applied to large boiling water reactors, and the reactivity insertion rate is not very different in the two cases (slightly lower in the DANAID case). It is seen that the prediction of the power peak is in good agreement, but that the reactor feedback is much stronger in DANAID than in the point model. The difference cannot be explained alone by the lack of
moderator feedback in the GE model, it must also be due to differences in the Doppler reactivity. Because of the weak feedback mechanisms, the GE model predicts much higher fuel peak enthalpies than DANAID does.

It could be interesting to compare DANAID to analyses performed with more detailed reactor models, but as far as I know such results are not published.

6.5. Parameter Studies

The influence of some of the essential parameters was analysed by means of the small core described in section 6.1.

For relating the results of the small core calculations to the large core, a small core analysis was performed with the standard rod ejection characteristics (same rod worth, rod velocity, initial power level, etc.). Figs. 6.5.1 to 6.5.5 show that the most significant difference in the two cores is that the response from the small reactor is approximately 30 ms in advance of the large core response.

As expected, a reduced reactivity worth of the ejected rod results in a slower transient and a smaller power peak, fig. 6.5.6. Another way to decrease the reactivity insertion rate is to reduce the control rod velocity, the same result being obtained, fig. 6.5.7.

Fig. 6.5.8 shows how the hot channel outlet flow depends on the conductivity of the gas gap between the fuel and the cladding. The dependency is very weak, which indicates that it is a good approximation to use an adiabatic fuel model for the power peak calculation, but the direct power deposition in the coolant must be incorporated.

Finally, an analysis was made of a rod ejection transient from an initial power level of 10% of that rated, figs. 6.5.9 and 6.5.10. As expected, the rod ejection accident initiated from the hot start-up power range is the most severe with a peak fuel enthalpy that is twice the value of the transient initiated from 10% of rated power.

Thus the study reveals the dependency of the parameters, which was expected. It could be interesting to see how sensitive the result of the transient is to changes in the Doppler feedback mechanisms and in the coolant evaporation correlations, but such analyses have not yet been performed.
Fig. 6.5.1. Nuclear power production. Comparison of large core to small core.
Fig. 6.5.2. Convective power production. Comparison of large core to small core.
Fig. 6.5.3. Net reactivity. Comparison of large core to small core.
Fig. 6.5.4. Hot channel exit void fraction. Comparison of large core to small core.
Fig. 6.5.5. Hot channel exit coolant mass flow. Comparison of large core to small core.
Fig. 6.5.6. Nuclear power production. Dependency on control rod worth.
Fig. 6.5.7. Nuclear power production. Dependency on control rod velocity.
Fig. 6.5.8. Hot channel coolant outlet flow. Dependency on fuel-clad gap conductivity.
Fig. 6.5.9. Nuclear power production. Dependency on initial power level.
Fig. 6.5.10. Hot channel coolant outlet flow. Dependency on initial power level.
6.6. Conclusion of DANAID Analysis

The conclusion of the transient analysis is that the boiling water reactor is characterized by feedback mechanisms strong enough to slow down nuclear power bursts long before the reactor protection system interacts. The main feedback results from the fuel temperature increase, but because of the direct power deposition in the coolant moderator feedback is essential too.

The calculated maximum fuel enthalpies apply to all transients below the fuel failure thresholds, but for the rod ejection transients burn-out occurs in central channels. This cannot be described by DANAID.

Because of the direct power to the coolant, the coolant mass flow increases rapidly and might be a potential risk for the internals of the core. This cannot be described by DANAID.

The DANAID program is well qualified for transient analysis of nuclear excursions in the range of the rod drop transient analysed here, although a model for the annular flow regime ought to be included. For such transients, the computer time is reasonable.

For power bursts like the rod ejection transients, only the first part of the transient can be described by DANAID. After the power peak the built-in correlations for the cladding to coolant heat transfer do not describe the physical phenomena correctly. It is not a simple task to make DANAID adequate for a complete analysis of such transients. In this case the program should incorporate cladding to coolant interaction models, core spray models, fuel melt models, etc., etc. Furthermore it is not realistic to use DANAID rod ejection for transients in a time scale of more than 0.3-0.4 s because of its poor ratio of real time to computer time.

Thus the last part of a rod ejection transient must be analysed by means of much simpler models.

7. FINAL REACTOR PERFORMANCE

For the rod ejection transient, some of the mathematical models used in DANAID are inadequate to describe the real physical phenomena that occur after the fuel temperature increase. These occurrences should be analysed by a core melt program, but in lack of such a model some simple calculations were performed.
7.1. Fuel Rod Performance

Immediately after the fuel temperature rise occurs in rod ejection transients, the central channel convective heat transfer from the cladding to the coolant is very near the burn-out limit. The critical heat flux is given in fig. 7.1.1 as a function of the coolant mass flux, the pressure and the stagnation steam quality, which is the ratio of steam mass to total coolant mass.

In rod ejection transients the stagnation steam quality is rapidly increased and very soon the burn-out limit is exceeded. When good cooling of the fuel rod is maintained, as it is in the DANAID model throughout the transient, the cladding temperature is not significantly high (\( \sim 320^\circ\text{C} \)), but when the loss-of-coolant condition occurs, the fuel temperature distribution within the rod is flattened out and the cladding temperature rapidly increases.

In the radial dimension the temperature distribution within the fuel rod is governed by

\[
\rho_F C_F \frac{\partial T_F}{\partial t} = \frac{1}{r} \frac{\partial}{\partial r} \left( r k_F \frac{\partial T_F}{\partial r} \right) + q
\]

(7.1.1)

where

- \( T_F \) = fuel temperature
- \( \rho_F \) = mass density
- \( C_F \) = specific heat capacity
- \( k_F \) = heat conductivity
- \( q \) = power density.

Equation 7.1.1 cannot be solved analytically because of the source term \( q \). However after the power burst the nuclear power is significantly decreased, thus in a first approximation \( q \) can be neglected. Furthermore, \( \rho_F \), \( C_F \) and \( k_F \) are assumed temperature independent. Then eq. 7.1.1 becomes

\[
x \left[ \frac{\partial^2 T_F}{\partial r^2} + \frac{1}{r} \frac{\partial T_F}{\partial r} \right] = \frac{\partial T_F}{\partial t}
\]

(7.1.2)

with

\[
x = \frac{k_F}{\rho_F C_F}
\]

(7.1.3)
Fig. 7.1.1. Recommended curves of burn out limit.
The most suitable (and simple) boundary condition for a burn-out calculation is the adiabatic condition

$$\left( \frac{\delta T_F}{\delta r} \right)_{r=r_F} = 0 \quad (7.1.4)$$

where \( r_F \) is the radius of the fuel pellet. The full solution to the problem is given in appendix D.

$$T_F(r, t) = \sum_{i=1}^{\infty} A_i \exp \left[ -\pi \left( \frac{\lambda_i}{r_F} \right)^2 (t-t_0) \right] J_0 \left( \frac{\lambda_i}{r_F} r \right). \quad (7.1.5)$$

The coefficients \( A_i \) must be determined from the temperature distribution to \( t=t_0 \) where \( t_0 \) is the time when the good cooling condition is lost. \( J_0 \) is the Bessel function of first kind and zero order and \( \lambda_i \), \( i = 1, 2, \ldots \) are the roots to the Bessel function of first kind and first order,

$$J_1(\lambda_i) = 0 \quad i = 1, 2, \ldots \quad (7.1.6)$$

It is not difficult from eq. 7.1.5 to show that \( A_1 = \frac{T_F}{T} \) is the volume average fuel temperature (see appendix D). The average temperature is time independent because power production and heat transfer to the cladding are neglected.

The purpose of the fuel temperature calculation was to estimate the cladding temperature increase after burn-out. When the cladding temperature has been calculated, the change in the average fuel temperature due to power production and heat transmission to the cladding can be expressed as

$$\frac{dT_F}{dt} = \frac{Q_F + A_F \Phi_{\text{gap}}}{A_F \rho_F C_F}, \quad (7.1.7)$$

where \( Q_F \) is the power production inside the node, \( A_F \) is the surface area of the fuel, \( \Phi_{\text{gap}} \) the heat flux to the canning (see below), \( A_F \) the fuel volume, \( \rho_F \) the fuel density, and \( C_F \) the specific heat capacity. The actual mean fuel temperature may be inserted in the expression for the canning temperature.

The surface temperature of the fuel pellet is given from eq. 7.1.5.

$$T_{FS}(t) = \sum_{i=1}^{\infty} A_i J_0(\lambda_i) \exp \left[ -\pi \left( \frac{\lambda_i}{r_F} \right)^2 (t-t_0) \right] J_0(\lambda_i). \quad (7.1.8)$$
Using the cladding temperature \( T_{ca} \), the heat flux from the fuel to the cladding, which was neglected above, can be expressed

\[
\Phi_{\text{gap}}(t) = K_{\text{gap}}(T_{FS} - T_{ca}).
\]

The gap conductivity, \( K_{\text{gap}} \) is calculated in DANAID only as a function of the mean fuel temperature, which is constant here (no power production and adiabatic model). The heat transfer from the cladding to the surroundings, mostly the shroud, is governed by radiation

\[
\Phi_{\text{rad}}(t) = K_{\text{rad}}(T_{ca}^4 - T_o^4)
\]

\( T_o \) is the temperature of the surroundings. The radiation factor \( K_{\text{rad}} \) is proportional to the radiation interchange factor \( F \), which is calculated assuming the radiating and receiving surfaces are parallel planes; thus

\[
F = \left( \frac{1}{\varepsilon_{\text{rad}}} + \frac{1}{\varepsilon_{\text{rec}}} - 1 \right)^{-1}
\]

where

\[
\varepsilon_{\text{rad}} = \text{emissivity of the radiating surface} \\
\varepsilon_{\text{rec}} = \text{emissivity of the receiving surface.}
\]

Because of the high mean fuel temperature, the contact area between the fuel pellet and the cladding is large. Thus the heat conductivity from the fuel to the cladding is significant. In combination with the poor heat transfer from the rod to the surroundings, this means that the cladding temperature is largely the same as the fuel surface temperature. Consequently the cladding temperature is substituted with the fuel surface temperature in the expression for \( \Phi_{\text{rad}} \).

The energy balance for the cladding becomes

\[
d \rho_{ca} C_{ca} \frac{dT_{ca}}{dt} = \Phi_{\text{gap}} - \Phi_{\text{rad}}
\]

where

\[
d = \text{the thickness of the cladding} \\
\rho_{ca} = \text{the cladding density} \\
C_{ca} = \text{the specific heat of the cladding.}
\]
Assuming \( d \), \( \rho_{ca} \), and \( C_{ca} \) constant, and using only the first two terms in the expression for \( T_{FS} \), the solution to eq. 7.1.12 is

\[
T_{ca}(t) = T_F - \frac{k_{rad}}{k_{gap}} (T_{FS} - T_o) + \Delta e^{-\alpha(t-t_o)} \tag{7.1.13}
\]

with

\[
\Delta = T_{FS}(t_o) - T_F(t_o)
\]

\[
\alpha = \frac{\lambda_2}{r_F^2}
\]

\[
k_{gap} = \frac{K_{gap}}{d_{ca} \rho_{ca}^2 C_{ca}}
\]

\[
k_{rad} = \frac{K_{rad}}{d_{ca} \rho_{ca}^2 C_{ca}}
\]

In the evaluation of 7.1.13 the fact that \( \alpha \) has been used.

The cladding temperature as a function of \( t-t_o \) is given in table 7.1.1.

**Table 7.1.1**

<table>
<thead>
<tr>
<th>( t-t_o )</th>
<th>( T_{ca} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>318</td>
</tr>
<tr>
<td>1</td>
<td>615</td>
</tr>
<tr>
<td>2</td>
<td>820</td>
</tr>
<tr>
<td>3</td>
<td>960</td>
</tr>
<tr>
<td>4</td>
<td>1057</td>
</tr>
<tr>
<td>5</td>
<td>1124</td>
</tr>
</tbody>
</table>

For rewetting of the fuel rod, the canning temperature should not exceed the temperature threshold \( T_{wet} \) given by

\[
\frac{T_{wet}}{T_{crit}} = 0.13 \frac{\rho}{\rho_{crit}} + 0.84, \tag{7.1.14}
\]
where $p$, $p_{\text{crit}}$, and $T_{\text{crit}}$ are the actual pressure ($\text{N/m}^2$), the critical pressure ($\text{N/m}^2$), and the temperature ($^\circ\text{C}$) at the critical point, respectively. The value of $T_{\text{wet}}$ is approximately $330^\circ\text{C}$, which is exceeded by the cladding temperature long before the channel is refilled with fluid. However, if the cladding temperature is below the so-called sputtering temperature, $T_{\text{sp}}$, some cooling can be established. The sputtering temperature is a function of the coolant saturation temperature, $T_{\text{sat}}$ ($^\circ\text{C}$), and the actual pressure ($\text{N/m}^2$)

$$\left(T_{\text{sp}} - T_{\text{sat}}\right)^{-1} = 9.0945 \cdot 10^{-4} + 3.6963 \cdot 10^3 p^{-1}. \quad (7.1.15)$$

The approximate value of $T_{\text{sp}}$ is $990^\circ\text{C}$, but even this high temperature is believed to be exceeded by the cladding temperature before good cooling conditions can be re-established.

An accepted threshold for the cladding to perforate is at an oxidation of $17\%$ by weight. This threshold is exceeded by the fuel rods in the hot channel.

Not only channel 1 in fig. 6.1.1 is voided, but also channel 2 that contains 16 fuel boxes. The maximum average fuel temperature in this channel is not as high ($1050^\circ\text{C}$) as in channel 1. However, the power shape inside this channel is very skewed, consequently the fuel temperature in the fuel boxes nearest to the central channel is high (maximum average temperature of $1100^\circ\text{C}$) and these rods will probably fail too. Additionally, some rods inside the outer boxes of channel 2 are believed to perforate.

Thus it is estimated that radioactivity originating from 800-1200 fuel rods will be released into the coolant.

8. CONCLUSION

The rapid removal of a high worth control rod from an initially critical boiling water reactor has been analysed. The power burst is terminated by the built-in feedback mechanisms. The Doppler effect is especially strong, but because of the direct power deposition in the moderator, resulting from the neutron slow-down power, the moderator feedback is also significant and rapid.

Removal of a $2\% \Delta k/k$ rod with a velocity corresponding to the maximum drop velocity of a General Electric control rod should not result in any significant damage to the reactor system.
The rod ejection accident that has most potential consequences is initiated from the hot start-up condition. The result of this transient is high fuel temperatures, but the maximum fuel enthalpy is far from the fracture threshold. However, the central channels are voided and the radioactivity from 800-1200 fuel rods will be released to the coolant. A significant amount of energy is transmitted to the coolant, but the potential damage resulting from this effect has not yet been examined in detail. However, it is estimated that the reactor vessel will not be destroyed.
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Thermodynamic Functions

The thermodynamic functions given in chapter 5.3 are based on some reference quantities calculated as rational functions of either the reference temperature or the reference pressure.

The rational functions are of the general type

\[ Y_{ji}(X) = \frac{\sum_{k=1}^{2j} a_{ki} X^{j-k}}{\sum_{k=1}^{2j} a_{j+ki} X^{j-k}} \]

where \( i \) is the item of the particular function in the calculation scheme, table A-1, and \( 2j \) the number of coefficients used for that function; \( j \) must be either 3 or 6 depending on \( i \). In the program the functions are calculated as

\[ Y_{ji}(X) = H20APP(X, 2j, i) \]

where \( H20APP \) is the Fortran function listed at the end of this appendix. The coefficients are aggregated in the block data subroutine also listed in this appendix. For evaluation of the coefficients, the Fortran program \( H20TP^{21} \) from the Risø code complex was taken as base. \( H20TP \) calculates the thermodynamic functions according to the same principles as used in\(^{17} \) and the coefficients were fitted with the program LSFIT\(^{18} \). Compared to steam tab.\(^{17} \), the accuracy of the pressure-dependent functions is better than 1 o/oo for pressures in the range of 1 to 100 bar. The accuracy of expressions 5.3.8 and 5.3.9 for \( \rho_f \) and \( h_f \), respectively, is better than 1 o/oo for pressures in the range of 2 to 100 bar and subcoolings down to 100°C, when the reference temperature was chosen to be 20°C above the actual temperature, and better than 5 o/oo in the pressure range 1 to 140 bar with the same subcooling.
<table>
<thead>
<tr>
<th>Function Symbol</th>
<th>Identification Number</th>
<th>Number of Coefficients</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_f )</td>
<td>1</td>
<td>12</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>( h_f )</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>( T_s )</td>
<td>4</td>
<td>12</td>
</tr>
<tr>
<td>( h_{fg} )</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>( \rho_g )</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>( \eta_f )</td>
<td>7</td>
<td>12</td>
</tr>
<tr>
<td>( \lambda_f )</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>( \frac{\partial \rho_f}{\partial p} )</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial h_f}{\partial p} )</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial \rho_f}{\partial T} )</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial \rho_s}{\partial T} )</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial h_f}{\partial T} )</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial^2 \rho_f}{\partial T^2} )</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial^2 h_f}{\partial T^2} )</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial T_s}{\partial T} )</td>
<td>8</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial h_{fg}}{\partial p} )</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial \rho_g}{\partial p} )</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial \eta_f}{\partial p} )</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>( \frac{\partial \lambda_f}{\partial p} )</td>
<td>12</td>
<td>6</td>
</tr>
</tbody>
</table>
FUNCTION H20APP(X,N,IFUNK)

CALLS THERMODYNAMIC FUNCTIONS OF WATER AND STEAM

INPUT QUANTITIES:
X Independent Variable (either Temperature/deg, C)
N Number of Coefficients in Function Expression (6/12)
IFUNK Function Number in Data Block (H20, H201, H202)

COMMON /H2O / H201(12), H202(6), H202(6)

NHALF=N/2

IF(N.EQ.12) GO TO 1000

DC 500 I=1,5
COUNT=COUNT*X + H20(I,IFUNK)
DENOM=DENOM*X + H202(I+NHALF,IFUNK)

500 CONTINUE
H20APP=COUNT/DENOM
RETURN

1000 CONTINUE
DC 1500 I=1,6
COUNT=COUNT*X + H201(I,IFUNK)
DENOM=DENOM*X + H202(I+NHALF,IFUNK)

1500 CONTINUE
H20APP=COUNT/DENOM
RETURN
END
<table>
<thead>
<tr>
<th>Black Data</th>
<th>CL 1011, 210</th>
<th>H2 (112, A) × H2 (6, 12)</th>
<th>DATA (1011, 21)</th>
<th>J = 1, 21</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature Dependent Functions with 12 Coefficients</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficients for RFs</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-5.56607168714AE-13</td>
<td>-320766467389E-11</td>
<td>-320766467389E-05</td>
<td>RFs</td>
</tr>
<tr>
<td>2</td>
<td>714570764674E-02</td>
<td>1.19063768246E+00</td>
<td>1.19063768246E+00</td>
<td>RFs</td>
</tr>
<tr>
<td>3</td>
<td>-1.11216226196E-14</td>
<td>1.17721976913E-03</td>
<td>1.17721976913E-03</td>
<td>RFs</td>
</tr>
<tr>
<td>4</td>
<td>-1.19702579356E-05</td>
<td>-1.1429612847E-03</td>
<td>-1.1429612847E-03</td>
<td>RFs</td>
</tr>
<tr>
<td>Coefficients for PSAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.05854112463E-12</td>
<td>-1.7073928838E-06</td>
<td>-1.7073928838E-06</td>
<td>PSAT</td>
</tr>
<tr>
<td>2</td>
<td>-1.98918461315E-16</td>
<td>1.75950267356E-11</td>
<td>1.75950267356E-11</td>
<td>PSAT</td>
</tr>
<tr>
<td>3</td>
<td>-5.74926681806E-09</td>
<td>3.6157280916E-06</td>
<td>3.6157280916E-06</td>
<td>PSAT</td>
</tr>
<tr>
<td>Coefficients for HSAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.06806260132E-09</td>
<td>-3.4747630653E-05</td>
<td>-3.4747630653E-05</td>
<td>HSAT</td>
</tr>
<tr>
<td>2</td>
<td>-3.05117323212E-01</td>
<td>-1.66322458085E+00</td>
<td>-1.66322458085E+00</td>
<td>HSAT</td>
</tr>
<tr>
<td>3</td>
<td>-6.3746490564E-17</td>
<td>-2.46762459764E-13</td>
<td>-2.46762459764E-13</td>
<td>HSAT</td>
</tr>
<tr>
<td>Pressure Dependent Functions with 12 Coefficients</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coefficients for TSAT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2.81589719417E-33</td>
<td>4.09146911431E-26</td>
<td>4.09146911431E-26</td>
<td>TSAT</td>
</tr>
<tr>
<td>2</td>
<td>5.27017528171E-19</td>
<td>2.94794173283E-11</td>
<td>2.94794173283E-11</td>
<td>TSAT</td>
</tr>
<tr>
<td>3</td>
<td>5.60310754400E-30</td>
<td>1.60712355965E-28</td>
<td>1.60712355965E-28</td>
<td>TSAT</td>
</tr>
<tr>
<td>4</td>
<td>6.60184129849E-17</td>
<td>1.06063745190E+09</td>
<td>1.06063745190E+09</td>
<td>TSAT</td>
</tr>
<tr>
<td>Coefficients for HFg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.04344366468E-32</td>
<td>-2.66427006434E-25</td>
<td>-2.66427006434E-25</td>
<td>HFg</td>
</tr>
<tr>
<td>2</td>
<td>7.02566743640E-32</td>
<td>-1.15833533597E-07</td>
<td>-1.15833533597E-07</td>
<td>HFg</td>
</tr>
<tr>
<td>3</td>
<td>5.03425519222E-43</td>
<td>2.36119812017E+03</td>
<td>2.36119812017E+03</td>
<td>HFg</td>
</tr>
<tr>
<td>4</td>
<td>-6.39226012601E-16</td>
<td>-1.65510623999E-14</td>
<td>-1.65510623999E-14</td>
<td>HFg</td>
</tr>
<tr>
<td>Coefficients for Rg</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4.19937710135E-35</td>
<td>1.01122979384E-27</td>
<td>1.01122979384E-27</td>
<td>Rg</td>
</tr>
<tr>
<td>2</td>
<td>-5.41463990870E-15</td>
<td>7.88971559184E+04</td>
<td>7.88971559184E+04</td>
<td>Rg</td>
</tr>
<tr>
<td>3</td>
<td>9.94297299928E-42</td>
<td>-1.07619388429E-34</td>
<td>-1.07619388429E-34</td>
<td>Rg</td>
</tr>
<tr>
<td>4</td>
<td>-2.78428890149E-12</td>
<td>-4.35241222891E+13</td>
<td>-4.35241222891E+13</td>
<td>Rg</td>
</tr>
<tr>
<td>Coefficients for Etha</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>5.6654219624E-37</td>
<td>-1.51510817461E-29</td>
<td>-1.51510817461E-29</td>
<td>Etha</td>
</tr>
<tr>
<td>2</td>
<td>3.01743163951E-15</td>
<td>-3.05422819883E-08</td>
<td>-3.05422819883E-08</td>
<td>Etha</td>
</tr>
<tr>
<td>3</td>
<td>-3.85621802138E-38</td>
<td>-3.6073234431E-31</td>
<td>-3.6073234431E-31</td>
<td>Etha</td>
</tr>
<tr>
<td>4</td>
<td>-1.27430731832E-09</td>
<td>-1.3470936120E-09</td>
<td>-1.3470936120E-09</td>
<td>Etha</td>
</tr>
<tr>
<td>Coefficients for Wcond</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7.16635255905E-36</td>
<td>-3.94823523777E-20</td>
<td>-3.94823523777E-20</td>
<td>Wcond</td>
</tr>
<tr>
<td>2</td>
<td>-2.68183233861E-16</td>
<td>-1.2378541077E-07</td>
<td>-1.2378541077E-07</td>
<td>Wcond</td>
</tr>
<tr>
<td>3</td>
<td>-0.4496218756E-17</td>
<td>-0.4496218756E-17</td>
<td>-0.4496218756E-17</td>
<td>Wcond</td>
</tr>
<tr>
<td>4</td>
<td>-2.84161000289E-19</td>
<td>-7.82410762712E-12</td>
<td>-7.82410762712E-12</td>
<td>Wcond</td>
</tr>
</tbody>
</table>
DATA (H2O2 (I,J), |I|=1, |J|=1, 12)

TEMPERATURE DEPENDENT FUNCTIONS WITH 6 COEFFICIENTS

<table>
<thead>
<tr>
<th>COEFFICIENTS</th>
<th>COEFFICIENTS</th>
<th>COEFFICIENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.80616744632E-08</td>
<td>-1.28941030409E-07</td>
<td>-1.71598708452E-03</td>
</tr>
<tr>
<td>-0.19196321718E-01</td>
<td>-0.70647709624E+01</td>
<td>-0.32693678287E-04</td>
</tr>
<tr>
<td>-0.29776121874E-05</td>
<td>-0.237852761225E-02</td>
<td>-0.406272138014E+00</td>
</tr>
<tr>
<td>-0.26754641477E-02</td>
<td>-0.324022945140E+01</td>
<td>-0.462837603975E+03</td>
</tr>
<tr>
<td>-0.152916675912E-04</td>
<td>-0.753754795232E-02</td>
<td>-0.353150948321E+00</td>
</tr>
<tr>
<td>-0.1125607542E-04</td>
<td>-0.859089642936E+03</td>
<td>-0.13557051537E+01</td>
</tr>
</tbody>
</table>

PRESSURE DEPENDENT FUNCTIONS WITH 16 COEFFICIENTS

<table>
<thead>
<tr>
<th>COEFFICIENTS</th>
<th>COEFFICIENTS</th>
<th>COEFFICIENTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.10699407592E-01</td>
<td>-0.225066080164E+01</td>
<td>-0.120022686052E+03</td>
</tr>
<tr>
<td>-0.67350764582E-07</td>
<td>-0.383565745512E-04</td>
<td>-0.202569071169E-02</td>
</tr>
<tr>
<td>-0.14409215462E-02</td>
<td>-0.646149923408E+00</td>
<td>-0.185642763947E+01</td>
</tr>
<tr>
<td>-0.42125893118E-06</td>
<td>-0.165762535841E-03</td>
<td>-0.1656225344954E-04</td>
</tr>
<tr>
<td>-0.20977373057E-05</td>
<td>-0.527954673180E-01</td>
<td>-0.925173271712E-01</td>
</tr>
<tr>
<td>-0.32196867284E-03</td>
<td>-0.972394641112E-01</td>
<td>-0.715811077672E+01</td>
</tr>
</tbody>
</table>

END
Control Rod Ejection Times

In eq. 4.3.22 the control rod velocity during a rod ejection accident is given as

\[ u = \begin{cases} 
  u_o - u_1 \tan g \left( \frac{t_0 - t}{\tau_1} \right) & t \leq t_0 \\
  u_o + u_2 \tanh \left( \frac{t - t_0}{\tau_2} \right) & t > t_0 
\end{cases} \] (B.1)

where the quantities \( u_o, u_1, u_2, \tau_1, \tau_2, \) and \( t_o \) are defined through eqs. 4.3.11, 4.3.14, 4.3.15, 4.3.16, 4.3.17, and 4.3.23, respectively. By integration of \( u \) an implicit expression for the control rod removal time, \( t_{rem} \), can be found

\[ l = u_o t_{rem} + u_1 \tau_1 \ln \cos \left( \frac{t_0}{\tau_1} \right) + u_2 \tau_2 \ln \cosh \left( \frac{t_{rem} - t_o}{\tau_2} \right) \] (B.2)

where \( l \) is the removal distance, i.e. the height of the core.

To find an explicit expression for \( t_{rem} \), some approximations must be made. Using

\[ w_{\text{leak}} \propto (\rho \Delta p)^{1/2}, \] (B.3)

with \( \rho \) as the coolant density and \( \Delta p \) as the difference between the reactor vessel pressure and the containment pressure, the velocity dependency of \( \rho \) and \( \Delta p \) becomes

\[ u_i \propto (\Delta p/\rho)^{1/2} \quad i = 0, 1, 2 \] (B.4)

The time constant varies as

\[ \tau_i \propto (\rho \Delta p)^{-1/2} \quad i = 1, 2 \] (B.5)

and the time for initiation of relative flow reversal in the velocity limiter section

\[ t_o = \tau_1 \arctan \left( \frac{u_o}{u_1} \right) \propto (\rho \Delta p)^{-1/2}. \] (B.6)
The maximum theoretical control rod velocity during the ejection is 
\[ u_0 + u_2, \] 
thus a lower limit on the removal time is
\[ t_{\text{rem}} > t_{\text{min}} = \frac{1}{u_0 + u_2}. \tag{B.7} \]

and consequently
\[ \frac{t_{\text{rem}} - t_0}{\tau_2} > \frac{t_{\text{min}} - t_0}{\tau_2}. \tag{B.8} \]

The right-hand side of (B.8) does not significantly depend on \( \Delta p \). The ratio \( t_0/\tau_2 \) is unaffected by changes in \( \rho \) too, while \( t_{\text{min}}/\tau_2 \) increases linearly with \( \rho \). Thus a lower limit on \( (t_{\text{min}} - t_0)/\tau_2 \) is 8.3, which is obtained in the hot start-up condition. Then it is a good approximation to use
\[
\cosh \left( \frac{t_{\text{rem}} - t_0}{\tau_2} \right) = \frac{1}{2} \exp \left( \frac{t_{\text{rem}} - t_0}{\tau_2} \right) \tag{B.9}
\]

and \( t_{\text{rem}} \) can be expressed explicitly as
\[
t_{\text{rem}} = \frac{1 + u_2 \tau_2 \ln 2 + u_2 t_0 - u_1 \tau_1 \ln \cos \left( \frac{t_0}{\tau_1} \right)}{u_0 + u_2}. \tag{B.10}
\]

In the nominator of (B.10) the term 1 overrides the others, thus
\[
t_{\text{rem}} = t^O_{\text{rem}} \left( \frac{\Delta p_0}{\Delta p} \cdot \frac{\rho}{\rho_0} \right)^{1/2}. \tag{B.11}
\]

where \( t^O_{\text{rem}} \), \( \Delta p_0 \), and \( \rho_0 \) refer to a reactor initially in the hot start-up range.

At low power no steam is removed from the vessel and no feed water is injected, the reactor coolant is thus isolated and the temperature distribution within the vessel is nearly uniform at the saturated level. Using this in eq. (B.11), the removal time becomes
\[
t_{\text{rem}} = t^O_{\text{rem}} \left( \frac{p_s(\rho)}{p_s(\rho)} - \frac{p_{\text{con}}}{\rho_0} \right) \rho^{1/2} \tag{B.12}
\]

where \( p_s(\rho) \) is the pressure of saturated water with the density \( \rho \), and \( p_{\text{con}} \) is the containment pressure.

Equation (B.12) expresses the control rod removal time in rod ejection accidents initiated from a reactor at low power. The removal time is a function of the coolant density only.
APPENDIX C

Sensitivity of the Fuel Temperature to Changes in the Heat Capacity

(A point kinetic approximation)

The main disadvantage of using a constant fuel heat capacity in the analysis of rapid and highly peaked transients is probably that the capacity must be averaged over a temperature range that is, of course, unknown before the calculation. When one computer run has been performed, a better choice of heat capacity can be made and a new run initiated with the corrected value. Such an iterative procedure would result in a correct solution to the problem. However, three-dimensional dynamic reactor calculations are expensive, and it would be satisfactory if it was possible in a simple way to get some idea of the error introduced by choosing an incorrect heat capacity.

In this appendix a simple method for correction of the final fuel temperature is evaluated. The method is based on point kinetics and is probably not very accurate, but if used in the way described below it is believed to show the sensitivity of the final fuel temperature to changes in the heat capacity.

The point kinetic equations are

\[
\frac{d\phi}{dt} = \frac{\rho - \beta}{\tau} \phi + \sum_{i=1}^{N} \lambda_i C_i \tag{C.1}
\]

where

- \( \phi \) = power production
- \( \rho \) = reactivity
- \( \tau \) = neutron lifetime
- \( \beta \) = delayed neutron fraction, \( \beta = \sum_{i=1}^{N} \beta_i \)
- \( \lambda_i \) = decay constant
- \( C_i \) = precursor density
- \( N \) = number of delayed groups.

In the point model the power shape is time independent and therefore \( \phi \) and \( C_i \) can freely be chosen to represent either the whole reactor, or a specific part of it.

In DANAID the precursors are not updated in the dynamical part and,
because the initial power level is very low, this is approximately the same
as totally neglecting the delayed neutrons. $C_i$ can then be omitted from
(C.1).

According to chapter 6.3, the reactivity in the peak power range is
nearly a linear time-dependent function

$$\rho = \rho_o + \rho_o(t-t_o) \quad (C.3)$$

with $\rho_o$ as the constant (negative) slope of the reactivity curve.

Now, eq. (C.1) has the solution

$$\gamma(t) = \gamma_0 \exp \left[ -\frac{\rho_o}{2\pi} (t-t_o)^2 + 2 \frac{\rho_o-\beta}{2\pi}(t-t_o) \right] \quad (C.4)$$

where $\gamma_0 = \gamma(t_0)$. The energy production resulting from $\gamma(t)$ is

$$\Delta Q(t) = \int_{t_0}^{t} \gamma(t) dt = \frac{\sqrt{\pi}}{2} \gamma_0 e \frac{u_o^2}{\dot{u}_o} \left[ \text{erf}(u) + \text{erf}(u_0) \right] \quad (C.5)$$

with

$$\dot{u}_o = \left( \frac{-\dot{\rho}_o}{2\pi} \right)^{1/2} \quad (C.6)$$

$$u_o = \frac{\rho_o-\beta}{(-2\dot{\rho}_o\tau)^{1/2}} \quad (C.7)$$

$$u = -u_o + \dot{u}_o(t-t_0) \quad (C.8)$$

For calculation of the correction to the Doppler feed-back mechanism,
due to changes in the fuel heat capacity, the main difficulty is to estimate
in which time interval the gradient of the feedback is constant, because
the model is only valid in this interval. It seems as if the temperature-
increasing time is very near to the half-time of the power peak (fig. 6.3.1
using straight lines), consequently this time interval has been chosen as
basis in the procedure.

The time interval of interest is then

$$\Delta t = \frac{\rho_o-\beta}{-\dot{\rho}_o} \quad (C.9)$$
and the energy production becomes

\[ \Delta Q = \frac{\gamma_u}{2} \left( \frac{u^2}{u_0} \right) \text{erf}(u_0) \approx \frac{\gamma_u}{2} \left( \frac{u^2}{u_0} \right) \text{co}^{\frac{u_0}{u}}. \]  

(C.10)

Neglecting the moderator temperature feedback (or including it in the void feedback), the reactivity can be written

\[ \rho = \rho_C + \rho_D + \rho_V. \]  

(C.11)

where \( \rho_C \), \( \rho_D \), and \( \rho_V \) are the reactivity insertion due to the removed rod, the Doppler feedback, and the moderator feedback, respectively. According to chapter 6.3, the single components of the reactivity insertion are assumed to depend linearly on time. Especially the Doppler feedback is important, and it is calculated from the fuel temperature increase as

\[ \rho_D = B_D \Delta T_F^{1/2}. \]  

(C.12)

For a particular reactor configuration, \( B_D \) is a negative constant and \( \Delta T_F^{1/2} \) is the increase in the square root of the fuel temperature \( T_F \). The moderator feedback is simply assumed to depend linearly on the energy production in the time \( t \).

After a DANAID run, the final fuel specific enthalpy can be calculated as

\[ h_{F1} = h_{F0} + C_{F1} (T_{F1} - T_{F0}) \]  

(C.13)

where \( T_F \) and \( h_F \) are the initial fuel temperature and enthalpy, respectively. \( C_{F0} \) is the specific heat capacity used in the run. The corrected specific enthalpy is known as a function of the temperature \( h_F = h_F(T_F) \).

A corrected temperature can be obtained from the inverse function \( h_F^{-1} \)

\[ T_{F1} = h_F^{-1}(h_{F1}) \]  

(C.14)

and a corrected heat capacity

\[ C_{F1} = \frac{h_{F1} - h_{F0}}{T_{F1} - T_{F0}}. \]  

(C.15)
Because the convective heat during the power increase is more than two decades less than the power deposit in the fuel (fig. 6.3.1), the fuel rod heating can be treated as adiabatic. Thus, both the power deposit in the fuel and the power deposit in the coolant are constant fractions of the total power deposition.

The diagram presented in fig. C.1 shows how to combine the equations evaluated in this appendix for obtaining an iterative procedure that can yield a corrected fuel temperature.

Because the energy production is strongly dependent on \( \dot{\rho} \), a severe perturbation of \( C_F \) might result in instability of the iterative procedure. In this case the procedure cannot give an estimate to the correct fuel temperature. However, the temperature is bounded on \( T_F' \) and \( T_F'' \) given by DANAID and eq. C.13, respectively.

The final result of the procedure is a corrected fuel temperature and a corrected heat capacity.
Fig. C.1. Fuel temperature correction diagram.
Solution of the Heat Conductivity Equation

Assuming constant thermodynamic properties and no power production, the fuel temperature $T_F$ is governed by

$$\alpha \left[ \frac{\partial^2 T_F}{\partial r^2} + \frac{1}{r} \frac{\partial T_F}{\partial r} \right] = \frac{\partial T_F}{\partial t} \quad \text{(D.1)}$$

where $\alpha$ is the constant defined in eq. 7.1.3.

The solution to eq. D.1 can be obtained by means of the so-called separation method. The temperature is provisionally written as

$$T_F(r,t) = R(r) \cdot \tau(t) \quad \text{(D.2)}$$

Inserting this expression into eq. D.1 yields

$$\frac{1}{R(r)} \left[ \frac{d^2 R}{dr^2} + \frac{1}{r} \frac{dR}{dr} \right] = \frac{1}{\alpha \tau(t)} \frac{d\tau}{dt} \quad \text{(D.3)}$$

The right-hand side of (D.3) is a function of $t$ only and the left-hand side a function of $r$ only, thus the two sides must be constant. Whether the constant is positive or negative cannot be determined now, but if the constant is chosen as positive, the solution to (D.3) will not fit the adequate boundary condition. Thus both sides of eq. (D.3) must be negative and the constant is written as $-p^2$.

The partial differential equation is now separated from the equations

$$\frac{d^2 R}{dr^2} + \frac{1}{r} \frac{dR}{dr} + p^2 R(r) = 0$$

$$\frac{d\tau}{dt} + \alpha p^2 \tau(t) = 0$$

with the solutions

$$R(r) = C_1 J_0(pr) + C_2 Y_0(pr) \quad \text{(D.6)}$$

$$\tau(t) = \exp \left[ -p^2 (t-t_0) \right] \quad \text{(D.7)}$$

where $C_1$, $C_2$, and $t_0$ are arbitrary constants, and $J_0$ and $Y_0$ are the zero order Bessel functions of first and second kind, respectively.
Inserting the expressions for \( R(r) \) and \( v(t) \) in eq. (D.2) yields

\[
T_F = \exp \left[ -\pi p^2(t-t_0) \right] \left\{ C_1 J_0(pr) + C_2 Y_0(pr) \right\} .
\]  
(D.8)

The partial derivative of \( T(r, t) \) with respect to the spatial coordinate, is

\[
\frac{\partial T_F}{\partial r} = \exp \left[ -\pi p^2(t-t_0) \right] \left\{ - C_1 p J_1(pr) - C_2 p Y_1(pr) \right\}
\]  
(D.9)

\( J_1 \) and \( Y_1 \) are the first order Bessel functions of first and second kind, respectively.

Because symmetry is assumed for \( r = 0 \), one boundary condition is

\[
\left. \frac{\partial T_F}{\partial r} \right|_{r=0} = 0
\]  
(D.10)

The characteristics of \( J_1 \) and \( Y_1 \) for zero argument are

\[
J_1(0) = 0
\]  
(D.11)

\[
Y_1(r) \quad \text{as} \quad r \to 0
\]

This means that the arbitrary constant \( C_2 \) must be zero.

For an insufficiently cooled fuel rod, an adequate boundary condition at the fuel surface is

\[
\left. \frac{\partial T_F}{\partial r} \right|_{r=r_F} = 0
\]  
(D.12)

where \( r_F \) is the radius of the fuel. Equation (D.12) results in a limit to the parameter \( p \), because only

\[
p_i = \frac{\lambda_i}{r_F} \quad i = 1, 2, \ldots ,
\]  
(D.13)

where \( \lambda_i \) satisfies

\[
J_1(\lambda_i) = 0 \quad i = 1, 2, \ldots ,
\]  
(D.14)

are allowed values of \( p \).
The full solution to eq. (D.1) with the adiabatic boundary condition becomes

$$T_F(r, t) = \sum_{i=1}^{\infty} A_i \exp \left[ -\pi^2 p_i^2 (t-t_0) \right] J_0(\lambda_i \frac{r}{r_F}). \quad (D.15)$$

The coefficients $A_i$, $i = 1, 2, \ldots$ must be determined from the temperature distribution to $t = t_0$.

The life-time of the temperature signal corresponding to term $i$ in $R_F(r, t)$ rapidly decreases with increasing $i$, because $p_i^2$ then rapidly increases.

With no power production and adiabatic boundary conditions, the average fuel temperature must be constant. This can easily be checked.

$$T(t) = \frac{\int_0^{r_F} 2\pi r T_F(r, t) \, dr}{\int_0^{r_F} 2\pi r \, dr} \quad (D.16)$$

$$= \sum_{i=1}^{\infty} A_i \exp \left[ -\pi p_i^2 (t-t_0) \right] \int_0^1 2 \, J_0(\lambda_i x) \, dx$$

$$= A_1$$

Thus $A_1$ is the average fuel temperature.
REFERENCES


5) Rod Drop Accident Analysis For Large Boiling Water Reactors. NEDO-10527 (March 1972) 74 pp.


