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A robust topology optimization method is formulated to tailor dispersion properties of photonic crystal waveguides, with consideration of manufacturing uncertainties. Slightly dilated and eroded realizations are considered as well as the real structure, and by worst-case optimization, we also ensure a satisfactory performance in the case of an under- or overetching scenario in the manufacturing process. Two photonic crystal waveguides facilitating slow light with group indexes of \( n_g = 25 \) and \( n_g = 100 \) and bandwidths of \( \Delta \omega/\omega = 2.3\% \) and \( 0.3\% \), respectively, are obtained through the proposed robust design procedure. In addition, a novel waveguide design with two different constant group index waveguide regions is demonstrated. The numerical examples illustrate the efficiency of the robust optimization formulation and indicate that the topology optimization procedure can provide a useful tool for designing waveguides that are robust to manufacturing uncertainties such as under or overetching. © 2011 Optical Society of America
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1. INTRODUCTION

Slow-light waveguides have a great variety of applications, such as for compact optical delay lines, optical buffers, and enhanced light-matter interaction [1]. Photonic crystal waveguides (PhCWs), generated by missing air holes in a two-dimensional (2D) photonic crystal (PhC) slab, facilitate slow-light propagation within the bandgap of the PhC [2] through strong structural dispersion. The slow-light regime of PhCWs is usually located in the vicinity of the Brillouin zone edge, where the group index diverges to infinity. The slow-light bandwidth becomes narrower as the group index increases and large group-velocity dispersion (GVD) can be observed in the slow-light regime, which can severely distort the optical signal. Therefore, special attention has been paid to these issues [3–7].

The PhCW dispersion properties are strongly sensitive to structural details, and they can be tuned through the design of the supercell, the periodic cell of PhCWs. Previously, it was demonstrated that the dispersion curve can be tailored by different approaches. Slow light with low GVD has been achieved by chirping the waveguide properties [3,4], perturbing the diameters of the air holes [5] or the locations of air holes [6] adjacent to the central defect. However, slow-light propagation is very sensitive to geometrical parameters, and thus very careful experiments are necessary for observation and evaluation of the slow light [7]; manufacturing uncertainties may degrade or destroy the prescribed group velocity. Therefore, a systematic and robust design methodology is highly desirable for PhCW design.

A method that recently has been successfully applied to a range of PhC based structures and devices is the topology optimization method [8]. This method, which is based on repeated finite-element analyses and gradient-based optimization updates, was originally developed for mechanical problems, but has more recently been applied to PhC design in a number of papers [9–11]. A comprehensive review of topology optimization applied to nano-optical design can be found in Ref. [12]. Previously it was demonstrated that topology optimization can be applied to create novel waveguides with enhanced dispersion properties [13]. By maximizing the mode confinement for a prescribed frequency-wavenumber range, Stainko and Sigmund managed to achieve a constant group velocity within a 5% error interval. The present work addresses the dispersion control problem considered in [13] in a more rigorous manner and simultaneously tackles important manufacturability issues.

A main challenge in topology optimization is the manufacturability of the optimized designs, which includes imposing a minimum length scale on the designs and consideration of manufacturing uncertainties due to under or overetching in the manufacturing process. Different filter schemes have been introduced to control checkerboard instabilities and achieve minimum length scale [14–22]. In order to realize robustness in topology optimization, Sigmund [23] suggested a robust formulation based on dilated, intermediate, and eroded design realizations corresponding to under, normal, and overetching, respectively.

In this work, we focus on robust topology optimization of PhCWs with tailored dispersion properties. Manufacturing uncertainties are approximated by a threshold projection method with different thresholds [24]. Based on Floquet–Bloch type eigenvalue analysis of the supercell, we formulate the objective as the error between the actual group index and a prescribed group index for certain discrete wavenumbers. The robust formulation consists in minimizing the maximum error among the dilated, intermediate and eroded design realizations. Band constraints are introduced to avoid multiple modes and to isolate the designed propagation band.
This paper is organized as follows. In Section 2, we present the 2D model that is used to calculate the band structure of PhCWs and a numerical approximation of the group index. In Section 3, the formulation for robust topology optimization and the associated analytical sensitivities are given. Numerical examples are demonstrated in Section 4 and we summarize in Section 5.

2. PHYSICAL PROBLEM

PhCWs can facilitate guided modes in the bandgap of PhCs. For a TE-polarized PhCW, the light propagation can be modeled by the Helmholtz equation in the frequency domain

$$\nabla \cdot \left( \frac{1}{\epsilon_r} \nabla h \right) + \left( \frac{\omega}{c} \right)^2 h = 0,$$

(1)

where $\epsilon_r$ is the space-dependent relative permittivity, $h$ is the magnetic field, $\omega$ is the wave frequency, and $c$ is the speed of light in vacuum.

In this study, we focus on the triangular lattice PhCW based on a silicon membrane ($n_{Si} = 3.476$, $\epsilon_{Si} = n_{Si}^2$). As a starting point for our optimization study, we consider the initial waveguide structure illustrated in Fig. 1(a). The dimension of the supercell in the propagation direction is the lattice constant $a$. The line defect is surrounded by 5.5 layers of air holes and the dimension of the supercell perpendicular to the propagation direction is $b = 6\sqrt{3}a$. The diameter of the air holes is $d = 0.6a$. The calculation of the band structure of PhCWs can be formulated as an eigenvalue problem of the supercell with Floquet-Bloch wave boundary conditions. Based on the supercell in Fig. 1(a), the Floquet-Bloch wave boundary conditions can be stated as

$$h(x, a) = \exp(ika)h(x, 0) \quad h(0, y) = h(b, y),$$

(2)

where $k$ is the Bloch-wavenumber in the propagation direction.

The discrete expression of Eq. (1) can be obtained using the finite-element method

$$(\mathbf{K}_k - \omega^2\mathbf{M})h = 0,$$

(3)

where $\mathbf{K}_k$ is the global finite-element matrix stemming from the first term in Eq. (1), $\mathbf{h}$ is a vector of discretized nodal values of magnetic field $h$, and $\mathbf{M}$ is the global finite-element matrix from the second term in Eq. (1). The wavenumber dependency of $\mathbf{K}_k$ is introduced by the implementation of the boundary conditions in Eq. (2) through the penalty approach.

Figure 1(b) depicts the band structure of the supercell in Fig. 1(a). The gray regions indicate the slab mode region (modes in the crystal not confined to the line defect). The dotted curve denotes the light line $\omega = ck$, which represents the condition for light leaking in the out-of-plane direction. Beneath the light line, the higher index waveguide core pulls down discrete guided modes into the bandgap [2]. Because of the presence of a lateral symmetry, the guided modes can be classified as laterally even modes (solid curve) and laterally odd modes (dashed curve). In this paper, only even modes are considered for guided waves.

Figure 1(b) shows that the even band flattens out as it approaches the band edge and the group velocity of the guided mode decreases to zero. The group velocity $v_g$ of a guided mode with frequency $\omega$ is defined as the band slope at frequency $\omega$:

$$v_g = \frac{\partial \omega}{\partial k}.$$

The even band has a negative band slope and thus the group index $n_g$ for the even guided mode is calculated by

$$n_g = -c\frac{\partial k}{\partial \omega},$$

(5)

Numerically, we approximate the group index for frequency $\omega_n(k_i)$ by

$$n_g(\omega_n(k_i)) = \frac{c(k_i - k)}{\omega_n(k) - \omega_n(k_i)},$$

(6)

where $n$ is the band number of the designed band in order of increasing frequency and $k$ is a wavenumber close to $k_i$. This method is sufficiently accurate if $k$ is sufficiently close to $k_i$.

The group index plot [Fig. 1(c)] shows that the mode is index-guided in the fast light regime ($n_g = n_{Si}$), whereas in the slow-light regime ($n_g \gg 1$), the mode is bandgap guided. The group index diverges near the band edge and the group index here is strongly dependent on the frequency. Thus a
large GVD is obtained \((\text{GVD} = c^{-1} \text{dn}_1/\text{doo})\), which distorts the waveform of optical signals and, moreover, the bandwidth becomes narrower for the slow light.

3. ROBUST TOPOLOGY OPTIMIZATION PROBLEM

A. Formulation of Robust Design

In many applications, it is highly desirable to reduce the GVD and extend the bandwidth for slow-light operation. This can be realized through a proper modification of the waveguide geometry. In topology optimization, the elementwise design variables \(\rho\) are introduced to represent the material distribution in the supercell. These design variables are used to control the dielectric permittivity in each element. The optimization problem can be formulated as minimizing the error between the actual group index and the prescribed group index for certain discrete wavenumbers \(k_i\), in order to reduce the GVD and extend the bandwidth of the slow light (shown in Fig. 2). In order to realize the desired design robustness, the underetched structure (dilated design, \(\rho^d\)), normal etched structure (intermediate design, \(\rho^i\)) and overetched structure (eroded design, \(\rho^o\)) in the manufacturing process can be considered with a min-max optimization formulation \([23]\). Robust topology optimization for tailoring dispersion properties is achieved by minimizing the maximum error for certain discrete wavenumbers for the three design realizations.

In order to avoid multimode interference for the tailored modes, band constraints are implemented. First, the lower and upper bands should be kept away from the design (slow light) band. Also, as Fig. 1(b) shows, there is interaction between guided odd and even bands. In order to keep the odd band away from the designed even modes, an additional constraint is implemented on the odd band for \(k_i = 0\) (shown in Fig. 2). The robust formulation can be stated as

\[
\min_{\rho} \max_{q} \max_{k_i} f(\rho^q) = \left( \frac{c(k_i - k_{i+1})}{a_i^q(k_i) - a_i^q(k_{i+1}) - n_q^2} \right)^2 \quad \text{s.t.} \quad |K_{ii}^q - (\rho^q)^2 M|^H = 0 \quad \max_{k_i} a_i^q(k_{i+1}) \leq a_1 \min_{k_i} a_i^q(k_i) \\
\rho_i^q(0) \geq a_2 \max_{k_i} \rho_i^q(k_i) \quad \min_{k_i} a_i^q(k_{i+1}) \geq a_2 \max_{k_i} \rho_i^q(k_i) \quad f_v = \sum_{j=1}^{N} \rho^q v_j \leq f_v^q \\
0 \leq \rho_j \leq 1 \quad j = 1, \ldots, N, \quad i = 2, \ldots, m, \quad a_1 < 1, \quad a_2 > 1, \quad q = \{d, i, e\} 
\]

where \(\rho_j\) is the design variable for element \(j\). The superscript \(q\) denotes the design type among the three different design realizations; \(q = \{d, i, e\}\) indicates the dilated, intermediate, and eroded designs, respectively; \(\rho^q\) is the physical density vector of the structure \(q\); \(k_i\) is the discrete design wavenumber; \(a_i^q(k_i)\) is the \(n\)th order frequency corresponding to wavenumber \(k_i\) for the design \(q\); \(n_q^2\) is the prescribed group index; \(k_{i+1}\) is the discrete wavenumber for lower band \((a_i^q(k_{i+1}))\) and upper band \((a_i^q(k_i))\); \(a_1\) and \(a_2\) represent the band constraints; \(N\) is the total element number; \(v_j\) is the volume of element \(j\); \(f_v\) is the actual volume fraction of the total material; \(f_v^q\) is the given volume fraction; and \(m\) is the total number of the design wavenumbers \(k_i\). The volume constraint is implemented on the dilated design realization.

B. Numerical Approximation of Manufacturing Uncertainties

The basis for the approximation of under, normal, and overetching in the manufacturing process is the traditional density filter introduced by Bruns and Tortorelli \([16]\) and Bourdin \([17]\)

\[
\bar{\rho}_e = \frac{\sum_{j \in N_e} w(x_j) v_j \rho_j}{\sum_{j \in N_e} w(x_j) v_j},
\]

where \(\bar{\rho}_e\) is the filtered density of element \(e\), \(x_j\) is the location of element \(j\), \(N_e\) is the neighborhood of element \(e\) within a certain filter radius \(r\) specified by

\[
N_e = \{j ||x_j - x_e|| \leq r\},
\]

and \(w(x_j)\) is the weighting factor defined as \(w(x_j) = r - ||x_j - x_e||\).

Based on the filtered density, the under, normal, and overetching can be realized based on a threshold projection by choosing different thresholds. For a given threshold \(\eta\), the
physical density $\rho_e$ can be approximated by a smooth function governed by the parameter $\beta$ (shown in Fig. 3 for $\eta = 0.5$):

$$\rho_e = \left\{ \begin{array}{ll}
\eta \{ \exp[-\beta(1-\rho_e/\eta)]-(1-\rho_e/\eta)\exp(-\beta)} & 0 \leq \rho_e \leq \eta \\
(1-\eta) \{ 1-\exp[-\beta(\rho_e-\eta)/(1-\eta)] \} + (\rho_e-\eta)/(1-\eta)\exp(-\beta) & \eta < \rho_e \leq 1
\end{array} \right.$$

Three threshold values are chosen as $\eta_d$, $\eta_i$, and $\eta_e$ corresponding to the dilated, intermediate, and eroded design. They satisfy $0 \leq \eta_d < \eta_i < \eta_e \leq 1$. By controlling the threshold values, we control the manufacturing tolerance between the dilated, intermediate, and eroded designs. More details can be found in [24].

C. Sensitivity Analysis

The interpolation of the relative permittivity of element $e$ in the design domain is given by a linear function based on the inverse permittivity

$$\frac{1}{\epsilon_e} = (1 - \rho_e^d) \frac{1}{\epsilon_1} + \rho_e^d \frac{1}{\epsilon_2},$$

where $\epsilon_1 = 1$ is the relative permittivity of air and $\epsilon_2 = \epsilon_{Si}$ is the relative permittivity of silicon. The sensitivity of the objective and constraints can be calculated separately for each structure by the standard chain rule [20].
where $F$ denotes the objective $f$ or constraints. The sensitivity of the objective with respect to the physical density can be expressed as

$$\frac{\partial F}{\partial \rho_j} = \sum_{i \in N} \frac{\partial F}{\partial \rho_i} \frac{\partial \rho_i}{\partial \rho_j}.$$  \hspace{1cm} (12)

The sensitivity of the eigenvalues and also for multiple eigenvalues can be found in many papers, e.g., Seyranian et al. and Pedersen and Nielsen. Based on Eq. (10), the derivative of the physical density $\rho_{\tilde{e}}$ with respect to the filtered density $\tilde{\rho}_{\tilde{e}}$ is

$$\frac{\partial \tilde{\rho}_{\tilde{e}}}{\partial \rho_j} = \begin{cases} \beta \exp[-\beta(1 - \tilde{\rho}_{\tilde{e}}/\eta_0)] + \exp(-\beta) & 0 \leq \tilde{\rho}_{\tilde{e}} < \eta_0 \\ \beta \exp[-\beta(\tilde{\rho}_{\tilde{e}} - \eta_0)/(1 - \eta_0)] + \exp(-\beta) & \eta_0 < \tilde{\rho}_{\tilde{e}} \leq 1 \end{cases}.$$  \hspace{1cm} (13)

The sensitivity of the filtered density $\tilde{\rho}_{\tilde{e}}$ with respect to the design variable $\rho_j$ can be calculated by

$$\frac{\partial \tilde{\rho}_{\tilde{e}}}{\partial \rho_j} = \frac{w(x_i)v_j}{\sum_{i \in N} w(x_i)v_i}.$$  \hspace{1cm} (14)

### D. Numerical Implementation

Since the supercell is the periodic cell of PhCWs, the neighborhood of element $e$, $N_e$, includes the neighbor elements in the previous or next supercell in the density filter. Furthermore, in order to keep the smoothness between design domain and non-design domain, the physical densities of the elements adjacent to the design domain are updated according to the design variables. The optimization problem is solved by the globally convergent version of the method of moving asymptotes (GCMMA) from Svanberg. The full optimization procedure is as follows:

1. Set the design domain and choose the $\eta$ set: $\eta_0$, $\eta_1$, and $\eta_2$.
2. Build the neighborhood $N$ for changeable elements.
3. Initialize design variables $\rho$.
4. Compute the dilated ($\rho^d$), intermediate ($\rho^i$), and eroded ($\rho^e$) design realizations based on the design variables.
5. Solve the eigenvalue problems based on the dilated, intermediate, and eroded designs.
6. Calculate objectives and constraints and corresponding sensitivities.
7. Update design variables $\rho$ using GCMMA.
8. Calculate max design variable change $\Delta \rho$ and max objective change $\Delta f$.
9. For every fortieth iteration or if ($|\Delta \rho < 1e^{-3}$ or $|\Delta f | < 1e^{-3}$ ) and $\beta < \beta_{\text{max}}$, set $\beta = 1.3\beta$.
10. If ( $|\Delta \rho < 1e^{-4}$ or $|\Delta f | < 1e^{-4}$ ) and $\beta \geq \beta_{\text{max}}$, terminate, else, goto 4.

Here the maximum value of $\beta$ is $\beta_{\text{max}} = 50$.

The optimization procedure is implemented in MATLAB and runs in parallel on a standard four-processor PC. The optimization converges in 400–500 GCMMA iterations, for which each GCMMA iteration includes three or four inner-iterations and takes 3–4 min for seven discrete wavenumbers.

### 4. RESULTS

It was shown in [5] that the first two rows of air holes adjacent to the waveguide core have a significant influence on the group index. Here we add one and one-quarter rows and set the first three and one-quarter rows adjacent to the waveguide core as the design domain. A symmetry condition is introduced to ensure symmetric designs (shown in Fig. 4). The initial design is illustrated in Fig. 1(a). The supercell is discretized with 40 × 405 quadrilateral four-node elements. The volume constraint is $f_v^* = 0.8$, the filter radius $r$ is set as 1/8a, and the threshold set is $\eta = \{0.35, 0.5, 0.65\}$. In order to measure the separation between the designed band and the other bands, we define the relative band distance: the relative band distance is defined as the band distance to mid-distance frequency ratio $\Delta \omega/\omega_m$, $\Delta \omega$ is the minimum of the minimal distance between upper band and lower band, and the distance between the minimal odd mode and lower band and $\omega_m$ is the frequency at the middle of the band distance.

### A. Robust Design of PhWGs

In the first example, we try to design PhCWs with the constant group index of $\eta_0 = 25$ in the wavenumber range $k \in [0.3875, 0.4625]$. The target wavenumbers $k_i$ are set to seven equidistant points in above wavenumber range. The final robust design is shown in Fig. 5. Figures 5(a)–5(c) display the dilated, intermediate, and eroded design realization. The corresponding band structures [Figs. 5(d)–5(f)] show that the design regions are well isolated from other modes. By studying the band structures and the inset group index plots, we can see that the guided modes with almost constant group index are located at different frequency ranges for the three design realizations. This is an expected feature, since the frequency scales as $1/\sqrt{r}$ in a medium of dielectric constant $\varepsilon$. The volume fraction of silicon decreases from the dilated design to the eroded design; therefore, the average dielectric constant decreases from the dilated design to the eroded design, and correspondingly, the location of the designed band should increase in frequency. Figure 5(g) shows the group index plot of all the designs versus wavenumber $k$. It can be seen that all the design realizations have equally good performance in the design region. Therefore, almost constant group velocity also is achieved when the design is slightly

<table>
<thead>
<tr>
<th>Design</th>
<th>$f_v$</th>
<th>Band distance ($2\pi c/a$)</th>
<th>Bandwidth ($2\pi c/a$)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilated</td>
<td>0.740</td>
<td>21.1% in [0.20966, 0.25802]</td>
<td>0.00250 in [0.23188, 0.23438]</td>
<td>3.6%</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.675</td>
<td>24.6% in [0.21670, 0.27749]</td>
<td>0.00250 in [0.24760, 0.25011]</td>
<td>3.7%</td>
</tr>
<tr>
<td>Eroded</td>
<td>0.613</td>
<td>21.5% in [0.24000, 0.29783]</td>
<td>0.00250 in [0.26800, 0.27050]</td>
<td>3.3%</td>
</tr>
</tbody>
</table>
under or overetched during the manufacturing process. A constant group velocity is achieved by all three design realizations in the wavenumber range \( k \in [0.39375, 0.45625] \pi/a \), which is smaller than the target wavenumber range. This is due to the numerical calculation of the group index based on finite differences [Eq. (6)], which causes the errors between actual group index and prescribed group index at the first and last wavenumbers to be much larger than for the other target wavenumbers.

Detailed properties of the three design realizations are shown in Table 1. Among the three design realizations, the dilated one has the smallest relative band distance. The same bandwidth of \( \Delta \omega = 0.0025 \ 2\pi c/a \) can be achieved by all three of the design realizations in different frequency ranges. The frequency ranges of the bandwidths reveal that the designed modes are located near the center of the corresponding distance. The maximum error of the constant group index is limited to 3.7%.

The band structures of the robust design show that there are two other bands between the slab mode region and the designed band. These two bands interact and degenerate at the band edge. Whereas the designed mode is confined in the waveguide core for all the three design realizations (Fig. 6), the modes of the other two bands are confined in the design domain, but not in the waveguide core.

In order to compare normal nonrobust optimization and robust optimization, we perform a normal optimization for \( \eta = 0.5 \) with the same parameter set as in above case. The final design is shown in Fig. 7. Figure 8 depicts the maximum error between actual group index and the prescribed group index versus \( \eta \) for the normal design (Fig. 7) and the robust design (Fig. 5). The best performance is obtained by the structures corresponding to the design \( \eta, \eta = 0.5 \) for the normal design and \( \eta = (0.35, 0.5, 0.65) \) for the robust design. Compared with the normal optimization, which degenerates for even very small etching errors, the performance of the PhCW has been improved significantly through the robust optimization approach. The robust optimization formulation ensures that the structure realizations corresponding to \( \eta \in [\eta_d, \eta_e] \) preserve good performance, and the maximum error is limited within 15.3%. An even better performance could be obtained by considering more values of \( \eta \) in the interval of \( [\eta_d, \eta_e] \), but at the expense of increased computation time.

### B. Robust Design of PhWGs with Smaller GVD

In this example, we investigate the influence of the band constraints on the group index and aim to decrease the error of the constant group index. The band constraints are relaxed slightly, i.e., given a smaller relative band distance. The other parameters are kept exactly the same as in the first case. The final design is shown in Fig. 9 illustrating that the topology of the design is quite different in comparison to the first case. There are topological differences between the eroded and the other two design realizations and small isolated components show up in the eroded design realization. All of the conclusions about the frequency shift and confinement drawn from the first case still apply in this case: the frequency of the band shifts upwards from the dilated to the eroded design and the designed modes are confined to the waveguide core [shown in Figs. 9(e)–9(g)]. The group index plot [Fig. 9(f)] shows that a group index of \( n_g = 25 \) is achieved with negligible error by all three designs. The smallest bandwidth of \( \Delta \omega = 0.0025 \ 2\pi c/a \) can be achieved by all the three designs.
within an error of 0.8%. Comparison between the first example and this example reveals that the improvement of the dispersion properties can be obtained at the expense of the relative band distance (Table 2).

C. Extension of the Bandwidth

Two key parameters of slow light in PhCWs are the dispersion properties and the bandwidth. In the first two examples, we have demonstrated that the GVD of the slow-light regime can be reduced significantly, and a constant group velocity with very small error can be obtained for a certain bandwidth. In this example, we aim to design PhCWs with enlarged bandwidth of the constant group index. To achieve this, we extend the design wavenumber range to \( k \in [0.3, 0.47] \pi \) by setting 10 equidistant target wavenumber \( k_i \) in above range. The final design is presented in Fig. 10. It is seen that a broader bandwidth is obtained in this case. An almost constant group velocity of \( v_g = 0.04c \) can be achieved for the wavenumber range \( k \in [0.30625, 0.46250] \pi \) by all the three design realizations.

Table 3 shows the properties of all of the design realizations. The smallest bandwidth of \( \Delta \omega = 0.00625 \ 2\pi c/a \) can be achieved by all design realizations with the maximum error of 2.6%. Compared to the previous example, the bandwidth is more than doubled, at the expense of a slightly increased error. Examining the guided frequency range and the design wavenumber range, we can see that the largest frequency of the eroded design is close to the light line, which indicates that this bandwidth is close to the largest bandwidth we can obtain.

D. Design of PhCWs with Different Constant Group Indexes

In this example, we explore the ability of the robust design formulation further by designing a PhCW, which exhibits two different constant group indexes over different frequency ranges. Our prescribed group indexes are \( n_g = 20 \) for five equidistant design wavenumbers in the wavenumber range of \( k \in [0.32, 0.37] \pi \) and \( n_g = 25 \) for five equidistant design wavenumbers in the wavenumber range of \( k \in [0.41, 0.46] \pi \).

The final design is presented in Fig. 11. The group index plot [Fig. 11(i)] shows two relatively flat parts corresponding to the group indexes of \( n_g = 20 \) and \( n_g = 25 \). The constant group index of \( n_g = 20 \) can be achieved in the wavenumber range of \( k \in [0.32500, 0.36875] \pi \) and the constant group index of \( n_g = 25 \) can be achieved in the wavenumber range of \( k \in [0.36875, 0.41] \pi \).
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**Table 2. Performance of Different Designs in Fig. 9**

<table>
<thead>
<tr>
<th>Design</th>
<th>( f_s )</th>
<th>Band distance ( (2\pi c/a) )</th>
<th>Bandwidth ( (2\pi c/a) )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilated</td>
<td>0.761</td>
<td>11.2% in [0.21129, 0.23644]</td>
<td>0.00250 in [0.22243, 0.22403]</td>
<td>0.6%</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.695</td>
<td>13.0% in [0.22255, 0.25367]</td>
<td>0.00275 in [0.23881, 0.24156]</td>
<td>0.7%</td>
</tr>
<tr>
<td>Eroded</td>
<td>0.617</td>
<td>13.2% in [0.24338, 0.27796]</td>
<td>0.00325 in [0.26087, 0.26412]</td>
<td>0.8%</td>
</tr>
</tbody>
</table>
index of \( n_g = 25 \) can be achieved in the wavenumber range of \( k \in [0.41250, 0.45625] \pi/a \) by all the three design realizations.

The detailed properties of these three design realizations are listed in Tables 4 and 5. The bandwidth of \( n_g = 20 \) is \( \Delta \omega = 0.0025 \pi c/a \) with maximum error of 1.7% and the bandwidth of \( n_g = 25 \) is \( \Delta \omega = 0.00175 \pi c/a \) with maximum error of 1.8%. Among the three design realizations, the eroded design exhibits the largest bandwidths for both group indexes.

E. Further Discussion

The isolated components, which show up in the eroded designs in the second and fourth examples, are not suitable for membrane waveguides. Therefore, further consideration should be given to prevent the isolated components during the optimization process. The isolated components cause the fundamental free mechanical vibration frequency of the supercell to be zero. Therefore, a fundamental mechanical vibration frequency constraint is added to the optimization formulation to prevent isolated components in the designs. The free mechanical vibration problem can be solved as an eigenvalue problem of the supercell under the following boundary conditions:

\[
\mathbf{u}(x, a) = \mathbf{u}(x, 0) \quad \mathbf{u}(0, y) = \mathbf{u}(b, y) = 0.
\]

The mechanical properties are interpolated based on the SIMP model [8] as

\[
E^q_e = E_{\text{min}} + (E_1 - E_{\text{min}})(p^q)^p,
\]

\[
m^q_e = m_{\text{min}} + (m_1 - m_{\text{min}})p^q,
\]

where \( E^q_e \) and \( m^q_e \) are the Young’s modulus and mass density of element \( e \) in design \( q \), respectively, and \( p \) is the exponential power of the SIMP model. The parameters in the SIMP model are set as: \( E_{\text{min}} = 10^{-9}E_1, \ m_{\text{min}} = 10^{-5}m_1, \ p = 5, \) and Poisson’s ratio is \( \nu = 0.3 \).

### Table 3. Performance of Different Designs in Fig. 10

<table>
<thead>
<tr>
<th>Design</th>
<th>( f_v )</th>
<th>Band distance (2( \pi c/a ))</th>
<th>Bandwidth (2( \pi c/a ))</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilated</td>
<td>0.682</td>
<td>8.7% in [0.23711, 0.25878]</td>
<td>0.00625 in [0.24473, 0.25098]</td>
<td>2.6%</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.611</td>
<td>9.0% in [0.25299, 0.27942]</td>
<td>0.00625 in [0.26477, 0.27102]</td>
<td>2.6%</td>
</tr>
<tr>
<td>Eroded</td>
<td>0.537</td>
<td>8.3% in [0.27770, 0.30189]</td>
<td>0.00649 in [0.28665, 0.29314]</td>
<td>2.6%</td>
</tr>
</tbody>
</table>
The entire robust formulation can thus be modified as

\[
\min_{\rho_j} \max_{k_i} f(\rho_j) = \left( \frac{c(k_i - k_{i-1})}{a k_i} - n_g \right)^2 \quad \text{s.t.} \quad [K^q - (\omega^q)^2M^q]h^q = 0 \quad (K^q - \lambda^q M^q)u^q = 0
\]

\[
\max_{k_i} a_{0i-1}(k_i) \leq a_1 \min_{k_i} a_{0i}(k_i) \quad a_{0i}(0) \geq a_2 \max_{k_i} a_{0i}(k_i) \quad \min_{k_i} a_{0i+1}(k_i) \geq a_2 \max_{k_i} a_{0i}(k_i) \quad \frac{\lambda^q}{\lambda_0} \geq \delta, \quad \lambda_0 = \frac{E_1}{m_1}
\]

\[
f_v = \frac{\sum_{j} \rho_j v_j}{\sum_{j} v_j} \leq f_v^* \quad 0 \leq \rho_j \leq 1 \quad j = 1, \ldots, N, \quad i = 2, \ldots, m, \quad a_1 < 1, \quad a_2 > 1, \quad q = \{d, i, e\}.
\]

To illustrate the efficiency of this formulation, we optimize the second example with the same parameter set (shown in Fig. 12) and another example for \( n_g = 100 \) (shown in Fig. 13). The fundamental free vibration frequency constraint is set to \( \delta = 0.00025 \). The normalized bandwidths \( \Delta \omega/\omega \) of these two examples are 1.24% and 0.33%, respectively with maximum error of 2%. The final designs show that this new formulation can prevent the isolated components effectively and also performs well for high group indexes. However, it should be noted that the algorithm is quite sensitive to the choice of the parameter \( \delta \).

<table>
<thead>
<tr>
<th>Design</th>
<th>( f_v^* )</th>
<th>Band distance ((2\pi c/a))</th>
<th>Bandwidth ((2\pi c/a)) of ( n_g = 20 )</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dilated</td>
<td>0.720</td>
<td>8.7% in [0.22847, 0.24099]</td>
<td>0.00250 in [0.23009, 0.24159]</td>
<td>1.7%</td>
</tr>
<tr>
<td>Intermediate</td>
<td>0.648</td>
<td>10.5% in [0.24210, 0.26822]</td>
<td>0.00250 in [0.25866, 0.26116]</td>
<td>1.3%</td>
</tr>
<tr>
<td>Eroded</td>
<td>0.565</td>
<td>11.5% in [0.26388, 0.29623]</td>
<td>0.00284 in [0.28553, 0.28834]</td>
<td>1.6%</td>
</tr>
</tbody>
</table>

Table 4. Performance of Different Designs in Fig. 11
5. CONCLUSION

In this study, a robust topology optimization method to tailor the dispersion properties of PhCWs has been presented. The objective is formulated as a min-max optimization problem based on the errors between actual group indexes and a prescribed group index among the dilated, intermediate, and eroded designs, which mimic under, normal, and overetching in the manufacturing process. Band constraints are implemented to isolate the design modes from other modes. This formulation ensures that if the proposed design is slightly dilated or eroded during manufacturing, the PhCW still preserves the desired performance. The proposed robust formulation indirectly ensures a minimum length scale on important design features (the response of the optimized design is tolerant towards errors in the realization of smaller details). The minimum length scale can be controlled by proper selection of filter size and projection values (see [24] for more details). PhCWs with group index of $n_g = 25$ are demonstrated with very small GVD and the bandwidth of slow light of $n_g = 25$ can be increased to $0.00625 \pi c/a$ through the robust design. The detailed properties of the PhCWs reveal that the reduction of the GVD and the extension of the bandwidth are at expense of the relative band distance. Another example shows that a slow-light PhCW with $n_g = 100$ can be achieved with a bandwidth of $0.00079 \pi c/a$. Moreover, PhCWs with novel functionality, exhibiting two constant group index regions over different frequency ranges, can be created by the robust design formulation. The appearance of isolated components in the overetching are avoided by introducing a fundamental free mechanical vibration constraint. The proposed design method provides a systematic and robust method for tailoring the dispersion of PhCWs.
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