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Resume:
This thesis describes the further development and validation of the dynamic meandering wake model for simulating the flow field and power production of wind farms operating in the atmospheric boundary layer. The overall objective of the conducted research is to improve the modelling capability of the dynamics wake meandering model to a level where it is sufficiently mature to be applied in industrial applications and for an augmentation of the IEC standard for wind turbine wake modelling.

Based on a comparison of capabilities of the dynamic wake meandering model to the requirement of the wind industry, four areas were identified as high prioritizations for further research:

1. the turbulence distribution in a single wake
2. multiple wake deficits and build-up of turbulence over a row of turbines
3. the effect of the atmospheric boundary layer on wake turbulence and wake deficit evolution
4. atmospheric stability effects on wake deficit evolution and meandering

The conducted research is to a large extent based on detailed wake investigations and reference data generated through computational fluid dynamics simulations, where the wind turbine rotor has been represented by an actuator line model. As a consequence, part of the research also targets the performance of the actuator line model when generating wind turbine wakes in the atmospheric boundary layer.
Abstract

This thesis describes the further development and validation of the dynamic meandering wake model for simulating the flow field and power production of wind farms operating in the atmospheric boundary layer (ABL). The overall objective of the conducted research is to improve the modelling capability of the dynamics wake meandering model to a level where it is sufficiently mature to be applied in industrial applications and for an augmentation of the IEC-standard for wind turbine wake modelling.

Based on a comparison of capabilities of the dynamic wake meandering model to the requirement of the wind industry, four areas were identified as high prioritizations for further research:

1. the turbulence distribution in a single wake
2. multiple wake deficits and build-up of turbulence over a row of turbines
3. the effect of the atmospheric boundary layer on wake turbulence and wake deficit evolution
4. atmospheric stability effects on wake deficit evolution and meandering

The conducted research is to a large extent based on detailed wake investigations and reference data generated through computational fluid dynamics simulations, where the wind turbine rotor has been represented by an actuator line model. As a consequence, part of the research also targets the performance of the actuator line model when generating wind turbine wakes in the atmospheric boundary layer.

Highlights of the conducted research:

1. A description is given for using the dynamic wake meandering model as a standalone flow-solver for the velocity and turbulence distribution, and power production in a wind farm. The performance of the standalone implementation is validated against field data, higher-order computational fluid dynamics models, as well as the most common engineering wake models in the wind industry.
2. The EllipSys3D actuator line model, including the synthetic methods used to model atmospheric boundary layer shear and turbulence, is verified for modelling the evolution of wind turbine wake turbulence by comparison to field data and wind tunnel experiments.
3. A two-dimensional eddy viscosity model is implemented to govern the distribution of turbulent stresses in the wake deficit. The modified eddy viscosity model improves the least-square fit of the velocity field in the wake by ~13% when compared to higher-order models.
4. A method is proposed to couple the increased turbulence level experienced by a turbine operating in waked conditions, to the downstream wake evolution of the wake-affected turbine. The intra-turbine turbulence coupling improved the fit of the turbulence distribution by ~40% and the wind speed distribution by ~30% over a row of eight turbines.
5. The effect of the atmospheric shear on the turbulent stresses in the wake is captured by including a local strain-rate contribution for the ambient shear gradient. This results in more realistic turbulent stress levels in regions of small wake deficit gradients; this is particularly important in the far-wake region where atmospheric shear gradients are an important contribution to the local strain-rate.
6. A method to include the effect of atmospheric stability on the wake deficit evolution and wake meandering is described. Including the atmospheric stability effects improved the model prediction of the mean velocity field by ~19% and of turbulence distribution by ~28% in unstable atmospheric conditions compared to actuator line results. The power production by a row of wind turbines aligned with the wind direction is reduced by ~10% in very stable conditions compared to very unstable conditions at the same turbulence intensity. This power drop is comparable to measurements from the North Hoyle and OWEZ wind farms.
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Preface

This dissertation is submitted to the Technical university of Denmark (DTU) in partial fulfilment of the requirements for the degree of Doctor of Philosophy in Mechanical Engineering. This thesis is divided into eight chapters. The first chapter gives an introduction to the research question and the conducted research projects. Chapters two and three are included to give the reader a background to the research and a fundamental understanding of the most important aspects of wind turbine wake modelling. The fourth chapter describes the concept of model driven development, which refers to the use of higher-order computational models to develop and calibrate engineering type models. This chapter also describes the higher-order model used in this research project and contain a summary of the first publication which is aimed at validating the wake turbulence of the actuator line model. The fifth chapter describes the research aimed at improving the wake modelling capabilities of the dynamic wake meandering model. This part of the thesis gives summaries of publications II to IV. The last three chapter of the thesis describes the final version of the dynamic meandering wake model including all the proposed correction together with calibration, validation of the model and conclusions.

This thesis is based on the research results described in the following publications:


The author’s contributions to these publications apart from leading the documentation process are:

I. Defining the test matrix, conducting the large eddy simulations in EllipSys3D and writing post-processing algorithms in Matlab to extract the results. In the evaluation stage, defining and executing the relevant comparisons for model validation of the synthetic turbulence methods both in an empty domain and in wake cases with a wind turbine present.

R. Mikkelsen and N. Trolldborg contributed with expertise on the actuator line model, supported the construction of the computational grid and helped interpreting the results. M. de Maré and K. S. Hansen contributed with field data for model validation. M. de Maré also developed the algorithm for investigating the wake transport time and conducted the validation of the turbulence spectra to field data.

II. Identifying the need for a radially varying eddy viscosity formulation by studying the eddy viscosity distribution resulting from actuator line calculations. Derived the modified eddy viscosity equation
and conducted the least-square optimization to quantitatively prove that the new eddy viscosity model yields a better description of the turbulence distribution in the wake.

D. Veldkamp contributed to creating and implementing the solution scheme for the dynamic wake meandering model in Matlab and interpretation the results. H. Aa. Madsen and G. Larsen contributed with support and direction for implementing the dynamic wake meandering model.

III. Identifying, deriving and implement a method to incorporate the effect of a linear atmospheric boundary layer shear in the axisymmetric wake deficit in the dynamic wake meandering model, as well as deriving and implement a consistent method for coupling the wake-added turbulence to the wake deficit evolution of the downstream turbine(s). In the evaluation stage, conducting all dynamics wake meandering calculations and quantifying the improvements achieved by the modifications to the model by comparison to actuator line and field data.

M. de Maré contributed by improvements to the mathematic formulation of the algorithm to include the atmospheric boundary layer shear resulting in more accurate results and short computational times, and proposing the application of a wiener filter to solve the issues of numerical instability. The actuator line calculations in OpenFOAM used for model validation have been conducted by M. Churchfield and S. Lee. H. Aa. Madsen and G. Larsen contributed with support expertise about the dynamic wake meandering model and general wake physics.

IV. The method to use the turbulence spectra of the Mann turbulence model to estimate the effect of non-neutral atmospheric conditions on the wake dynamics in the dynamic wake meandering model by estimating the length and velocity scale of turbulence in the wake meandering and wake deficit scales. As well as conducting all dynamics wake meandering calculations and model validation to actuator line and field data.

The calculations of the non-neutrals atmospheric coefficients are conducted by M. de Maré, and the actuator line calculations used as reference and validation data have been conducted by M. Churchfield and S. Lee. H. Aa. Madsen and G. Larsen contributed with support expertise about the dynamic wake meandering model and general wake physics.

Apart from the publications presented in the dissertation other related publications by the author are:
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1 Introduction

Nowadays, the majority of wind turbines are erected in wind farms for practical and economic reasons of land ownership, maintenance and infrastructure. However, an important drawback of this configuration is the turbine-to-turbine wake effects. The wake refers to the downstream flow regime of a wind turbine which is affected by the presence of the turbine. The two most important characteristics of a wind turbine wake are lower wind speeds and higher turbulence intensity. The wind turbine wake persists for long distances (on the order of 20 rotor diameters). As a consequence, a wind turbine inside a wind farm experiences significantly different operational conditions compared to a solitary turbine. For modern wind farms the wake effects typically result in 5-20% lower annual energy production. At the same time, the fatigue loads of a wake-affected turbine increase by 20-80% depending on the wind turbine component considered.

The ability to predict wake effects on component loads and power production is an important aspect in both wind turbine and wind farm design. Unfortunately, simulating the effects of the wakes is a complex problem. In particular, the combination of a large range of turbulence length scales affecting the wake dynamics and the requirement of high computational speed of the wind power industry is challenging. To maintain acceptable computational time the wake models used for industrial application have to be based on reduced order physics. Current wake models used by the wind industry have two main drawbacks: 1) they are based on parametric description of the wake and are not capable of physically modelling the wake evolution and 2) they are designed to handle one aspect of wake operation (i.e. the evolution of wind speed deficit or the increased turbulence).

The aim of the research described in this thesis is to improve the modelling capability of the dynamic wake meandering (DWM) model (described in detail later). The DWM model is designed to capture the most important effects of wind turbine wake operation in a physically consistent manner, while at the same time maintaining computational requirements at a sufficiently low level to enable wind turbine and wind farm design simulations. By modelling both the downstream evolution of the wind speed and turbulence of multiple length scales, the DWM model has the capability of capturing the wake effects on both power production and component loads of wake-affected turbines simultaneously. This avoids the use of multiple models for wind turbine and park design and thus allows for a consistent design tool.

1.1 Wind energy in the world

Wind power is an increasingly important contributor to the world’s energy production and it is forecast to maintain rapid expansion in the years to come. This may be concluded from the information in the 2011 report from the World Wind Energy Association (WWEA) [1] and from the executive summary of the “Wind Energy – The Facts” reports given out by the European Wind Energy Association (EWEA) in 2009 [2]:

- According to WWEA, the total installed capacity at the end of 2011 was 237GW. This yields an annual energy production (AEP) on the order of 500TWh, which is equivalent to 3% of the world’s electricity production
- The forecast given by WWEA is 500GW of global installed capacity by 2015 and 1000GW by 2020
The Global Wind Energy Council (GWEC) predicts that the wind power will cover 11.5 to 12.7% of the global electricity demand in 2020, and 20.2 to 24.9% by 2030.

EWEA predicts that the EU-27 will reach 180GW of installed capacity by 2020, and 300GW by 2030. This would require annual installation of 9.5GW (approximately 3000 turbines) and investments on the order of €11 billion per year. Wind energy is expected to deliver 12-14% of the total energy demand in EU by 2020, which is in line with the binding goals made by the EU that 20% of the total energy production should come from renewable sources by 2020.

The main reason for the predicted growth is the improved price competitiveness of modern wind turbines compared to conventional electricity sources. According to a report by EWEA [3] the cost of producing electricity from wind turbines erected at high wind sites onshore is 4 to 5 €cent/kWh. The production cost at low to medium wind sites is 6 to 8 €cent/kWh. The same report also refers to results presented by the European Commission, which states that the cost for generating electricity from natural gas is on the order of 3.5 to 4.5 €cent/kWh and 4 to 5 €cent/kWh using coal. A study on the same topic by Massachusetts Institute of Technology (MIT) [4] claims that newly established nuclear power costs 8.4 €cent/kWh (~6.4 €cent/kWh). The MIT study reached the price for coal and gas of 6.2 and 4.2 to 8.7 €cent/kWh (~4.95 and 3.2 to 6.67 €cent/kWh), respectively. This shows that, at the current maturity level, wind power is a competitive electricity source in the current market without any subsidies at sites with favourable wind conditions.

Wind power would be significantly more competitive if a comprehensive cost model was used to establish the price of energy. A research project aimed at estimating the external cost to society by various forms of electricity production has been carried out by the European commission [5]. The external costs are defined as the addition cost that should be added to the production cost to cover all aspects of the electricity production. The conclusion of the study is that the average external costs for the conventional power sources are: 0.4 €cent/kWh for nuclear power, 1.7 €cent/kWh for gas power, 5.7 €cent/kWh for oil power and 7.0 €cent/kWh for coal power. The same number for wind power is 0.15 €cent/kWh. Including the external cost in the calculation for the production price would make wind power highly competitive, also in low to medium wind sites.

1.2 Research and the competitiveness of wind energy

Wind turbine technology is still relatively immature, so the cost of energy (CoE) declines with additional investments on research and development activities. Historically the technological improvements have resulted in a cost reduction of 9-17% per produced kWh every time the total installed capacity has doubled according to EWEA [3].

To date, the most important technological advances for cost reductions have been made on the individual wind turbine level. Early research targeted fundamental design questions such as: number of blades, blade material selections and blade design. In the 1990s developments of pitch control, variable speed, and direct drive configurations, as well as composite material research enabled the turbines to grow in size by reductions in component weights and loads. Aerodynamic rotor design and improved turbine controls have over the last 20 years enabled the overall efficiency of the wind turbines to go from 0.4 to 0.5 (the theoretical maximum for a wind turbine is 0.592 known as the Betz limit) according to Vermeer et al. [6]. Another factor enabling larger and more reliable wind turbines is the availability of better design tools including aero-elastic models which allow better estimations of component loads and thereby smarter design strategies. As larger wind turbines produce more power relative to infrastructure and maintenance costs, and suffer less from ground level turbulence due to the high
towers, the CoE generally decreases with increasing turbine size ([3]). This caused turbine size to become a competitive advantage and much research over the last 20 years has been targeted towards larger wind turbines. Furthermore, the CoE has also been reduced by the improved quality of the wind turbines. The technical availability of a modern wind turbine is around 97-98%, according to [7] and Lemming et al. [8].

The current trend in wind power research is that an increasing attention is directed towards wind turbines in clusters, operating as a wind power plant, as opposed to optimization of individual turbines. A report on the subject by EWEA [9] mentions the ability to predict local wind conditions in complex terrain, intra-turbine and wind farm interactions through wakes, meteorological effects and short term forecasting as major research areas. These topics are increasingly important as almost all new wind turbines are placed in wind farms. Improved knowledge and simulation capability of wake dynamics is expected to facilitate improved wind turbine design, more cost effective wind farm layouts, improved wind farm control algorithms and higher predictability of wind farm output.

1.3 State of the art of wake modelling in the industry

At present the individual wind turbines are designed for solitary operation even though a large majority of the turbines are erected in wind farms. It is known that the wake effects cause different operational conditions in wind farms compared to solitary operation (Larsen et al. [10]). The current design procedure is based on verifying the strength of the various components in the wind turbines by numerical simulations according to a list of design load cases as specified by the IEC 61400-1 standard [11]. The manufacturers use extended envelopes of loads cases based on company specific experience, but to the author’s knowledge there are no cases specified which take wake loads into account. For wind farm applications the site specific loads of the wind turbines are calculated based on the Frandsen model (Frandsen [12]), and compared to the design loads to ensure that the loads are maintained at an acceptable level.

The main reason why wake loads are not included in the wind turbine design process is the lack of a physics-based wake model with sufficient computational speed. The currently available wake models are either too computationally expensive for design calculations, or overly simplified to the extent where they cannot model basic design driving events such as partial wake operation. The Frandsen model (Frandsen [12]), suggested in the IEC 61400-1 standard, the falls into the second category. It is designed to give conservative estimates of the lifetime fatigue load of a wind turbine by parametric scaling of the oncoming turbulence intensity. This approach is reasonable as fatigue loads scale approximately linearly with fluctuations in wind speeds (wake operation is experienced as increased wind speed fluctuations by the affected turbine). The results of the Frandsen model (Frandsen [12]) have been verified against wind farm data at distances between three and eight rotor diameters (D). However, the model does not contain the physics required to simulate specific wake load cases. As described by Thomsen and Madsen [13], the inability to capture the physics of the wake also means that the model cannot be used to simulate extreme loads on wind turbines in wake situations. Thomsen et al. [14] concluded that the Frandsen model underestimates extreme loads in wake operation. The largest discrepancy was seen for the yaw moments, which were under-predicted by a factor 2-3 depending on distance between the wind turbines.

A consequence of the limited physics of the current engineering wake models is that knowledge of loads on wake-affected turbines is limited. As concluded by Crespo et al. [15], the method proposed by the IEC
standards to account for wake loads is insufficient. The engineering methods used to simulate wake effects are overly simplified and cannot accurately account for the complex structure of the wake and its interactions with the surrounding environment and the ABL. Vermeer et al. [6] state that the engineering rules applied in wind turbine aerodynamics, while being useful in design processes, have a limited range of applicability and should be replaced with a better physical understanding and improved models. The uncertainty of the fatigue loads of a turbine operating in solitary operation is estimated to be ~10-15% based on the work by Veldkamp [16], Schreck [17] and Schepers and Snel [18]. Due to the complexity of the problem, and the shortcomings of the current wake models, the uncertainty of the fatigue loads in wake operation is thought to be significantly higher than in solitary operations. This contention is supported by the findings of Duckworth and Barthelmie [19] where estimates of wind speed and turbulence in the wake vary significantly between various wake models. The investigations by Thomsen et al. [14] and Larsen et al. [20] showed similar differences in load estimations for a wake-affected turbine for different models. Politis et al. [21] draw the same conclusions when modelling wind farm aerodynamic using Navier-Stokes (N-S) based wake models. A similar argument can be made for the uncertainty of power production estimates of wind farms (Barthelmie et al. [22]). Increasing the accuracy of wind turbine wake simulations, and thereby reducing the uncertainty in wind farm load and power estimations, may drive down the overall CoE by wind turbines in two different ways:

1) The uncertainty in power production of a wind farm reduces the business case certainty for potential investors. The business case certainty is directly tied to the interest rate required to finance the development of the wind farm and thereby also influences the total CoE of the project.

2) The safety factor applied in component design can be reduced. The total cost of a wind turbine over its lifetime is a balance between initial investment cost and the operation and maintenance (O&M) costs over the turbine’s lifetime. A conceptual representation of this balance is shown in figure 1.1. If the true loads on the wind turbines are known, a component designer can select the operating point on this curve. Due to the shape of the curve (and aspects that are not covered by this representation such as safety and public relations) it is desirable to be conservative in the load estimation. Therefore a safety factor is applied in the calculations. By reducing the uncertainty of the component loads experienced in the field, the designer can reduce the safety factor and move closer to the optimum operational point with the same level of confidence with respect to component failure.

![Figure 1.1: Conceptual representation of the total cost of wind turbines over its lifetime based on uncertainty in the load estimations. Overestimating the component loads in the field leads to an over dimensioned turbine and underestimation leads to higher degree of component failures.](image-url)
Wake effects are currently considered by the wind industry in wind farm design. The standard process is to first design the wind farm for optimal power output (or possibly land usage or other practical aspects). The second step is to calculate the loads of the individual wind turbines to ensure that the loads at the turbine location do not exceed the design load of the turbine model. Typically this is performed with two separate models designed for either power or loads. The need for two models to simulate the wake effects originates from the fact that the wakes are not treated physically. Introducing a single model which can simulate the effect of wake operation on both power and loads would enable the development of a comprehensive wind farm design philosophy as pointed out by Larsen et al. [23, 24]. This was the high level objective of the EU funded TOPFARM project (Larsen et al. [24]). The idea is to create a cost model for the wind farm over the entire lifespan. The central part of the analysis is the DWM model which simulates both the increased loads and power output of the wind farm for various configurations. The model also includes a cost function for infrastructure, the cost of turbines and foundations at various location as well as power production and operation and maintenance cost. CoE-gains on the order of 6.5% were reported in the TOPFARM project for optimized layout compared to the baseline suggestion.

1.4 The dynamic wake meandering model

This thesis describes further development, validation and application of the DWM model for wind farm simulations. The DWM model is an engineering wake model developed at Risø DTU since 2003, Madsen et al. [25], Thomsen et al. [26, 27]. It is developed specifically to solve the problems associated with the limitations of the current engineering wake models. The main idea behind the model is to capture the most important features of the wake dynamics with regard to wind turbine loads and power production in a physical manner. Based on field observations (Larsen et al. [10], Madsen et al. [28], Vølund [29], Bingöl et al. [30] and Trujillo et al. [31]), the wake deficit evolution, the increased small-scale wake turbulence and the wake meandering (these concepts are described in chapter 2) can be identified as the most important factors for the wind turbine loads, see figure 1.2.

![Figure 1.2: Schematic representation of the DWM model and its sub-modules.](image-url)
Since the first formulation of the DWM model, the model has been subject to much research at Risø-DTU. Over the last decade many aspects of the model have been gradually improved and the main model assumptions have been validated by field and wind tunnel experiments and by higher-order computational fluid dynamics (CFD) models. The long term goal is to develop the DWM model to a stage where it is sufficiently mature to be used by the wind turbine industry and to be included in the IEC standard for wake modelling. Based on this ambition it was decided to prioritise the research activities in this project by evaluating the performance of the current DWM model (Madsen et al. [32]) and compare the model capabilities to the requirements of the wind industry. This was achieved by first conducting a technical investigation, where the DWM model was compared to a higher-order CFD model under a range of ambient conditions. Secondly, a gap-analysis was conducted together with researchers from Risø-DTU and industrial loads and wind farm design specialist from Vestas Wind Systems A/S to identify crucial model aspects for broad industrial acceptance. Based on this analysis four main areas of research were identified:

1. the turbulence distribution in a single wake
2. multiple wake deficits and build-up of turbulence over a row of turbines
3. the effect of the atmospheric boundary layer on wake turbulence and wake deficit evolution
4. atmospheric stability effects on wake deficit evolution and meandering

In all model development, especially targeted lower-order models, access to reliable high resolution reference data is crucial for calibration and to evaluate the model performance. However, full scale field measurements of the wind turbine wake with sufficient spatial and temporal resolution to study the turbulence properties are seldom available. Instead, higher-order computational models or wind tunnel experiments are commonly used. Vermeer et al. [6] concluded that CFD models have reached a maturity where it is suitable for predicting and understanding the detailed wake physics. Sørensen et al. [33] demonstrated that full rotor CFD can be used to study the detailed aerodynamics of wind turbine rotors such as three-dimensional effects of the rotating blade, even though separation and dynamic stall continues to be problematic. Sørensen’s model also demonstrated the best agreement of all models in the blind test against the NASA Ames experiment facilitated by NREL Schreck [17], where it was compared against blade element momentum (BEM) models, prescribed wake models, free wake models and other N-S based models. Sørensen [34] stated that the main motivation in developing higher-order CFD tools is to enable lower-order model development. The research presented in this thesis is to a large extent driven by detailed wake investigations and reference data generated using CFD actuator line (AL) models. As a consequence, part of the conducted research also targets the performance of the AL model when generating wind turbine wakes in the ABL. Both the concept of model driven development and the AL model is described in detail in chapter 4.

1.5 Summary of the research projects

The research described in this thesis has been organized in five projects. This summary introduces the projects with a short description of the purpose and an explanation of the significance in terms of reaching the overall research target to improve the wake modelling capability of the DWM model.

1.5.1 Project 1: Evaluate the turbulence description of the EllipSys3D AL model

In order to further develop fast wake models suitable for industrial applications, the ability to conduct experiments and access to reliable data is crucial for success. In wind turbine wake modelling in general,
and particularly in turbulence research, the use of full scale experiments is important for model validation. However, it is of limited use in the development and calibration stages due to the problems in achieving sufficient spatial and temporal resolution as well as issues with having the right inflow conditions. Therefore a large portion of the DWM research is based on model driven development (described in detail in chapter 4). This puts high requirements on the ability of the selected higher-order tool to accurately capture all relevant physics. Hence a study was conducted to evaluate the performance of the EllipSys3D AL model, including the synthetic turbulence description, for wind turbine wake simulations. The turbulence spectra and turbulence intensity evolution with downstream distance were evaluated both in an empty domain and with a single turbine operating in the ABL. The results were validated against the theoretical results and field data. This research is described in Keck et al. [35, 36].

1.5.2 Project 2: The turbulence distribution of a single wind turbine wake
The previous turbulence model in the DWM model assumed the eddy viscosity to be invariant in cross flow direction of the wake. However, from numerical investigations carried out with an EllipSys3D AL model, it was concluded that the wake evolution required long transport distances (6-15D depending on the ambient turbulence) to reach a stage where the eddy viscosity distributions are radially invariant. To capture these effects, and achieve a wake turbulence distribution consistent with the CFD predictions, a two-dimensional eddy viscosity formulation is developed. This research is described in Keck et al. [37].

1.5.3 Project 3: The effect of ABL shear on the Reynolds stresses in the far-wake
In the previous formulations of the DWM model the wake deficit evolution is calculated without influence of the ABL shear. The turbulent stresses in the wake deficit are based solely on the velocity gradient in the axisymmetric wake deficit. Only after the wake deficit evolution has been calculated, is the effect of ABL shear superimposed on the mean flow field. This method neglects the effect of the ABL shear on the local strain-rate in the wake deficit evolution stage. As the DWM model is based on the Boussinesq assumption (Panton [38]), where the turbulent stress is directly proportional to the local mean strain-rate, the consequence is that the turbulence level in the wake will be underestimated and the wake deficit will not diffuse accurately. To incorporate the effect of the ABL shear on the Reynolds stresses in the DWM model, a method was derived to combine the ABL gradient (du/dz_{ABL}) and the wake velocity gradient (du/dr_{DEF}) to calculate a representative axisymmetric strain-rate to apply in the wake evolution equations. This research is described in Keck et al. [39].

1.5.4 Project 4: Coupling of turbulence over a row of wind turbines
To accurately model the turbulence field inside a wind farm, and by extension the evolution of the velocity field, it is crucial to allow the turbulence in the wake of upstream turbines to influence the wake evolution of the wake-affected turbines. In previous methods for simulating wind farms using the DWM model this effect was neglected and the wakes were assumed independent of each other (Larsen et al. [40]). In the method proposed by Keck et al. [39] the turbulence stresses of the oncoming wake of the wind turbine are directly coupled to the downstream wake evolution. The significance of such a coupling is illustrated by figure 1.3.

The method is based on using a convolution of the turbulence and velocity distribution in the meandering frame of reference (MFoR, i.e. aligning the coordinate system with the instantaneous wake
centre position) and the wake meandering to calculate the mean value of the oncoming turbulence intensity at the downstream rotor. This enables the turbulence in the simulations to build-up over a row of turbines in a wind farm. This is a more physically consistent manner of determining the wake-added turbulence affecting fatigue loads at the downstream rotors, compared to the previous method based to the local depth and gradient of the wake deficit proposed by Madsen et al. [41].

![Image](Turbulence.png)

**Figure 1.3: Illustration of the effect of enabling the turbulent energy to build-up over a row of turbines (right), as opposed to using the ambient turbulence level as inflow condition for all rotors in the row (left). The solid line indicates the average turbulence intensity level in the wake and the dashed line indicates the ambient turbulence level.**

1.5.5 Project 5: The effect of atmospheric stability effect on wake and wind farm dynamics

The fifth project is aimed at capturing the effect of non-neutral atmospheric stability on wake and wind farm dynamics. Atmospheric stability affects three aspects of wake physics; the turbulence intensity, the turbulent length scale and the ABL shear. At the start of the fifth project the effect of ambient turbulence intensity and ABL shear (based on results from the third project) were included as input parameters to the DWM model. These effects are therefore captured by the DWM model simply by giving appropriate initial conditions. The effect of the shift in turbulent length scale, however, requires additional functionality to be developed.

The approach taken to capture the change in turbulence length scale is based on the ability to model the turbulence spectra in the ABL under various atmospheric stabilities. This is achieved using the Mann model (Mann [42, 43]), combined with a correction for non-neutral atmospheric stability using the results presented by Peña et al. [44]. The turbulence spectra are used to estimate the turbulent length and velocity scales for the eddy viscosity formulation in the wake deficit model and the ABL shear. The atmospheric stability also influences the turbulence field used to simulate the wake meandering. This research is described in Keck et al. [45].
2 Review of wind turbine wake dynamics

A wind turbine converts part of the kinetic energy of the oncoming wind to mechanical and electrical energy. As a consequence, the wind speed decreases as the air passes the rotor. The region of air which is affected by rotor is called the wake of the wind turbine. The wind turbine wake is characterized by two main features; a higher degree of fluctuations in the wind speed (turbulence) and lower average wind speed (the wake deficit), see figure 2.1.

![Figure 2.1: Top view of contour plot of the instantaneous axial velocity field (from left to right) over a row of four wind turbines (solid black lines) from a CFD simulation. Behind each turbine the wake can be seen as a region of low and fluctuating wind speed. The thin black line indicates the centre position of the wake and thus represents the meandering of the wake.](image)

The reduced wind speed and the increased turbulence in the wake affect the power production and increase the fatigue loads of wake-affected wind turbines. From field observations the reduction in annual power production is on the order of 5-20% (Larsen et al. [40], Schepers [46], Barthelmie et al. [22, 47, 48], Hansen et al. [49], Larsen et al. [50]) for typical wind farm configurations, see figure 2.2a.

The increased turbulence experienced by a wake-affected wind turbine consists of two main contributions. The first contribution is an increased level of small-scale turbulence due to the breakdown of tip vortices and turbulence generated by the shear layer in the edges of the wake (both terms are explained later in this section). The other contribution comes from the meandering of the wake deficit relative to the position of the wake-affected rotor. This term is referred to as “apparent turbulence”, to emphasize that it is generated by a different mechanism compared to conventional turbulence. The apparent turbulence has a larger length scale compared to the shear layer continuation. The size in terms of turbulent kinetic energy of the two contributions is often comparable, and is a function of the atmospheric state, the topography and the layout of the wind farm (see figure 7.17). This is important as the various components of the wind turbine are sensitive to different length scale of the oncoming turbulence. Some loads are driven by small-scale turbulent fluctuations (i.e. the shear layer generated wake-added turbulence), while other loads are driven by rotor integrated momentum variations (i.e. the apparent turbulence due to wake meandering). Both categories of loads are affected by wake operation. The rotor integrated loads, however, increase more as they are sensitive to situations generated
specifically by the meandering wake deficit, which creates partial wake situations at the wake-affected rotor (see fourth turbine in figure 2.1). The fact that the increase in fatigue loads due to wake operation varies between components are shown by Larsen et al. [20], Vølund [29] and Schmidt et al. [51]. Results from an unpublished investigation of load of turbine operating in waked conditions from Horn Rev wind farm are presented in figure 2.2b. The blade edge fatigue (which is sensitive to small-scale turbulence) is relatively insensitive to wake operation and only increase about 15%, whereas the tower top yaw moment (sensitive to turbulent scales of the same size as the rotor) is more sensitive and increases by about 60%.

Figure 2.2: Effect of wind turbine wakes on power and fatigue loads. Figure from an internal study conducted at Vestas wind systems based on publically available data.

As a consequence of the fact that some of the wind turbine loads are driven by large scale wake dynamics, it is not sufficient to describe the wake as long term averages of wind speed and turbulence intensity, as this does not accurately capture the effect of wake on wind turbine loads. Instead, the random large scale movements of the wake need to be taken into consideration to capture the dynamic effects (Larsen et al. [10], Thomsen and Madsen [13] and Larsen et al. [40]). This can be achieved by separating the wake into two fundamentally different processes; wake deficit evolution and wake meandering caused by large scale atmospheric turbulence. This is commonly referred to as the split of scales, since it is assumed that turbulent eddies below a certain size mainly affect the wake deficit and large eddies affect the wake meandering. Typically this cut-off is taken to be in the order two rotor diameters (D) (Larsen et al. [52] and Müller et al. [53]). Furthermore, experimental results by Bingöl et al. [30], Trujillo et al. [31] and España et al. [54, 55], suggest that the evolution of the wake deficit is independent of the large scale wake meandering, allowing the two processes to be treated separately.

2.1 Wake deficit
The wake deficit of a wind turbine evolves in several fundamentally different stages. As the air approaches the wind turbine the velocity decrease and the pressure is increased by the presence of the rotor. When the air passes the rotor the pressure and velocity is abruptly reduced due to rotor induction. A region of large velocity gradients is created in the outer part of wake deficit, where the unaffected air meets the wake deficit, commonly called the wake shear layer. Due to the large velocity gradients, the ambient turbulence is amplified and the shear layer becomes highly turbulent. The wake shear layer is the key driver for the increased turbulence level in the wake, and the recovery of mean
velocity by turbulent momentum transfer into the wake. In the tip and root regions of the three rotor blades a stable coherent vortex system is formed. Also some weaker bound vortices are created along the blades due to the radial gradient of lift force. The bound vortices normally diffuse close to the rotor and create some extra small-scale turbulence.

The pressure field gradually recovers over the first 1-2D of flow after the turbine (Crespo et al. [15], Schepers and Snel [18] and Eecen et al. [56]). As a result the flow experiences a braking force due to a positive pressure gradient in flow direction. This causes the air in the wake to decelerate and the wake deficit to expand. The location where the pressure field has recovered coincides with the location in the wake with the lowest mean velocity. This is commonly referred to as the end of the near-wake region, see figure 2.3. The turbulent stresses in the flow cause the tip and root vortex systems to become unstable and break down. This usually occur within the first 2D of flow (Trolldborg [57], Ivanell [58]), but the vortex system can exist longer downstream in flows with low ambient turbulence (Trolldborg [57], Ivanell [58], Sanderse [59], Odemark et al. [60]). The wake shear layer (the green region in figure 2.3) expands with downstream distance, both outwards into the surrounding flow by turbulent diffusion and entrainment of air outside the wake, and towards the centre of the wake by turbulent diffusion.

After the initial phase of wake recovery, dominated by inviscid pressure effects, the wake recovery due to turbulent transfer of momentum into the wake from the surrounding air is the main effect. The wake shear layer continues to expand and reach the centre of the wake after 2-5D (Vermeer et al. [6] and Crespo et al. [15]). Initially the turbulence in the shear layer intensifies as the production of turbulence is greater than the dissipation. Maximum turbulence intensity is reached 2-6 D after the rotor (Keck et al. [36]). From CFD simulations it can be seen that this distance is dependent on both rotor induction and ambient turbulence intensity level. Once maximum turbulence intensity in the wake is reached, the turbulence in the wake can be considered to have reached quasi-equilibrium with the mean flow field. This equilibrium is important in wake modelling as it implies that the Boussinesq assumption (see Panton [38]) can be used to model the wake turbulence without including a transport equation for the turbulence. This enables the use of simple eddy viscosity closures. It should be noted however, as pointed out by Réthoré [61], that inclusion of the ABL turbulence still violates the Boussinesq assumption due to the difference in length scales.

At sufficiently large downstream distances (depending on the ambient conditions), both the velocity and the turbulence of the wake deficit profile assume a near Gaussian shape due to the turbulent mixing. At this stage the wake does not reflect any details of the wake-emitting turbine, instead the wake distribution is close to self-similar and can be assumed to be independent of rotor characteristics except the aggregated thrust.

The three phases of the wake described above is commonly referred to as:

- **The near-wake**, where the pressure field behind the rotor recovers, the vortex structures breakdown and the shear layer expands towards to centre line of the wake. There are two different definitions for the location where the near-wake ends. The most common definition is that the near-wake end when the axial pressure gradient has recovered. This is the definition used in this thesis. The other definition refers to the region where the pressure behind the rotor is recovering as the expansion region, and the end of the near-wake is taken to be when the shear layer has met the wake axis.
- **The intermediate region**, where the shear layer erases the traces of the turbine which generated the wake (e.g. the distributions of rotor induction) by turbulent diffusion and the wake approaches Gaussian shape.
- The far-wake, where the wake is approximately of Gaussian shape and both the turbulence and velocity profiles are close to self-similar (due to ABL shear the wake never becomes completely Gaussian and self-similar). In this region the specific turbine which generated the wake does not influence the wake dynamics. Instead, it is possible to describe the wake distribution by a few parameters such as radius, thrust, wind speed and turbulence intensity.

![Figure 2.3: The various regions of the wind turbine wake deficit (courtesy of ECN, Eecen at al. [56]).](image)

### 2.2 Wake meandering

Wake meandering refers to the large scale movement of the entire wake deficit. The phenomenon of random motion of the whole wake deficit was observed in field observations already in the 1980s by Ainslie [62, 63] and Taylor et al. [64]. However, due to the complexity of isolating the wake meandering, it was only recently that field studies using LIDAR, wind tunnel experiments and CFD modelling enabled detailed studies of the meandering process.

Based on field observations from inflow measurement conducted on the Tellus research turbine at Risø and inflow measurements with a pitot tube on the NM80 turbine in the Tjæreborg wind farm, Madsen et al. [28] and Larsen et al. [52] proposed to model the wake meandering by modelling the wake deficit movement as a passive tracer in the turbulent wind field, i.e. that the wake movements follows the large scale eddies without influencing the oncoming turbulence field. This is consistent with the method used to model dispersion of smoke from a chimney. A difference between the wind turbine wakes and chimney smoke is that the wake has a lower momentum than the surrounding air. This difference is challenging to the passive tracer assumption.

Medici and Alfredsson [65] proposed another source of underlying physics which could govern the wake meandering. In a wind tunnel study targeted at studying wind turbine wakes in yawed inflow, Medici and Alfredsson [65] found a low frequency component in the time series of the velocity measurements. These low frequency oscillations were created by periodic vortex shedding of the highly loaded rotor (effectively the same as seen on a bluff body), and therefore a conclusion of the paper was that these oscillations might be a probable cause of wake meandering.
Further studies were conducted by Bingöl et al. [30] and Trujillo et al. [31], where a backwards facing LIDAR mounted on the nacelle of a full scale wind turbine was used to measure the wake in a reference frame following the incoming wind direction. In post-processing of the recorded data it was possible to find the wake centre and correlate the movements of the wake centre to the incoming large scale turbulence. España et al. [55, 66] and Aubrun et al. [67] used wind tunnel experiments to study wake movements. Both studies concluded that wake deficit meandering is governed by the oncoming turbulence and is correlated to the large eddies. Keck et al. [36] showed numerically that although wakes follow the wind as a passive tracer, the transport velocity of the wake deficit is lower than the ambient wind speed. By studying the correlation of the wakes centre position in several different cross sections in the wake, the transport velocity of the wake deficit was found to be a function of the average velocity in the wake and the ambient wind speed.

Currently the passive tracer analogy has reached academic acceptance as an appropriate model for wake meandering. However, further research is needed to determine which scales of the incoming turbulence affect the wake meandering. Under the assumption that only turbulence eddies which are sufficiently large to affect the whole cross section of the wake in a similar manner contribute to wake meandering, and the notion that smaller eddies only affect the wake deficit evolution, the wind turbine rotor may be thought of as a Bessel filter (Goodman and Gustafson [68]) acting on the incoming turbulence. In the frequency space the Bessel filter of a circular disc of 1D almost completely removes the influence of eddies smaller than 2D, includes an increasing fraction of the scales from 2 to 5D, and scales over 5D remain unaffected by the filter. Müller et al. [53] used a combination of Particle image velocimetry (PIV) and hotwire anemometry to yield sufficient temporal resolution of the wind tunnel data to enable a study of the spectral characteristics of the wake meandering. Preliminary results suggest that turbulent eddies larger than 2-3D governs the wake meandering process and that scales larger than 2D have similar influence as predicted by the Bessel filter function. These values correspond well to the cut-off frequency as proposed by Larsen et al. [52].

2.3 **Key parameters for wind turbine wake evolution**

The wind turbine wake dynamics and its interactions with the ABL, the surrounding turbines and topography is a multifaceted and complex problem. The fact that many parameters are important to accurately describe the wake physics is a challenge in the field of wind turbine wake modelling. Furthermore, many of the parameters are correlated and vary together in nature which makes it difficult to isolate one parameter from field measurements. Therefore wind tunnel data or higher-order CFD modelling are often used to study the effects. A further complication is that the wake dynamics to a large extent are governed by the evolution of turbulence in the wind turbine wake, which by nature is highly non-linear. Consequently, the influence of the single parameters cannot be considered independently. This section gives a brief overview of the wake physics with regards to the most important parameters affecting the wind turbine wake evolution.

As described in the next section, the turbulence intensity is a key quantity when describing wake evolution. However, turbulence intensity alone is not sufficient to describe the properties of atmospheric turbulence. The ABL contain turbulent eddies with a large variation in length scales ranging from $10^{-6}$ to $10^{6}$ meters. Large anisotropic turbulence structures (eddies) are created from the mean flow gradients. These large eddies are in turn stretched, deformed and tilted resulting in turbulence amplification and transfer of turbulence energy to smaller scales and an increasing isotropy. The pattern is repeated from the largest scales down to the smallest scales where the turbulence is dissipated to
heat by viscous effects; this process is commonly referred to as the turbulent energy cascade (Tennekes and Lumley [69]). This is important to wake dynamics due to the split in scales, as discussed above. The large eddies influence wake meandering and the small-scale affect wake deficit evolution. Many of the factors which influence wake evolution are related both to the amount of turbulence (turbulence intensity) and distribution of turbulence in various length scales present in the flow. This is often represented by the turbulent energy spectrum, see figure 2.4. The total area of the turbulent energy spectra represents the variance of turbulence. In general; complex terrain, obstacles and wind turbine wakes generate small-scale turbulence (Madsen et al. [70]), whereas buoyancy effects on the turbulence due to atmospheric stability or mesoscale phenomena influence large scale turbulence.

![Turbulent energy spectra](image)

**Figure 2.4: The spectral distribution of turbulent energy in a neutral atmosphere in flat terrain.**

### 2.3.1 Ambient turbulence intensity level

The ambient turbulence intensity is the most important parameter for wake evolution. The interaction between the wake shear layer and the ambient turbulence dominates the process of the wake deficit diffusion, see figure 2.5 and 2.6. Furthermore the large scale wake meandering is proportional to the turbulence intensity under neutral atmospheric conditions. The definition of turbulence intensity in wind power applications is,

$$ TI = \frac{\text{std}(u)}{\overline{u}} $$

(2.1)

The effect of turbulence intensity on wind turbine wake effect is well documented. Larsen et al. [40], Schepers [46], Barthelmie and Jensen [48], Hansen et al. [49] and Troldborg [57], amongst others, showed that increased turbulence intensity led to faster wake deficit recovery. Barthelmie [47] gives a quantitative approximation of 1-2.5% increased power production due to reduced wake loss from a 1% increase in turbulence intensity based on the Horns reef and the Nysted wind farms. Experimental work by España et al. [55] and Aubrun et al. [67] showed that the wake meandering increases with higher turbulence intensity. This was also confirmed in numerical work by Keck et al. [36], see figure 2.7.
Figure 2.5: Wake evolution as iso-contours of vorticity from CFD simulations of the wake behind an NM80 wind turbine operating in wind speeds of 10m/s. In the top figure the ambient flow is laminar and in the bottom figure the ambient turbulence is 9%. Courtesy of Troldborg [57].

Figure 2.6: Comparison of downstream evolution of the azimuthally and time averaged velocity field in the wake of an NM80 wind turbine operating in laminar conditions (solid lines) and in a flow with 9% turbulence intensity (dashed lines). Courtesy of Troldborg [57].
2.3.2 Atmospheric stability

Atmospheric stability is related to the temperature distribution with height, which has an important effect for the turbulence in the atmosphere due to buoyancy effects. In a stable atmosphere the buoyancy effects suppress vertical fluctuations of the air, and in an unstable atmosphere the vertical fluctuations are enhanced. The neutral condition, in which buoyancy effects are negligible, are only experienced a fraction of the time in the atmosphere (Sathe et al. [71]). The stability of the atmosphere is dictated by the direction of the vertical heat flux. The transfer of heat from the surface upwards to the air leads to an unstable ABL, and when the heat flux is directed downwards the air becomes stratified and the ABL stable. In simple terms, this can be expressed as when the surface is warmer than the air an unstable atmosphere will develop and when the surface is cooler the ABL will be stable (Stull [72]).

The vertical temperature gradient alone is not sufficient to determine the atmospheric stability. The reason is that pressure effects on the air temperature need to be corrected for, in order to compare the relative density of air from two different layer of the atmosphere. This is done by calculating the potential temperature, $\theta$, of an air parcel, which should be seen as the temperature the air parcel would have if it were moved adiabatically to a reference pressure, $p_0$.

$$\theta = T \left( \frac{p_0}{p} \right)^{R/C_p}$$  \hspace{1cm} (2.2)

Here $T$ and $p$ refer to the temperature and pressure of the air parcel at its current location, $R$ is the specific gas constant and $C_p$ is the heat capacity. The potential temperature of an air parcel does not change under adiabatic transport. As a consequence, if a parcel is moved upwards in the atmosphere where the potential temperature gradient is positive ($d\theta/dz > 0$), it will be cooler and heavier than the surrounding air, and buoyancy will return the parcel to its original air layer. The opposite will happen if the air parcel is moved downwards, the surrounding air would have a lower potential temperature, and the air parcel will be lighter an rise to its original air layer. This illustrates a stable atmosphere. By the
same argument a negative potential temperature gradient \((d\theta/dz < 0)\) leads to an unstable atmosphere, and cases with small potential temperature gradients \((d\theta/dz \sim 0)\) can be considered neutral. The change in temperature which yields a potential temperature gradient close to zero is \(\approx 6.5\, \text{K/km}\) and is referred to as the lapse rate of a standard atmosphere (Stull [72]). A similar quantity called virtual potential temperature, \(\theta_v\), exists for incorporating the effect due to humidity and condensation. \(\theta_v\) is calculated and used in the same way as \(\theta\), with the exception that \(T\) is replaced by the temperature of dry air which has the same density, \(T_v\), as the investigated air parcel.

The Monin-Obukhov (M-O) length is the most commonly used quantity to characterise the atmospheric stability,

\[
L = \frac{\theta \mu^2}{\kappa g (w' \theta'')}\tag{2.3}
\]

where \(\theta\) is the virtual potential temperature, \(\kappa\) is the von Karman coefficient, \(g\) is the specific gravity and \(u^*\) is the friction velocity. The M-O length can be described as the height of a sub-layer where the mechanically driven turbulence due to ABL shear is more important than the buoyancy driven turbulence. This means that a large M-O number corresponds to near neutral conditions. The sign of the M-O length indicates whether the atmosphere is stable (positive) or unstable (negative). For more details see Obukhov [73] and Monin and Obukhov [74]. The physical effect due to non-neutral atmosphere is to enhance (unstable atmosphere) or dampen (stable atmosphere) the vertical turbulent fluctuations due to buoyancy effects. This in turn influences the turbulence intensity, the vertical shear of the ABL (Kirchoff and Kaminsky [75], Irvin et al. [76], Zoumakis [77]) and the length scale of the ABL turbulence (Peña et al. [44], Sathe et al. [71] and Stull [72]).

The effect of atmospheric stability on wake evolution, turbine loads and power production has become an increasingly researched field in academia. A number of studies has documented that there is an influence by the atmospheric stability on turbine loads and power production; this is observed both in measurements (Barthelmie et al. [22], Barthelmie et al. [78], Wharton et al. [79], Schepers et al. [46] and Hansen et al. [49]) and by simulations (Larsen et al. [50], Sathe et al. [71], Churchfield et al. [80], Lee et al. [81] and Lavely et al. [82]). So far, however, few experiments conducted have been designed in such a way that it is possible to separate the effect of atmospheric stability from turbulence intensity. Keck et al. [45] isolated the effect of atmospheric stability by conducting a series of numerical simulations where the atmospheric stratification was varied, but the turbulence intensity level was maintained constant. The results showed that the effect of atmospheric stability requires a more thorough treatment than the standard approach of altering the ambient turbulence intensity levels, and that atmospheric stability influences the wake dynamics even when the turbulence intensity level is kept constant, see figure 2.8 (and figure 5.10). This effect on the wake dynamics stems from the effect of atmospheric stability on the characteristic turbulence length scale of the ABL. According to the fundamental idea of a split in scales, a change in turbulent length scale should modify the distribution of turbulent energy between the wake meandering and the wake deficit evolution for a given turbulence intensity level.
2.3.3 Wind speed, tip speed ratio and turbine induction

The ambient wind speed is important for the power production of the wind turbines, but less important for the wake evolution. It is common practice when presenting wake data to normalize the average wind speed profile in the wake by the ambient wind speed. As long as the turbine operates in such a manner that the induction and the tip-speed ratio (eqs. 2.4 and 2.5) are maintained at similar levels and the ambient turbulence intensity level is comparable, the wind speed distribution in the wake normalized by the ambient wind speed will be similar.

\[
\alpha = \frac{\bar{u}_{\text{amb}} - \bar{u}_{\text{rotor}}}{\bar{u}_{\text{amb}}} \tag{2.4}
\]

\[
\lambda = \frac{\omega R}{\bar{u}_{\text{amb}}} \tag{2.5}
\]

The reasons for including wind speed among the important parameters to characterize wake effects are:

1) For a given site the turbulence intensity is usually negatively correlated to the wind speed, i.e. the lower the wind speed the higher the turbulence. The importance of turbulence intensity for wake evolution has been discussed above, see figures 2.5 - 2.7.

2) Atmospheric stability is less important in higher wind speeds. The ratio of mechanical turbulence to buoyancy driven turbulence increase with higher wind speeds. Resulting in larger M-O length scales and near neutral conditions, see figure 2.9 (Barthelmie et al. [47]).

3) The turbine tip-speed ratio and rotor induction are affected by the wind speed. A wind turbine operates in two characteristically different regions. At wind speeds below a certain threshold value (corresponding to the rated power of the wind turbine, typically ~10-12m/s) the turbine attempts to run optimally to generate as much power as possible from the wind. For modern wind turbines, with the possibility to operate at variable rotor speeds, this typically involves maintaining the tip-speed ratio and the induction nearly constant at optimal levels (typically at ~8 and 0.3 respectively). At wind speeds above the threshold value the turbine controller aims at maintaining rated power. This means reducing the turbine induction, which is achieved by stalling the blades or by pitching towards smaller angle of attack in combination with allowing the tip-speed ratio to fall. The distribution of induction over the rotor governs the local depth of the wake deficit, the magnitude of the shear layer gradients and the turbulence evolution of the wake deficit. Figure 2.10 shows the effect of different turbine induction on the wake deficit evolution.
Figure 2.9: Turbulence intensity and atmospheric stability as a function of ambient wind speed. Courtesy of Barthelmie et al. [47].

Figure 2.10: Comparison of downstream evolution of the azimuthally and time averaged velocity field in the wake of an NM80 wind turbine operating in ambient conditions of 6% turbulence intensity and wind speeds of 6, 10 and 15m/s from left to right.

The rotor induction is also linked to the strength of shed vortex structures through the distribution of lift force over the blades. The vortex structures behind the rotor are related to the radial gradient of circulation, $d\Gamma/dr$, where the circulation is defined as,

$$\Gamma = \frac{cL V_{rel} c}{2}$$

(2.6)

The effect of the tip-speed ratio on the wake evolution in laminar flow can be seen in figure 2.11. Close to the wind turbine rotor the tip vortices are stable structures, but with higher tip-speed ratios the vortex structures are released from the rotor closer together. This leads to early interaction between the vortices, causing them to break down into a distributed vorticity sheet close to the wake-emitting turbine. As the vortex structures brakes down, small-scale turbulence is created in the wake shear layer which adds to the turbulent mixing and recovery of the wake deficit.
Figure 2.1: Wake evolution as a function of wind turbine tip-speed ratio illustrated as iso-contours of vorticity in a set of CFD simulations of the wake behind an NM80 wind turbine in laminar flow. The turbine is operated as tip-speed ratios of 11.78, 7.07, 5.05 and 3.21 (constant tip speed of 70.7m/s and ambient wind speeds are 6, 10, 14 and 22m/s) from the top down. Courtesy of Troldborg [57].

2.3.4 Wind farm effects and wake merging

The interaction of wakes with downstream turbines or other wakes influences the wake evolution process. The term used as two wakes starts to interact with each other is wake merging. A distinction is made between lateral wake merging, where the wakes of two turbines interact in open air, and downstream wake merging where an upstream wake hits a downstream turbine resulting in a combined wake being emitted downstream. Both cases are characterised by non-linear effects due to turbulence interactions between the wakes and non-symmetric combined wake deficits. Barthelmie et al. [47] mentions that there is a direct effect that wake merging limits the wake recovery due to a lower availability of momentum in the air surrounding the wake in lateral direction. The increased level of small-scale turbulence effectively diffuses the wake, creating a wide wake deficit with less severe velocity gradients. These effects have been studied experimentally by Mechali et al. [83] and Barthelmie et al. [47], and numerically by Troldborg [84], Mikkelsen [85].

When considering a wind farm, downstream wake merging can be further separated into full wake merging, referring to flow along the lines of the wind farm, and partial wake merging where the inflow angle results in partial wake operation of the turbines in the wind farm. In full wake merging, Schepers [46] found that the 2nd turbine in the array experienced the deepest wind speed deficit, and that the subsequent turbines experienced a slightly higher wind speed. Vermeulen and Buïjtjes [86] and Buïjtjes [87] found that the turbulence intensity over a row of wind turbines reaches a saturation level after 3-4

DTU Wind Energy PhD-0012 (EN)
rows through wind tunnel experiments. Both the findings regarding the wind speed deficit and the turbulence intensity where confirmed numerically by Keck et al. [39, 45], although the relative depth of the velocity deficit at the downstream turbines was found to be a function of turbine spacing and ambient conditions.

The process of partial wake merging is more difficult to describe in general terms due to the extra degree of freedom associated with the fraction of wake coverage of the downstream turbine. Troldborg et al. [88] studied the loads and wake evolution of a wind turbine operating in half wake conditions numerically. The investigation showed that partial wake operation caused non-symmetrical wakes and also influenced the direction of the wake emitted from the downstream turbine. Barthelmie et al. [47] showed that wind speed deficit at the 2\textsuperscript{nd} turbine was not the deepest in partial wake operation (as seen in full wake operation), instead the power production of downstream turbines continued to decrease inside the wind farm. In terms of loads, Vølund [29] showed that the periodic loads due to the wind turbine blade passing in and out of the wake deficit of the upstream turbines resulted in higher loads than full wake situations.

Another important effect is the interaction between the turbulence in the multiple wakes. An interesting effect occurs in large wind farms. A number of rows into the wind farm, the upstream wakes have merged laterally due to wake expansion and meandering, see figure 2.12. As a consequence, the regions of free stream air between the turbines in the park have been “absorbed” by the wakes. In this situation the horizontal recovery of the wake deficit is reduced and most of the momentum transferred into the wake enters vertically. This effect is referred to as the deep array effect and it has been described by Frandsen [12], Barthelmie et al. [48], Meyer and Meneveau [89], Smith et al. [90], Schlez et al. [91], Andersen et al. [92], Calaf et al. [93]. After a sufficient number of turbines the flow field may be considered to be in equilibrium with the ambient conditions and the wind farm layout. This means that the oncoming flow field to all subsequent downstream wind turbines are statistically the same, which in turn means that the power production and loads of all turbines down the row after will be similar. At this state the wakes gains the same amount of momentum by the vertical flux as was extracted by the closest upstream wake-emitting turbine. As a consequence, turbine efficiency under these circumstances is governed by the vertical momentum flux which is closely linked to atmospheric stability.

![Figure 2.12: Normalized Instantaneous velocity field from a CFD simulation at Lillgrund wind farm. Courtesy of NREL.](image-url)
2.3.5 Turbine hub height

The height of the rotor from the ground level influences the wake dynamics in several ways. First of all there is a direct effect by the proximity to the ground on the wake recovery. The wake recovery occurs primarily due to turbulent transfer of momentum into the wake from surrounding air. If the wake is created close to the ground the amount of kinetic energy available below the wake is limited. As observed by Barthelmie et al. [47] this reduces wake recovery. The most important indirect effect is that the turbulence intensity decreases and the turbulent length scale increases with height (Peña et al. [44]). This will in turn mean that a higher turbine experience more wake meandering, but a lower degree of wake deficit evolution at a given site. Another effect is that the wind shear is less severe with a taller tower, which leads to less effect due to non-axial inflow.

For large wind turbines there is a separate issue that the ABL scaling techniques are not valid as the rotor (or at least part of the rotor) operates outside the region referred to as the surface boundary layer. In the surface boundary layer the total shear stress (the sum of laminar and turbulent shear stress) is approximately constant with height (Schlichting [94]). This approximation is used to estimate the turbulent length and velocity scales, and by extension for estimations of distribution of average velocity and wind shear. The knowledge about the wind characteristics and thereby the turbine loadings and wake evolution are limited outside the surface boundary layer. This matter is further complicated by the fact that the height of the surface boundary layer varies with atmospheric stability. Peña et al. [44] state that the surface layer can vary from as low as 50m in stable conditions to several hundred meters or even kilometres under unstable conditions.

2.3.6 Non-axial inflow due to wind shear, wind veer, slopes and yaw error

Non-axial inflow conditions lead to periodic variation in turbine induction due to the differences in oncoming wind speed and angle of attack over the rotor disc. This reduces overall efficiency of the rotor and creates less severe wake deficits. Typically this will also cause one part of the rotor to have a higher induction, which causes the wake deficit to be less symmetric. Non-axial inflow directions also influence the direction of the shed wakes. From wind tunnel measurements on turbines operating with a yaw error it has been seen that the wake direction deviates more than the inflow angle to the turbine, Medici et al. [65]. This phenomenon is also described by Snel [95]. The effect on rotor aerodynamics by yawed turbine operation has been studied by Schepers and Snel [18], Mikkelsen [96], Sørensen et al. [97] and Shen et al. [98].

Wake rotation combined with the effect of wind shear will cause the wake deficit on the right hand side of the turbine (viewed from the front) to become deeper in the near-wake (Schepers and Snel [18] and Madsen et al. [99]). The wind shear also interacts with the wake shear layer. In the top part of the wake the ABL shear and the wake shear layer is aligned, which will cause an amplified turbulence production. The lower part of the wake ABL shear leads to a reduction in the mean local strain-rate, which in turn leads to a lower turbulence production. This will also influence the velocity and turbulence distribution in the far-wake. As a consequence the assumption of a Gaussian self-similar wake deficit is less correct in flow field with severe shear (Vermeer et al. [6]).
2.3.7 Terrain and Obstacles

Complex terrain and obstacles mainly affect the wake evolution by increasing the turbulence intensity level at a site, see figure 2.13 (Hattori and Nagano [100], Summer et al. [101], Jimenez et al. [102] and Helmis et al. [103]). The current IEC standard, [11], via the Frandsen model of equivalent turbulence [12] includes a first order correction to incorporate the effect by scaling the ambient turbulence by 15% when the complex terrain criteria are fulfilled.
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*Figure 2.13: turbulence generated around an obstacle. Courtesy of Hattori and Nagano [100].*

2.3.8 Mesoscale effects

Mesoscale effects refer to the meteorological conditions or systems which are on a smaller scale than the large scale synoptic weather systems. The mesoscale phenomena are commonly of length scales of 10-100km and time scales of a few hours to a day. They are created by air flow interacting with large terrain formations such as ridges, gaps or channels in mountains or large terrain slopes, or by local heating or cooling of the surface relative to the flowing air. Many of the effects are complex combinations of topography, wind speed, turbulence, and atmospheric stability.

As discussed by Hunt [104] mesoscale effects can have a strong influence on wind farm dynamics. It is difficult to generally characterize the effect of mesoscale phenomena on wind turbines and wind turbine wakes as there are such a large variety of possible situations and effects. Helmis et al. [103] and Politis et al. [21] showed that large terrain formations do not only affect the mean wind speed and turbulence; it may also cause negative shear, wind veer and non-linear effects to the wake evolution.

The mesoscale effects can be divided into being predominantly driven by terrain or by thermal effects, but often they are a combination of both. Two examples of terrain effects which influence mesoscale wind conditions are flow facing a steep mountains ridge (figure 2.14) and flow entering a large downslope from a higher altitude (figure 2.15). Both situations lead to regions of high wind speeds, severe wind shear and a significant increase in turbulence.
Figure 2.14: Flow facing a coastal mountain ridge. Left shows the topography (courtesy of Google earth) and the right figure shows a top view of the velocity distribution from a WRF-LES [105] simulation (courtesy of Vestas wind systems) where the wind direction is from the ocean. Clear streaks of high and low wind occur close together in the flow pattern over the ridge. This will generate a large amount of turbulence over the high plateau behind the ridge.

Figure 2.15: An example of downslope acceleration simulated using WRF-LES [105] (courtesy of Vestas wind systems). Top figure shows the topography (courtesy of Google earth), the bottom figures show the wind speed distribution as the air accelerates down the slope. Warm colours indicate higher wind speeds. The left figure shows the flow field in a vertical cross section and the right bottom figure shows the wind speed distribution from a top view. In the top view the increased turbulence in the flow after the acceleration in the bottom right corner.
A typical combinatorial effect of terrain and atmospheric stability is up and downslope flow at low wind speeds (figure 2.16). These conditions can create situations of negative and sometimes severe wind shear. In extreme cases, downslope wind under stable conditions can lead to regions of concentrated high wind speeds situated close to ground level (a few tenths to a few hundred meters up), this phenomena is called low level jets and can cause large damages to wind farms.

Another example of combinatorial effects of terrain and atmospheric stability is the flow of a hill which is narrow in the direction perpendicular to the flow. If the hill is sufficiently low, a stable atmosphere will create a large speed-up over the hill (figure 2.17a), and create a wave pattern known as Martin de Vivies wave pattern downwind of the obstacle (figure 2.18a). A neutral (or unstable) atmosphere would create a smaller speed-up on the top (figure 2.17b). However, if the hill is too high (the critical height is a function of the wind speed, atmospheric stability and the height to width ratio) the flow will go around the hill (figure 2.17d), creating von Karman vortex streets without generating a speed-up on top of the hill (figure 2.18b).

Figure 2.16: Schematics description of down (left) and up (right) slope winds which is a combinatorial effect of terrain slopes and atmospheric stability. These types of flow often generate situations of severe wind shear.

Figure 2.17: Schematics description of flow over/around an obstacle.
There are also a number of thermal systems influencing the local climate. The most common which occur in coastal regions is the sea/land breeze cycle illustrated in figure 2.19. This cycle is driven by the difference in temperature close to the surfaces occurring when the sun radiation differentially heats the land and water due to their heat capacities. During the day the land heats up faster than the water causing the warm air over land to rise. The rising air creates a low-pressure which generates a wind from the ocean close to surface level. Higher up the atmosphere air is transported out towards the sea, closing the circulation cell. At night the reverse circulation occur as the sea water cools down slower. This may lead to a narrow windrose, and is therefore important to consider in wind farm design.
3 Review of wind turbine wake modelling

The ability to accurately model wind turbine wakes and the wake interactions with the surrounding topography and the ABL is an important aspect of individual wind turbine design and micro siting. The field of wake modelling can be divided into near-wake and far-wake applications. Near-wake modelling targets individual turbine design without including wake effects of surrounding turbines. Examples of near-wake design and research topics are: aerodynamic performance of the rotor (i.e. modelling the rotor induction), nacelle and spinner design and nacelle anemometry. The objective in far-wake modelling is to capture loss of production and increase in loads of wind turbines operating in a wind farm, see figure 2.2. Improved far-wake modelling capability enables improvements in wind farm design and the development of wind farm control strategies to reduce the loss of power and the wake induced loads. Furthermore, it will also enable the components of the individual turbines to be design based on loads which correspond better to the loads experienced by turbines situated inside a wind farm.

In numerical modelling it is necessary to compromise between model fidelity and computational time. This is particularly true for wind turbine wake modelling due to the large differences in turbulent length scales influencing the wake dynamics. Reduction of wake model complexity is commonly achieved by reducing computational domain and/or temporal and spatial resolution and, depending on the application, simplifying the underlying physics. These model simplifications have to be made with careful consideration to the physical effects and detail level required for the particular model application.

As a consequence of the complexity of wake modelling and the wide range of wake modelling applications, there are a variety of specialized wake models designed to tackle specific wake problems. The available wake models can be categorized based on fidelity classification.

3.1 High fidelity models

Many applications require a high level of detail in order for the results to be reliable. In general this is the case for applications in the near-wake as vortex shedding from the blades or the initial interaction between atmospheric turbulence and the wake are of interest. Models of this type include few model assumptions, however, as a consequence they are generally too computationally expensive to use in industrial applications for large scale problems. Instead, the usage is research oriented, where relatively few interactions are conducted and high computational times are acceptable to ensure that the relevant physics is well represented. The results are typically used to gain insight to flow phenomena close to the rotor and in the near-wake, or to calibrate and validate lower order wake models for far-wake modelling.

The flow field of current high fidelity models is based on the N-S equations. For accurate representation of the turbulence structure and length scales in the wake, the turbulence is often resolved by the large eddy simulation (LES) method (Pope [106]) or by a hybrid of Reynolds Averaged Navier Stokes (RANS) and LES method. However, also, eddy viscosity closures of turbulence in RANS calculations are frequently applied. Direct numerical simulations (DNS) are still not feasible to use for wind turbine wakes due to the high computational demand (see chapter 4).
In terms of rotor representation, the most straightforward approach is to model the rotor geometry as solid boundaries in the CFD domain. The benefit of doing so is that very few assumptions need to be made. The geometry of the blades is used to find the pressure distribution lift and drag distributions around the airfoils, and the complex three-dimensional effects are accounted for directly in the simulation. The drawback is the high mesh requirement to resolve the boundary layer and to predict the stall characteristics and rotational effects of the blades. Resolving the boundary layer on the blade using an LES approach is computationally expensive, and commonly full rotor simulations require the researcher to use unsteady RANS (URANS) or hybrid RANS-LES, where an eddy viscosity model is used close to the surface. For research aimed at near-wake, or even single wake evolution, this is an expensive but feasible approach with modern computational resources. Examples of wake investigations conducted with full rotor simulations are the work of Sørensen et al. [33], Zahle and Sørensen [107, 108], Réthoré et al. [109], Wussow et al. [110] and Hahm et al. [111]. However, for high fidelity representation of the wake interactions with the ABL or multiple turbines in wind farms, the use of physically represented rotors is still too computationally expensive to be practical. Furthermore, it is usually necessary to resolve turbulence by LES representation to accurately capture the effect of the wide range of turbulent length scales present when the wake interacts with the ABL and downstream turbines. This led to the development of the actuator line (AL) model (Sørensen and Shen [112]). The AL model is based on representing the wind turbine rotor as three rotating lines, each containing body forces to capture the influence of the individual blades on the oncoming flow. The body forces are based on local inflow conditions and tabulated blade profile data, allowing for accurate calculations of the rotor forces without resolving the boundary layer on the blades. As a consequence, the AL method is (at least) an order of magnitude less computationally expensive compared to full rotor representation. Due to the relatively low computational demand and high fidelity wake dynamics, this method has grown in popularity the last few years and a large number of wake research projects has been conducted by Shen et al. [98], Porté Agel et al. [113], Mikkelsen et al. [85, 96], Troldborg et al. [57, 88], Ivanell et al. [114], Jimenez et al. [115], Réthoré et al. [109], Keck et al. [36, 45], Andersen et al. [92] Churchfield et al. [80], and Lee et al. [81]. As this model has been used to conduct numerical experiments for low-fidelity model development in this work, a description is given in chapter 4.

3.2 Medium fidelity models

The medium fidelity models include most of the underlying wake physics, but the complexity is reduced by simplification of features less important for the application. An example is the use of time averaged physics to represent the wind turbine by the actuator disc method (well described by Mikkelsen [96]) when studying far-wake dynamics. This formulation does not represent the details of the near-wake or the vortex structure, but the physics in the far-wake and the average rotor induction is captured with acceptable accuracy. In academic research models of this kind are typically used for large clusters of wind turbines (Ivanell et al. [116], Steinfeld et al. [117], Calaf et al. [93], Migoya et al. [118]) or for investigations with a large design space (Madsen et al. [119], Smaili and Masson [120], Keck [121]). Sarlak et al. [122] and Steinfeld et al. [117] applied an AD model to study intra wind farm effects. In industrial applications these models serve as a higher fidelity option where higher detail level is required than available through the engineering models. Examples of applications could be turbine siting in complex situations (terrain, obstacles), forensic study of a wind turbine, or the effect on rotor induction as a consequence of turbine design modifications.
Like the high fidelity models most applications of medium fidelity models are based on the N-S equations, but typically less expensive methods for modelling the turbulence are used such as coarse LES, URANS and time averaged simulations using RANS. However, free wake models based on vortex segments of panel methods is also commonly used. This method is based on modelling the vortex structures of the wake and finding the inviscid flow field by using the Biot-Savart integral. The benefit of this kind of method is computational speed and ability to computationally effectively find rotor induction and near-wake flow field. The main drawback is that the wake recovery is not included in the model, making it difficult to apply for far-wake simulations. In order to be useful in far-wake calculations panel methods needs to be coupled to a viscous model to include turbulent mixing effects. Examples of such applications are Xu and Sankar [123] and Voutsinas et al. [124]. A more thorough review of vortex wake modelling is given by Vermeer et al. [6] and Sorensen [34].

3.3 Low fidelity models

Fast tools are needed for standard industrial applications related to turbine, wind farm and controller design. An average loads or siting engineer conducts on the order of 10,000 ten-minute simulations per day. This means that the engineering models need to have a computational time on the order of one second per case to be applicable. As a consequence, the engineering models are based on some form of reduced order physics to maintain manageable computational time. Due to the simplified physical description most engineering models are not applicable for use in the near-wake region.

The low fidelity wake models are either based on reduced formulations of the N-S equations, analytical approximations or empirical observations. Since the models in this model segment are based on simplified physics, the range of applicability of each model is relatively small. This in combination with the fact that the wind industry to a large extent use engineering models in the design processes, has led to the need for a large number of models. This brief overview will only mention the most common models and the ones most relevant for the research conducted.

3.3.1 Blade Element Momentum model

The most common engineering model is the Blade Element Momentum (BEM) model developed by Glaucert [125], which is still the industry standard for calculating rotor induction, aerodynamic performance and turbine loads. The basis of the model is a steady-state control volume conservation of mass, momentum and angular momentum. The major assumptions made are 1) half the far-wake induction is realised at the rotor plane, 2) the wake is axisymmetric, and 3) there is no radial flow, which effectively means that the induction can be modelled by annulus. Phenomena which the original BEM theory cannot account for are handled by engineering models, such as:

- Finite number of blades and flow around the tip (Shen et al. [126])
- Break down of BEM theory at high induction (Glaucert [127] and Buhl [128])
- Dynamic stall (Oye [129] and Hansen et al. [130])
- Dynamic and oblique inflow and wake inertia (Snel and Schepers [95])
- Tower influence (Bak et al. [131])

The BEM theory is well described by Hansen in “Aerodynamics of Wind Turbines” [132] and the Wind Energy Handbook by Burton et al. [133].
3.3.2 The Jensen model

The most popular model for estimating the power production of turbines placed in wind farms is the Jensen model (Jensen [134]). This model was later extended by Katic et al. [135], and is therefore sometimes also referred to as the Katic model. The Jensen model is based on conservation of the momentum deficit in the wake caused by the wind turbine. There are two main assumptions which drastically simplify the calculations; 1) the wake is assumed to have a uniform wind speed in cross flow direction and 2) the wake expands radially with downstream distance according to a fixed model coefficient “k”. For the model to give accurate results the k-coefficient should be a function of oncoming turbulence intensity and atmospheric stability according to Duckworth and Barthelmie [19] and Albas [136]. The wake deficit is formulated as,

\[
U_{\text{wake}} = 1 - 2a \left(1 + 2k \frac{X}{D}\right)^2
\]

(3.1)

\[
D_{\text{wake}} = \sqrt{D_{\text{WTG}}^2 + (D_{\text{WTG}} - D_{\text{amb}})U_{\text{amb}}} / U_{\text{wake}}
\]

(3.2)

where \(U\) and \(D\) refer to the velocity and the diameter. The subscripts \(\text{wake}, \text{WTG}\) and \(\text{amb}\) refer to values of \(U\) and \(D\) taken at a downstream wake location, the turbine position and in the ambient flow.

Multiple wake deficits are modelled by conservation of the total momentum deficits at each downstream position,

\[
\left(1 - \frac{U_{\text{wake}}}{U_{\text{Amb}}}\right)^2 = \left(1 - \frac{U_{\text{wake,1}}}{U_{\text{Amb}}}\right)^2 + \left(1 - \frac{U_{\text{wake,2}}}{U_{\text{Amb}}}\right)^2
\]

(3.3)

3.3.3 The Frandsen model

The Frandsen model of effective turbulence (Frandsen [12]) is the current IEC 61400-1 industry standard for increased turbine loads due to wake operation ([11]). This is a semi-empirical model, where the effects on a wind turbine operating in wake conditions is described as an increase of the oncoming effective turbulence intensity based on parametric scaling. The parameters taken into account are the ambient turbulence, the distance to the closest wake-emitting turbine and first order corrections for complex terrain and park effects. The effective turbulence is found by averaging the wake effects and incoming ambient turbulence over all inflow direction based on the site specific wind rose. The effective turbulence should not be thought of as a physical description of the turbulence (i.e. fluctuating wind speeds), but rather as the magnitude of free stream turbulence which induce the same loads on a specific component. This means that the effective turbulence for the same turbine is different for different components. This effect is taken into consideration by including the Wöhler exponent in the calculation of the effective turbulence. The purpose is to capture the fact that the different materials of the components are more or less sensitive to fatigue loading resulting from wake operation.

3.3.4 WASP

WASP (the Wind Atlas Analysis and Application Program) is a software package developed by Risø-DTU to model wind resource for micro siting of wind turbines (WASP [137], Mortensen et al. [138]). The flow model is based on the linearized N-S equations (Corbett et al. [139]). This allows for fast numerical simulations in large computational domains. An issue raised is the performance in complex terrain and turbine wakes, where the non-linear terms are important for accurate flow representations (Berge et al.}
Wind farm production are estimated based on the Jensen model (Jensen [134], Katic et al. [135]), or from the Frandsen model for wind farm boundary layer build-up (Frandsen et al. [141, 142]) corrected for atmospheric stability by Larsen et al. [143]. A recent addition to the WASP software is the FUGA park model, developed by Ott et al. [144], also based on the linearized N-S solution designed for modelling offshore wind farms. This model is claimed to be five orders of magnitude faster the conventional CFD and is shown to give good approximations of power predictions in wind farms. A drawback of using linearized steady-state equations is that dynamic effects such as wake meandering are not captured by the models and the wake deficit in multiple wake situations tend to become too deep as linear superposition of wake effects are used.

3.3.5 The Dynamic Wake Meandering model

The DWM model is developed with the ambition of achieving a fast low fidelity wake model where the key features affecting power production and loads of a turbine in wake operation are modelled in a physically consistent manner. Based on field observations together with physical and numerical experiments; the wake deficit evolution, the increased turbulence level in the wake and the large scale meandering have been identified as the most important effects. A fundamental assumption of the DWM model is the split in scales (described in chapter 2) which results in the decoupling of the wake deficit evolution in the MFoR from the wake meandering. Furthermore, the split in scales also govern how the wind turbine wake is coupled to the ambient turbulence. Turbulent eddies smaller than 2D is assumed to influence the wake deficit evolution and larger scales to affect the wake meandering. The first version of the DWM model was developed by Thomsen and Madsen [13] at Risø-DTU in the year 2003. Thereafter continues research efforts have been conducted at Risø-DTU to further develop and improve the model to reach a maturity level where it is applicable to use in industrial applications. An overview of the early research activities is given by Larsen et al. [10, 145]. In 2008 the DWM model was implemented into the in-house aero-elastic tool HAWC2 at Risø-DTU. The next year a comprehensive research article describing the DWM model version included in HAWC2, including numerical calibration against actuator disc and line calculations, was published by Madsen et al. [32]. This implementation of the DWM model serves as the baseline for the research presented in this thesis. The workflow of the DWM model can be seen in figure 1.2. The inlet condition is based on the ambient wind speed and turbulence together with the turbine specific induction profile. The wake deficit is based on a steady-state solution to the thin-shear layer approximation of the Navies-Stokes (N-S) equations as proposed by Ainslie [62, 63]. Wake meandering is included by a method derived from the passive tracer analogy by Larsen et al. [52]. Finally, Wake-added turbulence, affecting the loads of the downstream rotor, is implemented by an empirical formulation based on the local depth and the radial gradient of the wake deficit derived by Madsen et al. [41]. The governing equations and the numerical solution method are described in details in chapter 6.
Access to reliable high resolution reference data is vital in the process of developing lower order models. The first step of model development is to study the physics of the problem to gain an understanding of the fundamental processes to be described, and their dependence on ambient conditions. This commonly includes studying the processes by data mining, theoretical descriptions and higher-order models. Once the underlying processes are sufficiently documented and understood, a lower-order model can be formulated to mimic the most important features of the problem. After the ansatz of the lower-order model is formulated, reference data is also commonly used to calibrate some model parameters or constants in the model, and finally for model validation.

In this research the objective is to further develop an engineering model capable of modelling the evolution of wind speed and turbulence distribution in a wind turbine wake. The use of full scale measurements as reference data in the development of such a model is important but often of limited use. In the initial phase of investigating the wake physics there is a requirement of high temporal and spatial resolution of the flow field in the wake. Furthermore, it is difficult to isolate the effect of a single parameter in full scale measurement. To do so requires long and costly measurement campaigns with heavily instrumented turbines and metrological masts, where all relevant aspects to the wake dynamics is measured, to enable binning of the data to separate various effects. A further complication is that a specific site only offers limited variation of wake distances and surface roughness, which also leads to a few combinations of wind speed, turbulence intensity, wind shear and atmospheric stability as these ambient conditions are closely correlated. The same argument can be made for using field data for model calibration; it is difficult, time consuming and costly to achieve the detail required in terms of spatial and temporal resolution as well as the effect of the various ambient variables influencing the wake dynamics.

The main use of full scale field data in wake model development lies in the validation stage. In the model validation stage it is possible to perform high quality measurements of aspects captured by the wake model over a relatively short time period. The main difference in the use of field data in model development and in model validation, is that in the latter the inlet condition for the computational model can be selected based on the field data. This significantly reduces the measurement periods required.

The discussion above motivates the use of model driven development for wind turbine wake models. The use of CFD modelling to study the wind turbine wake dynamics and its evolution over a row of wind turbines has many benefits compared to field measurements. It is possible to define the specific numerical experiments required for the investigation, as numerical modelling offers full control of the topography, wind farm layout and inlet boundary conditions. This makes it possible to isolate the effect of a physical parameter and to conduct structured reference data acquisition campaigns according to design of experiment (DOE) schedule to capture variable interaction. This gives the researcher the ability to plan the time required to achieve a desired database. Furthermore, CFD model offers unparalleled spatial and temporal resolution which allows for very detailed investigations of turbulence
characteristics such as energy spectra or length scales in all directions. Similar arguments for model driven development when studying wind turbine wakes have been expressed by Sørensen [34], Troldborg [57] and Sanderse [59].

However, there are possible pitfalls associated with using CFD models as reference data sources in the development of low-order models. In all CFD models for industrial applications there are a number of model assumptions made. Common areas of simplifications are to reduce the physical effects included in the governing equations (as an example the buoyancy or Coriolis effects are often neglected), simplify the representation of geometries, the use of wall functions to represent the flow close to physical boundaries, or the use of symmetry or cyclic boundary assumptions to reduce the computational domain. An important model aspect that is subject to model simplifications in wind turbine wake dynamics is the representation of turbulence. To use the N-S equations directly by resolving all length scales of the flow (commonly referred to as direct numerical simulations, or DNS) is not a feasible as this would require a cell resolution fine enough to resolve the Kolmogorov micro scale of the flow $\sim 10^{-6}$ m. Therefore all applied CFD modelling use some form of averaging of the turbulence to avoid the resolving the small-scale fluctuations. As a consequence of the model assumptions, the results of the CFD models must always be critically evaluated based on the model limitations induced by the assumptions.

In the conducted research project most of the reference data has been generated using the EllipSys3D AL model. The EllipSys3D AL model and the model simplifications made are described in the next sections. The first section motivates the need for the model simplification based on a turbulent length scale perspective. The following sections contain the technical description of the methods applied and a summary of the "Synthetic Atmospheric Turbulence and Wind Shear in Large Eddy Simulations of Wind Turbine Wake" article (Keck et al. [36]) describing a validation campaign of the turbulence evolution in the EllipSys3D AL model to field- and wind tunnel data.

### 4.1 Model simplification due to length scale considerations

The main difficulty in using CFD models for wind turbine wake modelling is to reduce the complexity to achieve manageable computational requirement while maintaining acceptable accuracy of the results. As previously mentioned, the use of DNS techniques would require a computational grid fine enough to capture turbulence scales on the order of $\sim 10^{-6}$ m. If a full wind farm in the ABL were to be simulated using such a fine grid it would result in a computational grid on the order of $\sim 10^{30}$ grid points. As a reference it can be mentioned that a modern super computer requires on the order of one month’s time to perform a CFD simulation of $\sim 10^{10}$ grid points. The use of DNS simulations are thereby clearly unfeasible for wind farm simulations for long time to come. Therefore, all applied CFD modelling use some form of averaging of the turbulence to avoid resolving the small-scale fluctuations.

#### 4.1.1 Turbulence modelling

There are two fundamentally different methods to averaging the N-S equations, Reynolds averaging and spatial averaging. If the N-S equations are Reynolds averaged (as in RANS modelling), all turbulent scales are modelled via some turbulence closure. As a consequence, the fluctuations in wind speed due to turbulence are not resolved and only the effect of turbulence on the mean flow field is considered by keeping track of a transport equation for the amount of turbulent kinetic energy. If the turbulence is spatially filtered, on the other hand, the instantaneous wind speed is calculated as an average over
some computational volume. As a consequence, turbulence of length scaled larger than the averaging volume is physically resolved directly via the N-S equations. The scales smaller than the averaging volume, called the sub-grid scales (SGS), are modelled by a turbulence closure as in RANS modelling. The method is the basis of the large eddy simulation (LES) technique. In practice the averaging volume is the size of the computational cell.

The main difference between the two methods lies in how the turbulence is treated. The RANS modelling approach does not resolve the turbulent fluctuations. Consequently, RANS simulations suffer from limited ability to model the influence of turbulence of different length scales. As this is a very important effect when modelling wind turbine wake dynamics in the ABL, the computationally more expensive LES technique has been applied in the conducted research.

In relations to DNS modelling, the main idea of employing the LES method is that instead of resolving all scales of the turbulence, it is sufficient to resolve the scales which are relevant to the studied flow. The strength of the LES approach lies in the fact that small-scale turbulence is easier to model, as all the smaller scales of turbulence behave in a similar manner for most problems. The LES method is particularly appropriate for problems of high Reynolds number where an internal sub-range exist, Davidsson [146]. In these cases the computational grid should be made fine enough to resolve the turbulent energy into the inertial sub-range, where turbulence is highly isotropic and the energy spectrum assumes the -5/3 slope (Schicting [94]), to ensure high accuracy with a simple eddy viscosity closures for the SGS stresses.

Let us consider the problem of simulating the flow through a typical wind farm using LES. The largest length scale of the problem is the atmospheric turbulence ~10^4 m and the smallest scale of the problem is defined by the boundary layer on wind turbine blade ~10^-3 m. This means that the resulting computational mesh would contain ~ 10^11 cells to represent all relevant scales in the wind farm. This is still several orders of magnitude too high to handle with the current computational capacity.

4.1.2 Application of the actuator line method

To reduce the computational demand further some simplifications to the physics is required. First the wind turbine is represented using the AL model. The AL model (described in detail later in this chapter) is based on tabulated blade properties and thus do not require the boundary layer of the blades to be resolved in order to find the rotor forces. This increases the size of the smallest relevant scale of the problem from the boundary layer length scale ~10^-3m to the length of the airfoil width ~10^-1m. A grid resolution study conducted by Keck et al. [37] concluded that the computational cells of ~10^-1m is sufficient to capture turbulence scales relevant to wind turbine wakes in atmospheric flows in an LES calculation.

4.1.3 Application of synthetic ABL shear and turbulence

The second simplification is aimed at reducing the need to physically represent the largest scales of the problem. This is achieved by imposing artificial atmospheric turbulence and wind shear by distributed volume forces inside the computational domain (described in detail later in this chapter). As a consequence, the size of the wind farm dictates the computational domain instead of the size of the largest relevant scale in the ABL. If only a few turbines are to be simulated, this method allows the domain to be reduced to ~10^3 m.
A further benefit of imposing the turbulent fluctuations close to the row of turbines is that local grid refinements can be used without loss of modelling fidelity. This means applying the \( \sim 10^0 \) cell size in a region close to the turbines and the wake. Considering a domain shaped like a cube, the grid refinements would be required in approximately \( \sim 1\% \) of the domain. The computational grid outside the refinement can be very coarse, and therefore be considered neglectable in this high level estimation. As a consequence this reduces the computational expense by a factor \( \sim 10^2 \).

When all the simplifications described above are applied to a wind farm simulation, the computational grid can be reduced from the initial \( \sim 10^{30} \) to \( \sim 10^{10} \) grid points. In this work most simulations have been conducted over single turbines or rows of turbines resulting in computational grids on the order of \( \sim 10^7 \) to \( \sim 10^8 \) grid points.

### 4.2 Actuator line model

The fundamental idea behind the AL method is to model the turbine rotor as three rotating lines containing distributed body forces, \( f \), in the unsteady incompressible N-S equations, eqs. (4.1) and (4.2).

\[
\frac{dV}{dt} + V \cdot \nabla V = -\frac{1}{\rho} \nabla p + \nu \nabla^2 V + \frac{f}{\rho} \tag{4.1}
\]

\[
\nabla \cdot V = 0 \tag{4.2}
\]

The main benefit of the approach is that no physical rotor boundaries, or their resulting boundary layers, needs to be resolved to get an accurate representation of the aerodynamics forces of the blades. The body forces are applied at the AL nodes distributed radially along the three lines. The forces are calculated based on local inflow condition at the AL nodes and tabulated blade data in a blade element momentum (BEM) approach, see figure 4.1.

\[\text{Figure 4.1: shows the properties used to calculate the contribution of the local airfoil section, } L \text{ and } D, \text{ to the AL forces in the global coordinate system, } F_N \text{ and } F_T.\]

The local inflow conditions to the AL node are calculated by finding the inflow angle to the plane of rotation, \( \varphi \), the local angle of attack, \( \alpha \), and the relative velocity at the AL nodes using eqs. (4.3) - (4.5).
In these equations, $\Omega$ is the angular rotation of the rotor, $V_z$ and $V_\theta$ is the rotor normal and azimuthal wind speed taken from the global flow field at the actuator node positions, and $\gamma$ is the local pitch angle of the blade. The lift and drag forces in the airfoil coordinate system, $L$ and $D$, is found by eq. (4.6),

$$L, D = \frac{1}{2} \rho V_{rel}^2 c (C_L(\alpha), C_D(\alpha))$$

where $\rho$ is the air density, $c$ is the chord length and $C_L$ and $C_D$ is the local lift and drag coefficients. A geometrical transformation of the local blade forces gives the forces in rotor coordinate system, eqs. (4.7) and (4.8).

$$F_r = L \sin(\varphi) - D \cos(\varphi)$$

$$F_n = L \cos(\varphi) + D \sin(\varphi)$$

As a last step the forces at the AL nodes are distributed onto the computational grid. To ensure numerical stability the forces from the AL nodes are applied in a smooth manner using a three-dimensional Gaussian smoothing function eq. (4.9).

$$\eta(d) = \frac{1}{\sqrt{\pi^2 \Delta \rho^2}} e^{-\left(\frac{d}{\rho}\right)^2}$$

In this equation $\eta$ is the three-dimensional Gaussian kernel, $d$ is the distance to the actuator node and $\rho$ is the force regularisation parameter (corresponds to $\sigma \sqrt{2}$ of a 3-dimensional Gaussian distribution) which governs the translation between forces at the AL nodes and the computational grid. $\rho$ was given the value of two mesh elements, as suggested by Troldborg [57]. The volume force experienced at a cell in the computational grid due to the ALs can be expressed by eq. (4.10),

$$f = \frac{1}{\Delta V} \sum_{i=1}^{n} F(\varphi) \otimes \eta(d_i) \, ds$$

where $F$ is the local force per m of an AL segments, $ds$ is the length of the AL segment, $d_i$ is a measure of the distance from the cell centre to the $i$th actuator line which is used to give the force contribution by the Gaussian kernel, $\eta$. $\Delta V$ is the volume of the computational cell. The integration is performed along the blades to includes all AL segments and the summation is preformed over the (three) rotor blades.

4.3 Synthetic modelling of atmospheric wind shear

The atmospheric shear and turbulence is generated using the approach proposed by Mikkelsen et al. [147] and Troldborg et al. [148]. Both the mean vertical wind shear and the ambient atmospheric turbulence are modelled by distributed momentum sources in the calculation domain, i.e. $f$ in eq. (4.1).
The method for modelling wind shear can be described as an immersed boundary technique, where volume forces are distributed in the entire domain to give a prescribed arbitrary wind shear profile. The desired wind shear profile may be given in tabulated form including wind veer or as is most common, by a power law coefficient, $\alpha$, a reference wind speed, $U_{amb}$ and a reference height, $H_{hub}$, eq. (4.11).

$$U(z) = \begin{cases} U_{amb}(c_1 z^2 + c_2 z) & z \leq \Delta \\ U_{amb} \left( \frac{z}{H_{hub}} \right)^\alpha & z > \Delta \end{cases}$$

(4.11)

The model coefficients, $c_1$ and $c_2$, are used to control the near wall treatment at distances below $\Delta$. The near wall limit, $\Delta$, is usually taken to be equal to height ten grid cells. The actual turbulent wall boundary layer is not resolved as would be typical for wall bounded flows. Instead, equidistant mesh is preserved near the wall and the velocity profile is prescribed using a numerically well posed parabolic fit.

The description of the desired wind shear profile is used as input to a precursor calculation executed in an empty domain. The calculation of the forces is based on the discretized form of the volume integrated N-S equations, eq. (4.12).

$$A_p V_p^{t+\Delta t} + \sum_i A_i V_i^{t+\Delta t} = S_p + f_p$$

(4.12)

The subscript $p$ refers to the studied computational cell and the subscript $i$ refers to the neighbours of the studied computational node. $V$ is the velocity component in the studied direction and $A$ is the weighting coefficients. $S$ is the source term containing the pressure gradient force and body forces, and $f$ is the added body force included to yield the desired velocity. By rearranging the terms in eq. (4.12), and replacing the velocity at $p$ by the desired velocity $U(z)$ from eq. (4.11), an equation for the force to apply at cell $p$ can be found, eq. (4.13)

$$f_p = A_p U(z) + \sum_i A_i V_i^{t+\Delta t} - S_p$$

(4.13)

The calculation in the empty domain is run until a steady converged flow field is reached, and the corresponding force field is stored and used later in the AL calculations to include effects of wind shear.

### 4.4 Synthetic modelling of atmospheric turbulence

The atmospheric turbulence is modelled by imposing fluctuating volume forces in a plane located upstream of the rotor. The forces are found via prescribed three-dimensional velocity fluctuations, generated with the Mann turbulence model (Mann [42, 43]). The grid used to generate the Mann turbulence does not generally match the CFD grid used in the LES simulation (for practical reasons the Mann grid is usually coarser). As a consequence the fluctuations at the location of the nodes in the CFD grid are found by interpolation in the Mann turbulence box. The Interpolation is carried out in two-dimensions in-plane due to the difference in resolution or location of the nodes, but also between the planes of the Mann turbulence box as the Mann planes are generally not aligned with the location of the turbulence plane in the CFD grid. A consequence of the interpolation process is that less turbulence is realized in the CFD domain than prescribed by the imposed synthetic turbulence in the high frequency part of the turbulence spectra (this is shown in figure 4.3). To compensate for the reduced turbulence due to interpolation the velocity fluctuations are scaled by a turbulence amplification factor, eq. (4.14),
\[ u_i' = u_{i,Mann} C_{turb\,amp} \]  \hspace{1cm} (4.14)

in which \( u_i' \) is the turbulent local velocity fluctuation in direction \( i \) and \( C_{turb\,amp} \) is the turbulence amplification factor. The fluctuations are introduced to the CFD simulation as volume forces according to one-dimensional momentum theory, eq. (4.15).

\[ f_i' = m_A e^{\frac{d u_i'}{dt}} \]  \hspace{1cm} (4.15)

Here \( A \) is cross-sectional area of the cell in the computational grid, \( \rho \) is the air density and \( m \) is the local mass flow through the cell. As with the force terms of the AL model, the forces need to be introduced into the CFD calculations in a smooth manner to maintain numerical stability. The forces are therefore distributed in the flow direction by a one-dimensional Gaussian smoothing function. The regulatory distributions parameter, \( \varepsilon \), is selected to have the same value as in the AL force smearing and is thus equivalent to two grid cells. The volume force experienced at a computational cell in the computational domain is described by eq. (4.16),

\[ f = \frac{1}{\Delta V} f' \otimes \frac{1}{\varepsilon \sqrt{\pi}} e^{-(d/e)^2} \]  \hspace{1cm} (4.16)

where \( d \) is the distance in flow direction from the centre of the computational cell to the node in the turbulence plane causing the fluctuating force, and \( \Delta V \) is the volume of the computational cell.

### 4.5 Post-processing of actuator line data

The LES AL simulations are used to study the wake dynamics to enable further development and calibration of the DWM model. A key assumption in the DWM model is that there is a split in the effect of ambient turbulence of different length scales. Small-scale turbulence is assumed to affect the wake deficit evolution in the MFoR, and large scales dictates the wake meandering. The methods to model these two effects in the DWM model are separated and assumed independent of each other. The wake deficit evolution, without meandering effects, is governed by the steady-state thin shear layer equations and is a function of input conditions and downstream position. The dynamic large scale effects of wake meandering is superimposed on top of the resulting wake deficit. In order to validate these two components of the DWM model individually the dynamics of the wake meandering needs to be extracted from the AL simulations.

Wake meandering is defined as the stochastic movements of the wake deficit due to large scale turbulence. In this work the wake meandering is quantified as the standard deviation of a time series of the wake centre position. The wake centre position is found by calculated the centre of gravity (COG) of the wind speed deficit as proposed by Mikkelsen et al. [149]. The procedure of calculating the COG starts by analysing high resolution and high frequency data in planes perpendicular to the mean flow direction, in this work 10Hz data of 0.04R in-plane resolution is used. The wind speed deficit is filtered by a threshold value, \( C_{Threshold} \) to reduce the effect of small-scale turbulence by eq. (4.17).

\[ \hat{U}_{Def} = \begin{cases} 
0, & \frac{(U(z)-u)}{u(z)} < C_{Threshold} \\
\frac{(U(z)-u)}{u(z)}, & \frac{(U(z)-u)}{u(z)} \geq C_{Threshold}
\end{cases} \]  \hspace{1cm} (4.17)
where $u$ is the instantaneous local axial velocity from the EllipSys3D calculation, $U(z)$ is the imposed mean shear as a function of height. The COG is calculated by integrating the filtered deficit in a circular region around the centre line of the wake (i.e. the axis that starts at the hub of the turbine) and two rotor diameters in radial direction, eq. (4.18)

$$\text{COG}_i = \frac{1}{A_i} \int_{0}^{2\pi} \int_{r_i} \text{def} \, r \, dA$$

(4.18)

Where the subscript $i$ indicate if lateral or vertical meandering is studied, $r_i$ is the location of the filtered deficit value and $A$ is the total integration area.

Knowing the wake centre position at each time step enables for a detailed study of the wake deficit evolution in a Lagrangian coordinate system, i.e. following the wake centre. This is referred as the wake deficit in the MFoR. To be directly comparable to the DWM deficit module, the wake properties are averaged in azimuthal direction over angular segments of thickness corresponding to the grid resolution of the AL simulations ($0.04R$). The main benefit in analysing the wake in this manner is that it gives a one to one comparison to the DWM deficit module.

4.6 Summary of research article I: Synthetic Atmospheric Turbulence and Wind Shear in Large Eddy Simulations of Wind Turbine Wake

4.6.1 Research objective:
To verify that the method used to impose synthetic atmospheric shear and turbulence as distributed volume forces in the EllipSys3D AL model is appropriate for wind turbine wake simulations.

4.6.2 Motivation:
In order to use the EllipSys3D AL model for wake investigations and DWM calibration/validation, it is required to validate the ability of the proposed method for imposing synthetic atmospheric turbulence in the simulations. The AL method has been validated in terms of rotor induction (Troldborg [57], Ivanell [58] and Sørensen and Shen [112]) and wake wind speed and turbulence distribution (Troldborg et al. [57, 150] and Larsen et al. [151]). However, a detailed study of the capability of the synthetic turbulence methods and their interactions with the wake turbulence has not yet been conducted. Furthermore, no guidelines are available for the model parameters to apply in the synthetic turbulence implementation to yield desired turbulence intensity in the domain, or the distance required from the turbulence-plane for the imposed turbulence to reach a fully developed stage.

4.6.3 Method:
The investigation consists of two studies. The first study is aimed at verifying the ability of the body force method to generate and maintain stable atmospheric turbulence in an empty computational domain. A part of this study is also to derive guidelines for the appropriate turbulence amplification factor and vertical shear to apply in order to reach a desired turbulence intensity level, as well as the distance required for the imposed turbulence to reach a fully developed stage. The performance is verified by extracting the turbulence intensity as a function of downstream position, and by comparing the spectral distribution of turbulent energy to the imposed Mann turbulence fluctuations.
In the second study, the body force methods are applied in a series of simulations containing a wind turbine represented by actuator lines to verify the wake interaction with the imposed turbulence. Simulations are conducted in a range of the most common operational conditions; wind speeds of 5-15 m/s and turbulence intensities from 6-14%. The resulting turbulent intensity and spectral distribution, as well as the meandering of the wake are validated with field data.

4.6.4 Main results and Conclusions:
Based on the calculations conducted in an empty computational domain it is concluded that the synthetic body force method is capable of generating stable, realistic atmospheric turbulence in flat terrain under neutral stratification. Figure 4.2 show the development of turbulence intensity as a function of downstream distance. It can be seen that the imposed turbulence is lower than prescribed initially but recovers as the flow progresses downstream. This reason for the lower turbulence levels close to the turbulence-plane is that the smaller scales contain less energy than prescribed due to interpolation and grid effects. This can be seen in figure 4.3 by comparing the realized turbulence at 0.5R (blue line) to the imposed turbulence (black line). The energy level in these scales is corrected automatically in the flow-solver by the turbulent energy cascade as the flow evolves with downstream distance.

In terms of guidelines for using the synthetic atmospheric turbulence method the following recommendations are given based on the empty domain study:
- The power-law shear coefficient should be selected to have a value close to the desired turbulence intensity, i.e. $\alpha = 0.10$ for $TI = 0.10$, in order to yield correct turbulence levels after equilibrium is reached.
- The most appropriate value of the turbulence amplification factor was found to be 1.15. The basis for the evaluation was the distance required for the imposed turbulence to reach the desired turbulence intensity level.
- With the setting suggested above, equilibrium between turbulence and wind shear was achieved after about 6 R (~150 cells) behind the turbulence plane see table 4.1.
- At the location where the turbulent fluctuations are introduced, a reduced amount of energy is seen in the smaller turbulent length scales. As the flow develops this imbalance in the turbulent energy spectra is corrected by the turbulence cascade process in the EllipSys3D model, and a correct turbulent energy spectra is seen at 3.5 R (~90 cells) behind the turbulence plane.

Figure 4.2: Evolution of turbulence intensity of the different velocity component at hub height ($H_{hub} = 2R$) as a function of downstream distance in an empty simulation domain.
Table 4.1: Comparison of turbulence intensity at 6.5R compared to 10-20R using the suggested setting for wind shear and turbulence amplification factor.

<table>
<thead>
<tr>
<th>WS</th>
<th>Target TI</th>
<th>Realized TI at 6.5R</th>
<th>Realized TI at 10-20R</th>
<th>Ratio of TI at 6.5R to 10-20R</th>
<th>Ratio of TI at 10-20R to target TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
<td>5.47</td>
<td>5.85</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>11.18</td>
<td>13.68</td>
<td>0.82</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>6.29</td>
<td>6.38</td>
<td>0.99</td>
<td>1.06</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11.68</td>
<td>11.58</td>
<td>1.01</td>
<td>1.16</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>14.44</td>
<td>14.93</td>
<td>0.97</td>
<td>1.07</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>5.27</td>
<td>5.29</td>
<td>1</td>
<td>0.88</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>12.76</td>
<td>12.77</td>
<td>1</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Figure 4.3: The recovery of energy in the small-scales due to the energy cascade in the flow-solver. The black line represents the spectral distribution of the synthetic turbulence being imposed on the flow field.

The second study to verify the wake evolution using an AL model combined with the synthetic atmospheric turbulence showed good agreement with field data. As can be seen in figure 4.4, the average turbulence intensity at hub height from the AL model deviated less than one percentage point (pp) from the field data for distances 4-17R. Figure 4.5 shows the turbulent energy spectra for the free stream and the wake region from both AL model and field data from the Alsvik site. The meandering characteristics are difficult to verify due to the low availability of field data, but are extracted and shown in figure 4.6 as a function of ambient turbulence intensity and downstream distance to serve as a reference value for further studies. The reference data included comes from a LIDAR measurement campaign on the NM80 turbine courtesy of Bingöl et al. [30] and measurements in the PRISME wind tunnel courtesy of España et al. [55].

Based on these results it is concluded that the body force method can be used to simulate wake turbulence development in flat terrain and neutral atmospheric conditions for the common range of ambient conditions experienced by a wind turbine.
Figure 4.4: Comparison of integrated turbulence intensity extracted from the AL simulations to measurement data from Alsvik, Tjæreborg, Nibe and the Nordtank turbine. The zero location of the x-axis refers to turbine position.

Figure 4.5: Comparison of turbulent energy spectra extracted from AL simulations to measurements from the Alsvik wind farm.

Figure 4.6: The magnitude of the wake meandering, defined as the standard deviation of the wake centre in vertical and lateral direction, as a function of turbulence intensity and downstream distance. The reference data comes from a LiDAR campaign (X) and wind tunnel data from the PRISME wind tunnel (O).
Finally an investigation was conducted to estimate the transport velocity of the wake deficit. It is suggested by Larsen et al. [52] that the process of wake meandering can be modelled by treating the wake as a passive tracer in the atmospheric flow. Under the passive tracer assumption the wake deficit is transported in streamwise direction by the mean velocity and translated horizontally and vertically by large-scale atmospheric turbulent fluctuations.

The hypothesis that the lateral and vertical movements of the wake centre are due to large scale turbulent fluctuations are supported by the experimental results of España et al. [55] and by field measurements by Bingöl et al. [30] and Trujillo et al. [31]. The second hypothesis of the passive tracer assumption, related to the transport velocity of the wake, has not been verified to the same extent. Bingöl et al. [30] applied a wake transport velocity based the Jensen model (Jensen [134]) to correlate the large scale movements in the wake to the wind direction changes of a meteorological mast upstream of the turbine.

In this work the wake transport velocity was investigated by studying time series of the wake centre position at two downstream sampling planes, figure 4.7. By shifting one of the time series by a varying time offset, it is possible to obtain the time offset which yields the maximum correlation. The time offset corresponds to the transport time between the sampling planes. The wake transport velocity is found by dividing the distance between the sampling planes with transport time. The transport velocity (solid lines) for a range of cases is presented in figure 4.8. The dashed line represents the mean velocity in the wake and serves as a reference value. From this investigation it is concluded that the wake transport velocity lies between mean velocity of the wake deficit and the ambient wind speed (which is 1 in figure 4.8).

Figure 4.7: The left figure shows the centre position of the wake deficit as a function of time at two sampling planes. The right figure shows the same time series of wake centre position, but including a time offset to find the best correlation between the time series.
Figure 4.8: The wake transport velocities (solid lines) and the mean velocity of the wake deficit (dashed lines) are depicted as a function of downstream position. The left figure show the effect of different ambient wind speed (or rotor induction) at 6% turbulence intensity and the right figure show the influence of turbulence intensity at 6m/s wind speed.

4.6.5 Post-publication update:

In a later study of the wake meandering in the DWM method, it was seen that applying a wake transport velocity of 80% of the free stream velocity, as opposed to 100%, affected the shape of the evolution of wake meandering in DWM, see figure 4.9. In the beginning the wake meandering increase due to the longer transport time to reach a specific downstream location (i.e. the deficit experience more fluctuations to reach the same downstream location). In the far-wake region the wake meandering is seen to decrease. This reduction is a consequence of the fact that the wake deficit now moves relative to the frozen turbulence field which generated the meandering. This causes the wake deficit to experience different a realization of large scale eddies during the meandering process. This will in turn reduce the standard deviation of the wake centre displacement; the difference is similar to the reduction in variation of independent compared to dependent samples.

Figure 4.9: wake meandering in the DWM model using a wake transport velocity of 80% (dashed lines) and 100% (solid lines) of the ambient wind speed.
5 Research topic 2: Turbulence formulation of the DWM model

This chapter contains summaries of the journal publications aimed at improving the turbulence formulation of DWM model. The baseline DWM model implementation used as reference in the conducted research consists of the modules described by Madsen et al. [32]. The research activities conducted in the PhD project is based on a gap analysis of the DWM model capabilities and the demand of the wind industry. Four main aspects were selected for further research:

- Improve the spatial turbulence distribution in a single wake
- Improve the modelling of ABL effects on wake turbulence and wake deficit evolution
- Create a method to handle multiple wake deficits and build-up of turbulence over a row of turbines
- Incorporate the effect of atmospheric stability on wake deficit evolution and meandering

The article summaries have the following format: 1) Short description of the research objective, 2) Motivation of the significance of the correction or additional functionality, 3) The research method applied, and 4) The main results and conclusions. The full version of the research papers are found in the back of the thesis.

5.1 Summary of research article II: Implementation of a Mixing Length Turbulence Formulation into the Dynamic Wake Meandering Model

5.1.1 Research objective:

The objective is to improve the spatial distribution of Reynolds stresses in the wake deficit of the DWM model. This is achieved by including the effect of local turbulent velocity scales to model a two-dimensional eddy viscosity distribution in the wake.

5.1.2 Motivation:

In the DWM version previous to this article the eddy viscosity model was based on a single turbulent velocity and length scale in an entire wake cross section in accordance with the method proposed by Ainslie [62, 63]. This yields a one-dimensional eddy viscosity, invariant in cross-flow direction, which is appropriate only after the wake has reached a near Gaussian shape. As Ainslie applied a Gaussian velocity profile as the inlet condition to the model, the single velocity scale was an appropriate selection. In the DWM model, however, the inlet boundary condition is based on the real axial induction profile resulting from an aeroelastic model of the studied turbine. This yields an inlet velocity field which does not vary in a smooth manner in radial direction. Instead, it generates a distinct shear layer which requires local velocity scales to be accurately modelled. Furthermore, a study conducted with the LES AL model showed that the “eddy viscosity” (as estimated from the LES flow field) required between 6-15D to reach a radially invariant stage. It also showed that the eddy viscosity in the shear layer at 3D is on the order of twice as large as the eddy viscosity in the rest of the wake for cases with low ambient turbulence.
5.1.3 Method:

First the wake turbulence was investigated using the LES AL model. The effect on the Reynolds stress distribution in the wake with ambient mean wind speeds ranging from 5 to 15 m/s and turbulence intensities of 6 to 14% was evaluated. As the objective is to develop a new eddy viscosity closure for the DWM model deficit module, it is desirable to be able to estimate the azimuthally averaged RANS eddy viscosity distribution in the MfoR from the LES AL simulations. The azimuthally averaged wake deficit in the MfoR is found by the approach described in section 4.5.

Two different methods were used to estimate the eddy viscosity: 1) the Johnson-King equation (see Menter [152]), and 2) the direct definition of eddy viscosity as the product of the turbulent length and velocity scales. The turbulent length scale in the later method is taken to be 0.16R based on a tabulated value from Varseeg and Malalasekera [153]. The turbulent velocity scale is estimated as the square-root of the turbulent kinetic energy. Both methods resulted in eddy viscosity distributions which were not invariant with radial position until 6-15D downstream the turbine. A clear peak in eddy viscosity was seen in the regions with large velocity gradients, thus suggesting that using the local velocity scale in the eddy viscosity calculations should be a better approximation compared to a global velocity scale for the whole cross-section of the wake. This clearly motivates why a two-dimensional eddy viscosity model is required to model the wake development.

The ansatz for developing the new eddy viscosity closure is based on keeping Ainslie’s formulation for the atmospheric turbulence, as well as the “filter functions” (\(F_1\) and \(F_2\)) which are required to compensate for the initial non-equilibrium between the velocity and the turbulence field behind the rotor. Thus only the contribution to the eddy viscosity in the wake generated by the wake shear layer is considered. The most straight-forward manner to achieve a local turbulent velocity scale is to apply Prandtl’s mixing length model. According to Pope [106] the local turbulent velocity scale in the mixing length model is based on the product of the turbulent length scale and the local mean strain-rate. In the DWM model, the local mean strain-rate is equal to the local velocity gradient \(du/dr\). Keeping the assumption of one characteristic length scale \((l^*)\) for each cross section of the wake, equal to half the wake width, the turbulent velocity scale distribution is given by eq. (5.1).

\[
u^* = l^* \cdot \left| \frac{\partial u}{\partial r} \right|
\]  

(5.1)

This yields an eddy viscosity due to the shear layer in the wake given by eq. (5.2), and a total wake eddy viscosity in the wake evolution given by eq. (5.3).

\[
u_{T,Shear} = l^* \cdot \left| \frac{\partial u}{\partial r} \right|
\]  

(5.2)

\[
u_T = F_1 k_{amb} T_{I_amb} + F_2 k_2 l^* \cdot \left( \frac{1}{U_{amb} \cdot R} \right)
\]  

(5.3)

Here \(U_{amb}\) and \(T_{I_amb}\) refer to the ambient mean wind speed and turbulence intensity at hub height. \(R\) refers to the radius of the turbine. \(k_{amb}\) and \(k_2\) are model coefficients used to calibrate the deficit model (note that the \(k_{amb}\) includes a length scale based on a hub-height of 2R). Furthermore in the article summarized by this section, the notation \(k_2\) is used for this constant; however, in the thesis \(k_2\) denotes
the same model constant without the length scale included, see eq. 5.24). \( F_1 \) and \( F_2 \) are filter functions included to limit the turbulence in the wake before equilibrium between the wind and turbulence field is achieved.

### 5.1.4 Main results and Conclusions:

By conducting a least-square recalibration to the AL reference data (details on the recalibration procedure is described in chapter seven), using both the modified and the unmodified DWM model, it is concluded that the new eddy viscosity formulations gives a better fit. The criterion used to evaluate the goodness of fit is the standard error (STE) defined as:

\[
\text{STE} = \sqrt{\frac{1}{n_c \sum_{c=1}^{n_c} \frac{1}{n_{c,d} \sum_{d=1}^{n_{c,d}} \frac{1}{n_{c,d,r} \sum_{r=1}^{n_{c,d,r}} \left( \frac{ACL_{U_{c,d,r}}}{DWM_{U_{c,d,r}}} - 1 \right)^2}}}
\]

(5.4)

The indexes \( c, d, \) and \( r \) correspond to cases (i.e., variations in inflow conditions), downstream distance and radial position, respectively. The constants, \( n_c, n_{c,d}, \) and \( n_{c,d,r} \) represent the number of cases, number of cross-sections, and number of data points per cross-section, respectively. In this calibration, the constants are equal to four flow cases (wind speeds of 10 m/s and 15 m/s combined with turbulence intensities of 6% and 14%), four cross-sections for each case (3, 6, 9, and 12D downstream the wake generating rotor) and 80 points per cross-section. The STE of the unmodified DWM model was 0.0245 compared to 0.0179 for the new eddy viscosity formulation. This corresponds to a reduction in STE of \(~27\%\). The comparison between the DWM model and the EllipSys3D AL calibration data is shown in figure 5.1.

Figure 5.1: The resulting DWM velocity field in the MFor compared to AL calibration data from wind speeds of 10m/s (top row) and 15m/s (bottom row) and turbulence intensities of 6% (left column) and 14% (right column).
5.1.5 Post-publication update:
Two modifications have been made to the work presented in this article after it was published.

Modification 1: A numerical instability caused by the implementation of the inlet boundary condition and the selected equation to calculate the radial velocity component was found. This instability was removed by selecting a different finite difference scheme to solve the radial velocity.

Modification 2: A blending function has been implemented to ensure that the eddy viscosity does not go towards zero in regions with low mean flow velocity gradients (see eq. (6.6)). This is an issue described by Schlichting [94] as a possible problem when modelling axisymmetric wakes with a mixing length model due to the singularity in the wake centre. The corrected eddy viscosity function is a blend between the derived mixing length formulation and the original Ainslie model. The switch is designed so that the eddy viscosity in a flow region where the eddy viscosity of the mixing length model is smaller than the Ainslie model, the Ainslie eddy viscosity closure is used. This increases the eddy viscosity in regions of low mean flow gradients, but for the largest part of the flow the mixing length eddy viscosity is larger than the Ainslie model.

After these modifications were implemented into the DWM model, the model was recalibrated and a second analysis was conducted to investigate the effect of the improved turbulence formulation. The conclusion is that the results presented in the article do not change significantly, and that the mixing length eddy viscosity model reduces the STE of the DWM model by 13% when compared to the AL data.

5.2 Summary of research article III: Two Improvements to the Dynamic Wake Meandering Model: Including the Effects of Atmospheric Shear on Wake Turbulence and Incorporating Turbulence Build-Up in a Row of Wind Turbines

5.2.1 Research objective:
There are two objectives of this article: 1) to incorporate the effect of ABL shear on the local strain-rate in the wake deficit. This will in turn affect the turbulent stresses and the evolution of the wind speed distribution in the wake. 2) to propose a method to couple the increased turbulence intensity level experienced by a turbine operating in waked conditions to the downstream wake evolution of the wake-affected turbine (see figure 1.3).

5.2.2 Motivation:
In the current DWM formulation, only the velocity gradients of the wake deficit are taken into consideration when calculating the turbulent stresses in the wake. An undesirable consequence of this formulation is that the turbulent stresses go towards zero as the wake deficit recovers. The result is unrealistically low turbulent stress levels in the far-wake region and regions where the wake deficit gradients are small. An appropriate turbulence formulation should result in ambient turbulence conditions after the wake deficit has fully recovered. The proposed method is to include a strain-rate contribution from the atmospheric vertical wind shear in the calculation of the turbulent stresses.
The wake-added turbulence formulation of the DWM model is currently calculated by an analytical expression based on the wake deficit depths and gradients (for details see Madsen et al. [41]). More importantly, the increased turbulence level is assumed to only influence the loads of the wake-affected turbine. No coupling exists between the wake-added turbulence and the wake evolution behind a wake-affected turbine. Consequently, the wake evolution of all turbines along a row will be based on ambient turbulence level.

The method proposed in this paper suggests a physically consistent formulation, where the wake-added turbulence at a downstream rotor is calculated based on the Reynolds stresses in the wake deficit calculation. Furthermore, the average turbulence intensity level at the downstream rotor is used as initial condition for the subsequent wake evolution. This method results in a more realistic wake evolution over a row of wind turbines, and enables the DWM model to capture the build-up of turbulence intensity over a row of turbines.

5.2.3 Method:

ABL shear correction:
The basic idea is to incorporate the effect of the ABL shear on the wake deficit evolution by basing the calculations of the turbulent stresses on a corrected local strain-rate, rather than on the wake deficit gradient alone. Since the wake deficit calculations are carried out in an axisymmetric frame, it is required to theoretically combine the contribution of the two velocity gradients at all location over an annulus into an azimuthally averaged value. This value is then applied as that as the representative strain-rate in the DWM calculation.

As the ABL shear is expressed in Cartesian coordinates \( \frac{du}{dz} \) and the wake deficit gradient is expressed in axisymmetric coordinates \( \frac{du}{dr} \). Thus, an appropriate method is required to combine the two gradients to find the representative strain-rate. To illustrate the proposed method, the magnitudes of the two velocity gradients are drawn as a function of azimuthal position for some arbitrary radial location in the wake in figure 5.2. The wake deficit gradient (dashed lines) has a constant value as a function of azimuthal angle since the DWM model assumes axisymmetric flow. The atmospheric shear gradient (dotted lines) is a sinusoidal function over the azimuth as the ABL shear is assumed linear over the cross section of the rotor. The combined local gradient (solid line) is the sum of the two contributions. Since the deficit calculation in the DWM model assumes an axisymmetric flow field, the representative value for the strain-rate to apply is the mean value in azimuthal direction. This corresponds to the average height of the combined curve in figure 5.2.
Figure 5.2: Conceptual description of how the local representative velocity gradient (solid line) is calculated given the atmospheric shear (dotted line) in Cartesian coordinates (\(du/dz\)) and the wake deficit gradient (dashed line) in polar coordinates (\(du/dr\)). Figure 5.2a (to the left) illustrates a case where the magnitude of the wake deficit shear is larger than the atmospheric shear, and figure 5.2b (to the right) a case where the atmospheric shear is larger.

When the magnitude of the atmospheric shear is larger than the wake deficit gradient, a part of the lower wake will experience turbulent stresses acting in the opposite direction compared to the rest of the wake (A2 in figure 5.2b). Since the DWM model is based on an axisymmetric flow field, this situation cannot be handled in a strictly physically manner. Instead, the key feature to capture for the wake diffusion is the total magnitude of turbulent stresses. This magnitude is found by calculating the azimuthal average of the absolute value of local velocity gradient. This gradient is then used to calculate the turbulent stresses. The geometrical interpretation of this concept is that the representative gradient to apply in the stress calculations corresponds to the total area between the combined curve and the x-axis in figure 5.2b, divided by \(2\pi\). The representative gradient can thus be calculated using the equations

\[
A_{\text{Total}} = \begin{cases} 
2\pi \frac{du}{dr_{DW M}} & \text{if } \left| \frac{du}{dr_{DW M}} \right| \geq \frac{du}{dz_{ABL}} \\
2\pi \frac{du}{dr_{DW M}} + A1 + A2 & \text{if } \left| \frac{du}{dr_{DW M}} \right| < \frac{du}{dz_{ABL}}
\end{cases} 
\]  

(5.5)

\[
A1 = A2 = \int_{\alpha_1}^{\alpha_2} \left( \frac{du}{dz_{ABL}} \cdot \sin(x) \right) dx - (\alpha_2 - \alpha_1) \frac{du}{dr_{DW M}}
\]  

(5.6)

\[
\frac{du}{dr_{Total}} = \frac{\Delta r_{Total}}{2\pi}
\]  

(5.7)

The angular locations where the effect of the atmospheric shear in cylindrical coordinates is larger than the wake deficit shear, \(\alpha_1\) and \(\alpha_2\), are found by \(\arcsin\left(\frac{du}{dr_{DW M}} / \frac{du}{dz_{ABL}}\right)\) and \(\pi - \alpha_1\), respectively. The total mean gradient in the radial direction, as calculated by eq. (5.7), is used to calculate the turbulent stresses in the wake to incorporate the effect of the ABL shear on the wake diffusion. Rather than using the total velocity gradient in the turbulent stress term of the momentum equation, eq. (6.1), since the momentum equation is only meant to solve for wake velocity and not a combined wake-atmospheric velocity, a scaled eddy viscosity, \(\nu'_t\), is introduced as

\[
\nu'_t = \nu_t \frac{du}{dr_{Total}} / \left| \frac{du}{dr_{DW M}} \right|
\]  

(5.8)
The original eddy viscosity is scaled at every computational node by the ratio of the corrected gradient with atmospheric shear effects to the wake deficit velocity gradient in the DWM solution. This has the desired effect of applying the appropriately scaled turbulent stresses as seen by eq. (5.9).

\[
\tau_{\text{stress DWM}} = \nu'_t \cdot \frac{du}{dr_{\text{DWM}}} \rightarrow \nu'_t \cdot \frac{du}{dr_{\text{DWM}}} \rightarrow \nu'_t \cdot \frac{du}{dr_{\text{Total}}}
\]  

(5.9)

Wake-added turbulence and turbulence over a row of turbines:

The proposed method is based on re-calculating the turbulent shear stress in the DWM wake deficit into a mean turbulence intensity at the downstream rotor position. This is done by first approximating the turbulent stress in streamwise direction using the relations,

\[
\bar{\tau}_{\text{Shear}} = -\bar{u}'w' = u'_{\text{rms}}w'_{\text{rms}}C_{u'w'} = u'w' \left( \frac{w'_{\text{rms}}}{u'_{\text{rms}}} \right) \cdot C_{u'w'}
\]  

(5.10)

where the coefficient \(C_{u'w'}\) and the ratio \(w'_{\text{rms}}/u'_{\text{rms}}\) describe relationship between the standard deviation of axial and radial fluctuations in the wake. These relations are different in the wind turbine wake compared to atmosphere turbulence due to the significantly smaller length scale and increased anisotropy of wake turbulence. In this work, the correlation coefficient has been given the value 0.3, and the ratio \(w'_{\text{rms}}/u'_{\text{rms}}\) has been set to unity based on the findings of Larsen et al. [145]. Rearranging the terms in eq. (5.10) yield an expression for the normal stress in flow direction and taking the square-root of the same expression yields the streamwise velocity fluctuations,

\[
\bar{u}'\bar{u}' \approx \frac{1}{C_{u'w'}(w'_{\text{rms}}/u'_{\text{rms}})} \cdot -\bar{u}'w'
\]  

(5.11)

\[
TI_{\text{DWM MFOR}} = \max \left( \sqrt{\frac{1}{C_{u'w'}(w'_{\text{rms}}/u'_{\text{rms}})} \cdot \tau_{\text{stress DWM}}}, TI_{\text{amb}} \right)
\]  

(5.12)

where the max-operator and second term of eq. (5.12) is included to ensure that the turbulence intensity approximation in the MFOR never assumes a value smaller than the ambient turbulence intensity (this is needed close to the wake-axis and outside of the deficit). Eq. (5.12) yields a local value of wake turbulence intensity for each computing node in the DWM deficit domain, \(TI_{\text{DWM MFOR}}\). However, for running multiple turbine simulations with the DWM model, it is more practical to use average wake turbulence intensity as a single turbulence intensity value is a required input to the deficit calculation.

The DWM deficit module outputs the wind speed and turbulence distribution in the meandering frame of reference (i.e. without any large scale movements). The meandering can be considered as a series of wake-segments, where each of the wake centres has a stochastic offset in lateral and vertical direction according to some statistical distribution of the large scale turbulence. If this distribution of the meandering is known, it is possible to calculate the average wind field and turbulence intensity at the downstream rotor by calculating the convolution between the deficit (both wind speed and variance, i.e. the square of \(TI_{\text{DWM MFOR}}\) from eq. (5.12)) in the meandering frame of reference and the distribution of the wake centre displacements in the vertical and lateral direction due to wake meandering as follows:

\[
\theta_{\text{DWM MFOR}} = \iint \theta(y - y_m, z - z_m)_{\text{DWM MFOR}} \cdot PDF_m(y_m, z_m) \, dy_m \, dz_m.
\]  

(5.13)
In this equation, $\theta$ represent the distribution of wind speed or variance in the meandering frame of reference, $y, y_m$ and $z, z_m$ are the local coordinates in the meandering frame of reference and $PDF_m$ is the probability density function describing the meandering distribution. The subscripts $FFoR$ and $MFFoR$ refer to fixed and meandering frame of reference, respectively. This results in a wind speed and turbulence intensity distribution in the fixed frame of reference. The average turbulence intensity and wind speed distribution to apply as “ambient conditions” at the downstream rotor is found by calculating the area weighted mean value of the properties from the rotor centre to width of the initial DWM wake, $R_w$. The initial width of the wake is calculated by eq. (6.7) by applying the rotor radius as $r_t$ value. The averaged wake turbulence intensity ($TI_{WTG}$) and wind speed distribution ($U_{axisym}$) at the downstream rotor to apply as inlet conditions are found using the equations

$$U_{axisym}(r) = \frac{1}{2 \pi r} \int_0^{2 \pi} \int_{-R_w/2}^{R_w/2} U_{DFoR}(y_{WTG} + r \cos(\alpha), z_{WTG} + r \sin(\alpha)) \, dr \, d\alpha$$  \hspace{1cm} (5.14)$$

$$TI_{WTG} = \frac{1}{2 \pi r_t} \sqrt{\int_0^{2 \pi} \int_{-R_w/2}^{R_w/2} TI_{DFoR}^2(y_{WTG} + r \cos(\alpha), z_{WTG} + r \sin(\alpha)) \, dr \, d\alpha}$$  \hspace{1cm} (5.15)$$

The mean turbulence intensity level given by eq. (5.15) represents the mean turbulence intensity in the scales which affect the wake deficit evolution (roughly corresponding to eddies smaller than 2D according to Larsen et al. [52]). This is therefore the appropriate value to use when coupling the turbulence intensity of the wake to the downstream wake evolution of a wake-affected wind turbine. However, to find the total turbulence intensity at a downstream turbine, which is relevant to loads or when comparing to reference data, a contribution due to the meandering of the mean velocity field needs to be included. This is referred to as the “apparent turbulence intensity” (see chapter 2) in the FFoR due the wake meandering and calculated as

$$TI_M(y, z) = \sqrt{\int\int (U(y - y_m, z - z_m))_{MFFoR} - U_{FFoR}(y, z))^2 \cdot PDF_m(y_m, z_m) \, dy_m \, dz_m}$$  \hspace{1cm} (5.16)$$

where the first term can be thought of as the distribution of wind speeds at location $(y, z)$ due to the meandering deficit and the second term represents the mean wind speed in the FFoR. The contribution of eq. (5.15) and (5.16) can be considered to be independent due to the split in scales, which means that the total turbulence intensity in the FFoR can be found by eq. (5.17).

$$TI_{tot \_FFoR} = \sqrt{TI_M^2 + TI_{DFoR}^2}$$  \hspace{1cm} (5.17)$$

5.2.4 Main results and Conclusions:

The effect on wake turbulence by including the ABL shear contribution in a simulation run with a wind speed of 8m/s and a turbulence intensity of 14% is shown in figures 5.3 and 5.4. Figure 5.3 shows the local amplification of the turbulent stress given by the second term in eq. (5.8). The atmospheric shear correction has an influence on the turbulent stresses close to the centre axis of the wake and outside the wake shear layer relatively close to the rotor. As the wake deficit recovers, and the strain-rate due to the wake is reduced, an effect on the turbulent stresses occurs throughout the whole wake deficit. The effect of the atmospheric shear correction can be seen in figure 5.4. The effect of atmospheric shear on the turbulence level is small over the first 5D downstream of the turbine. At 5D it starts to increase reaching about 30-100% higher average turbulent stress levels in the region from 15D to 40D.
Figure 5.3: The local amplification of turbulent stresses due to the atmospheric shear contribution as given by eq. 5.8 as a function of radial and downstream position. The x-axis of the figure lies on the centre line of the wake. The ambient wind speed for the displayed case is 8 m/s, and the turbulence intensity is 14%.

Figure 5.4: Compares the mean turbulent shear stress level in the unmodified DWM model to the shear corrected DWM model as a function of downstream position. The integration is carried out from the rotor centre to 3D in radial direction.

Validation of the resulting mean turbulence level in the wake
The method described by eqs. (5.10)-(5.12) and (5.15) for estimating the turbulence intensity in the wake of a single turbine using the DWM model based on the turbulent stresses, is validated by comparing the mean turbulence intensity in the wake as function of downstream distance to the Ellpisys3D AL model calculations of Keck et al. [36]. The analysis is performed in the MFoR to isolate wake turbulence from the meandering processes. The wake turbulence agrees well with the actuator line model for all the tested cases as shown in Figure 5.5. The largest deviations between the models are seen in the near-wake, at distances closer than two rotor diameters. These deviations are expected as it is outside the region where the DWM equations are valid. In the region where the DWM deficit formulation is valid (i.e. downstream distances larger than 3D), the modified DWM model slightly over-predicts the turbulence intensity between 4 and 8D behind the rotor. The over-prediction is on the order of 0.5–1.0 percentage point (pp, i.e. ΔTI in %).
Figure 5.5: The DWM (dashed lines) and the EllipSys3D AL (solid lines) model predicted turbulence intensity in the meandering frame of reference as a function of downstream distance from the wake-generating wind turbine.

The effect of the proposed DWM model improvements

The influence of the proposed atmospheric shear contribution and turbulence build-up is examined by simulating flow through a row of eight wind turbines. For the simulated cases the wind speed is 8m/s, the turbulence intensity is 6% and the mean flow direction is along the row of turbines. Two different turbine spacings, 6D and 10D, are studied.

Figure 5.6 shows the effect on power output of the individual turbines as the various effects in the DWM model are enabled and disabled. The solid black lines represent the modified DWM model including the effects of ABL shear and turbulence build-up and the solid yellow lines represent the unmodified DWM model. The black dashed or dotted lines are results obtained by the modified DWM model after disabling one of the functionalities at the time: ABL shear contribution (dotted lines), turbulence build-up over the row of turbines (dot-dashed lines) and wake meandering (dashed lines). The yellow dashed lines represent the unmodified DWM model without meandering.

By comparing the power output for the row of turbines using the modified DWM model (solid black lines) to the output if turbulence build-up is not taken into consideration (dashed black lines), it is apparent that the effect of turbulence build-up is sensitive to turbine spacing. At 6D-spacing, the reduction of wake loss due to turbulence build-up is on the order of two times the effect of wake meandering (dot-dashed black lines). At 10D-spacing, the effect of turbulence build-up on the wake loss is only about 55% of that caused by meandering. The effect on wake loss caused by the ABL shear contribution to the strain-rate in the wake deficit is about 5% and 20% of the effect of wake meandering at 6D and 10D respectively. Compared to the total power losses due to wake effects of the unmodified DWM model (yellow lines), the inclusion of wake-added turbulence and turbulence build-up over the row of turbines reduced the predicted wake losses by 9% for the 6D case and 6% for the 10D case. The atmospheric shear contribution to turbulence in the DWM model further reduces the power loss by approximately 0.8% at 6D spacing and 1.5% for the 10D case.
These findings suggest that the proposed DWM model improvements have significant effects on the DWM deficit development. They do not only influence the wake turbulence (which is the direct effect), but they also affect the mean wind speed and thereby power predictions. Table 5.1 shows the development of turbulence intensity and wind speed along the rows for the two presented cases. The results suggest that an equilibrium wind speed is reached already at the second or third row inside the park. The turbulence requires much longer distance to become fully developed, and an equilibrium value is not reached before the fifth or sixth row. This suggests that an approach in which only the nearest upstream wake deficit affects a given turbine might be an acceptable simplification in terms of velocity; however, for an accurate turbulence representation, the influence of more upstream wakes should be considered.

![Figure 5.6: The individual effect of the DWM model functionalities by showing the predicted power output of eight wind turbines operating in a row aligned with the mean wind direction at 6D (A) and 10D (B) spacings with various effects enabled.](image)

Table 5.1: The development of turbulence intensity [%] and wind speed [m/s] over the row of wind turbines with the proposed atmospheric shear effect and wake turbulence build up. The ambient conditions for both cases were 8m/s wind speed and 6% turbulence intensity.

<table>
<thead>
<tr>
<th>Mean wind speed [m/s]</th>
<th>WTG 1</th>
<th>WTG 2</th>
<th>WTG 3</th>
<th>WTG 4</th>
<th>WTG 5</th>
<th>WTG 6</th>
<th>WTG 7</th>
<th>WTG 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>6D</td>
<td>8.00</td>
<td>5.90</td>
<td>6.00</td>
<td>6.00</td>
<td>5.97</td>
<td>5.95</td>
<td>5.95</td>
<td>5.95</td>
</tr>
<tr>
<td>10D</td>
<td>8.00</td>
<td>6.65</td>
<td>6.62</td>
<td>6.57</td>
<td>6.55</td>
<td>6.54</td>
<td>6.54</td>
<td>6.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Turbulence intensity [%]</th>
<th>WTG 1</th>
<th>WTG 2</th>
<th>WTG 3</th>
<th>WTG 4</th>
<th>WTG 5</th>
<th>WTG 6</th>
<th>WTG 7</th>
<th>WTG 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>6D</td>
<td>6.0</td>
<td>12.1</td>
<td>13.4</td>
<td>13.9</td>
<td>14.3</td>
<td>14.5</td>
<td>14.6</td>
<td>14.7</td>
</tr>
<tr>
<td>10D</td>
<td>6.0</td>
<td>9.7</td>
<td>10.1</td>
<td>10.3</td>
<td>10.4</td>
<td>10.5</td>
<td>10.6</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Validation of DWM flow field with the proposed corrections
To investigate the effect of the proposed ABL shear correction and the coupling of wake turbulence, a set of simulations was performed over two rows of seven and eight wind turbines mimicking the conditions at two of the rows in the Lillgrund offshore wind farm. The simulations were conducted with the modified DWM model, the unmodified DWM model and an AL implementation in OpenFOAM (see...
Churchfield et al. [80]). The AL data was used as reference value in the estimation of the STE (see eq. (5.4)). Comparing the wind speed and turbulence distributions of the two DWM model implementations, the modified version demonstrated a reduction in standard error of ~30% in terms of mean wind speed and ~40% in terms of turbulence intensity, see table 5.2. After the turbulence coupling, the STE between the DWM model and the reference AL simulations for all eight turbines was 0.46m/s and 1.73pp of turbulence intensity. These numbers are of the same order of magnitude as the STE of a single wake.

The improved agreement between the modified DWM model and the OpenFOAM model can also be observed visually by comparing the turbulence and velocity fields after the seventh and eight turbine in row B, depicted in figure 15.7. From the figure it is clear that the unmodified DWM model underestimated the turbulence intensity level (5.7b), and consequently over predicted the wake deficit for turbine operating in multiple wake conditions (5.7d). The improvements by using the modified DWM model, quantified in table 5.2, are clearly shown by comparing figures pairwise, i.e. 5.7a to 5.7b and 5.7c to 5.7d for turbulence and wind speed respectively.

Table 5.2, the STE (see eq. (5.4)) in terms of mean wind speed and turbulence intensity level as a function of turbine position for the modified DWM and unmodified DWM models compared to the OpenFOAM AL model. The left table corresponds to row B and the right table to row D on the Lillgrund wind farm.

<table>
<thead>
<tr>
<th></th>
<th>STE WS unmod DWM [m/s]</th>
<th>STE TI unmod DWM [%]</th>
<th>STE WS mod DWM [m/s]</th>
<th>STE TI mod DWM [%]</th>
<th></th>
<th>STE WS unmod DWM [m/s]</th>
<th>STE TI unmod DWM [%]</th>
<th>STE WS mod DWM [m/s]</th>
<th>STE TI mod DWM [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTG 1</td>
<td>0.38</td>
<td>2.11</td>
<td>0.38</td>
<td>2.11</td>
<td>WTG 1</td>
<td>0.38</td>
<td>2.11</td>
<td>0.38</td>
<td>2.11</td>
</tr>
<tr>
<td>WTG 2</td>
<td>0.53</td>
<td>2.39</td>
<td>0.46</td>
<td>1.81</td>
<td>WTG 2</td>
<td>0.46</td>
<td>1.70</td>
<td>0.43</td>
<td>1.28</td>
</tr>
<tr>
<td>WTG 3</td>
<td>0.63</td>
<td>2.88</td>
<td>0.40</td>
<td>1.93</td>
<td>WTG 3</td>
<td>0.20</td>
<td>1.54</td>
<td>0.17</td>
<td>1.05</td>
</tr>
<tr>
<td>WTG 4</td>
<td>0.69</td>
<td>3.48</td>
<td>0.47</td>
<td>2.21</td>
<td>WTG 4</td>
<td>0.55</td>
<td>2.67</td>
<td>0.40</td>
<td>1.50</td>
</tr>
<tr>
<td>WTG 5</td>
<td>0.80</td>
<td>3.41</td>
<td>0.48</td>
<td>1.78</td>
<td>WTG 5</td>
<td>0.65</td>
<td>3.01</td>
<td>0.43</td>
<td>1.55</td>
</tr>
<tr>
<td>WTG 6</td>
<td>0.86</td>
<td>2.80</td>
<td>0.55</td>
<td>2.02</td>
<td>WTG 6</td>
<td>0.21</td>
<td>3.62</td>
<td>0.44</td>
<td>1.70</td>
</tr>
<tr>
<td>WTG 7</td>
<td>0.98</td>
<td>3.21</td>
<td>0.69</td>
<td>1.83</td>
<td>WTG 7</td>
<td>0.68</td>
<td>3.38</td>
<td>0.32</td>
<td>1.88</td>
</tr>
<tr>
<td>WTG 8</td>
<td>1.02</td>
<td>4.24</td>
<td>0.61</td>
<td>1.38</td>
<td>Mean</td>
<td>0.55</td>
<td>2.58</td>
<td>0.40</td>
<td>1.59</td>
</tr>
</tbody>
</table>

Figure 5.7: Top view of the flow field after the 7<sup>th</sup> and 8<sup>th</sup> turbine of row B at the Lillgrund wind farm. The modified (A and C) and unmodified (B and D) DWM models (solid thin lines) are compared to OpenFOAM AL results (dashed lines).
5.3 Summary of research article IV: On Atmospheric Stability in the Dynamic Wake Meandering Model

5.3.1 Research objective:
The objective is to investigate the effect of atmospheric stability on the turbulent length scale of the ABL, quantify the effect of the shift in length scale on the wake evolution, and finally formulate a method to include the effects of atmospheric stability on wake deficit evolution and wake meandering in the DWM model.

5.3.2 Motivation:
The fact that atmospheric stability has an effect on wind turbine loads and power production is well known in the wind power community (see section 2.3.2). There is a consensus that an unstable atmosphere leads to reduced wake effects on power production, to higher turbulence intensities and affects the turbine loads. However, in most investigations the effect of turbulence intensity is not separated from the atmospheric stability. As the turbulence intensity is correlated with atmospheric stability, it is difficult to isolate and quantify the effects of atmospheric stability on wake evolution due to the “noise” from the change in turbulence intensity that will affect the result. On this background the present investigation is based on studying the atmospheric stability effects, while maintaining the turbulence intensity level constant. This is achieved by conducting a series of AL-LES simulations in OpenFOAM in neutral and in very unstable atmospheric conditions (stable atmosphere is currently not handled by the OpenFOAM implementation of the AL model), where the turbulence intensity is maintained constant by calibrating the surface roughness. This allows for a detailed study of the effect on turbulence and wake evolution due to the shift in turbulent length scale.

To illustrate the effect of atmospheric stability on wake simulation with the DWM model, consider the effects of a variation in atmospheric stability while maintaining the turbulence intensity level constant. This isolates the effect of the atmospheric length scale, which have three effects for the DWM model:

1. The ABL shear which ties into the DWM deficit equation via eq. (5.8) would increase with an increasing degree of atmospheric stability. Short length scale results in larger vertical velocity gradients.

\[
\frac{du}{dz_{ABL}} = \frac{u'_{ABL}}{u'_{ABL}}
\]  

(5.18)

2. The turbulent energy in scales larger than 2D, affecting the wake meandering, would decrease with an increasing degree of atmospheric stability.

3. For a given turbulence intensity the amount of energy in scale smaller than 2D, which is assumed to affect the wake deficit evolution, would increase with an increasing degree of atmospheric stability.

An analysis of field data from the OWEZ and the North Hoyle offshore wind farms supports the hypothesis that the length scale of the ABL turbulence is important for the wake recovery of wind turbines. In this analysis a sufficient amount of field data are available to enable binning over wind speed, turbulence intensity and atmospheric stability class. The effect of atmospheric stability can therefore be studied independent of turbulence intensity. The results shows that loss of power...
production due to wind turbine wakes under very stable atmospheric conditions (positive Monin-Obukhov lengths $< 50$) is on the order of 15% higher compared to wake losses in a very unstable atmosphere (negative Monin-Obokhov lengths $> -100$) for the same mean wind speed, turbulence intensity and turbine spacings.

5.3.3 Method:
The approach taken is to capture the effect of non-neutral atmospheric stability in the DWM model based on the fundamental assumption of the split in scales. Following the concept that large scale eddies influence the wake meandering and small eddies affect the wake deficit evolution, it is logical to interpret the turbulent length scale of the ABL turbulences as a parameter governing the distribution of turbulent energy between the wake meandering and the wake deficit evolution. The turbulent length scale for an unstable atmosphere is larger than for a neutral or stable atmosphere. The effect of this shift in turbulent length scale on the spectral distribution of turbulent energy is illustrated in figure 5.8, where the leftmost figures show the ambient turbulence spectra in a very unstable (top row) and very stable (bottom row) atmosphere.

Based on the passive tracer analogy, the energy content in the turbulence scale which affects the wake meandering (middle figures) is found by spatially averaging the turbulent fluctuations over the rotor disc. Mathematically, this can be expressed by a convolution between the ambient turbulence and the rotor disc. In this work, the convolution is carried out in Fourier space as a multiplication between the turbulence spectra and the “$jinc$” (which is the Fourier transform of a circular disc of normalized area, Goodman and Gustafson [68]). The “$jinc$” function is given by eq. (5.19), and is included in the leftmost figures of figure 5.8 (black line) to illustrate which part of the turbulence energy spectra that contributes to wake meandering.

$$jinc\left(\sqrt{k_2^2 + k_3^2 \cdot R}\right) = \frac{2\cdot J_1 \left(\sqrt{k_2^2 + k_3^2 \cdot R}\right)}{\sqrt{k_2^2 + k_3^2 \cdot R}}$$

(5.19)

$J_1$ is a Bessel function of the first kind (Goodman and Gustafson [68]), $k$ is the wave number and $R$ is the rotor radius. The turbulent energy in scales which affects the wake deficit evolution (rightmost figures) is found by subtracting the scales dictating wake meandering from the ambient turbulence spectra.

From figure 5.8 it can be seen that the atmospheric turbulence spectra in an unstable atmosphere (top row) has a smaller portion of energy in the scales affecting the wake deficit evolution (right figures), and a larger portion of the turbulent kinetic energy in the wake meandering scales (middle figures) compared to the stable case (bottom row).
Figure 5.8: The turbulent energy spectra for very unstable (top row) and very stable (bottom) atmospheric conditions found using the Mann model with the parameters suggested by Peña et al. [44]. The left figures show the turbulent energy spectra in all scales, the middle figures show the turbulent scales which affect the wake meandering and the right figures show the turbulence which affect the wake deficit evolution in MFoR. The black line in the left figures show the “jinc” function applied to separate the turbulence affecting the wake meandering and the wake deficit evolution.

To use the proposed method one needs to know the ambient turbulence spectra under various atmospheric stability conditions. In this work the ambient turbulence spectra are generated using the Mann turbulence model (Mann [42], [43]). The Mann turbulence model is derived to generate atmospheric turbulence in neutral stratification. However, Peña et al. [44] showed that with appropriate parameter selection the Mann model can be used to generate atmospheric turbulence with characteristics approximating those of non-neutral atmospheric turbulence.

By utilizing the Mann turbulence model with the input proposed by Peña et al. [44], and applying the “jinc” function as described above, the amount of turbulent energy in the wake meandering and wake deficit scales as a function of atmospheric stability are known. The next step is to estimate the effect on the ABL shear, wake deficit evolution and wake meandering. The effect of atmospheric stratification on the ABL shear is estimated by finding the integral length scale and velocity scale of the ambient turbulence and solving eq. (5.18). The integral length scale can be found based on the spectral tensor in the Mann model. As the Mann spectral tensor, $\Phi_{ij}(k)$, is the Fourier transform of the (idealised) correlation function of the turbulence, the correlation function of the turbulence may thus be found as inverse Fourier transform of the spectral tensor,

$$ R_{ij}(r) = \int_{-\infty}^{\infty} \Phi_{ij}(k)e^{-ik\cdot r}dk = \bar{u}_i(x)\bar{u}_j(x+r) $$  \( (5.20) \)

From this follows that the integral turbulent length scale in any direction can be found by eq. (5.21).

$$ L_i = \int_{0}^{R_{ii}(r)>0} \frac{R_{ii}(r)}{R_{ii}(0)}dr $$  \( (5.21) \)
The velocity scale of the atmospheric turbulence can in principle be derived from the correlation function in eq. (5.20), however as the ambient turbulence intensity is an input parameter to the DWM model, it is more practical to relate the turbulence velocity scale to the turbulence intensity. This is achieved by integrating the energy content of the normal stress in flow direction, $\overline{u'u'}$, and the shear stress, $-\overline{u'w'}$, in the Mann turbulence spectra. The ratio of the two Reynolds stresses is thus a function of atmospheric stability and can be used to calculate the turbulent velocity scale in all atmospheric stability classes from the ambient turbulence intensity by eq. (5.22).

$$u^{*}_{ABL} = \left( \left( TI_{AMB}^{2} * \frac{-\overline{u'w'}}{\overline{u'u'}} \right) \right)^{1/2} \tag{5.22}$$

The principle to find the effect of atmospheric stability on the wake deficit evolution is similar to that of finding the ABL shear, the only difference is that the turbulence scales are calculated based on the small-scale turbulence left after subtracting the turbulent energy which affects the wake meandering (i.e. the spectra in the rightmost figures in figure 5.8). This means that the integral length scale, $l^{*}_{DEF}$, is based on eqs. (5.20) and (5.21), but that spectral tensor is replaced by the filtered spectral tensor, $\Phi_{ij}(k)_{DEF}$, after the “inverted jinc function” has been applied, see eq. (5.23).

$$\Phi_{ij}(k)_{DEF} = \Phi_{ij}(k) \left( 1 - \left( \frac{2J_{1} \left( \frac{k_{i}^{2} + k_{j}^{2} + R}{k_{i}^{2} + k_{j}^{2} + R} \right)}{k_{i}^{2} + k_{j}^{2} + R} \right)^{2} \right) \tag{5.23}$$

Furthermore, the turbulent velocity scale, $u^{*}_{DEF}$, is found by eq. (5.22), with the difference that the spectral integration to find the normal stress, $\overline{u'u'}$, and the shear stress, $-\overline{u'w'}$, now is based on the spectral integration of the “deficit scales”. The contribution to eddy viscosity in the DWM model is found by applying relevant the length and velocity scales together with the conventional filter functions and calibration constants.

$$v_{T,AMB} = F_{1}k_{1}u^{*}_{ABL,\lambda < 2D}l^{*}_{ABL,\lambda < 2D} \tag{5.24}$$

The wake meandering in the DWM model is calculated based on the turbulent eddies experienced by a circular disc by the oncoming wind field, see Larsen [52]. This approach is motivated by the assumption that the wake acts as a passive tracer in turbulence field, i.e. the movements of the wake is completely dictated by the large scale turbulent functions of the oncoming flow. Based on this assumption, the effect of atmospheric stability can be included directly by using the Mann turbulence corrected for non-neutral atmospheric turbulence by Peña et al. [44] as input to the meandering algorithm.

The effect of applying the proposed corrections in the DWM model is verified by a comparison to OpenFOAM AL simulation data. The simulations are conducted to mimic the conditions along rows of turbine from the offshore wind farms of OWEZ, which consists of 36 V90-3MW turbines, and North Hoyle, which consists of 30 V80-2MW turbines, see table 5.3.
Table 5.3: list of conducted simulations cases to study the effect of atmospheric stability on ambient turbulence characteristic and wind turbine wake evolution.

<table>
<thead>
<tr>
<th>Case</th>
<th>Turbine</th>
<th>WS</th>
<th>TI</th>
<th>L</th>
<th>Nr WTG</th>
<th>Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-N.H. row A</td>
<td>V80</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>4</td>
<td>11D</td>
</tr>
<tr>
<td>U-N.H. row A</td>
<td>V80</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>4</td>
<td>11D</td>
</tr>
<tr>
<td>N-N.H. row B</td>
<td>V80</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>4</td>
<td>10D</td>
</tr>
<tr>
<td>U-N.H. row B</td>
<td>V80</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>4</td>
<td>10D</td>
</tr>
<tr>
<td>N-N.H. row C</td>
<td>V80</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>5</td>
<td>4.4D</td>
</tr>
<tr>
<td>U-N.H. row C</td>
<td>V80</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>5</td>
<td>4.4D</td>
</tr>
<tr>
<td>N-OWEZ row A</td>
<td>V90</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>3</td>
<td>13D</td>
</tr>
<tr>
<td>U-OWEZ row A</td>
<td>V90</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>3</td>
<td>13D</td>
</tr>
<tr>
<td>N-OWEZ row B</td>
<td>V90</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>3</td>
<td>11D</td>
</tr>
<tr>
<td>U-OWEZ row B</td>
<td>V90</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>3</td>
<td>11D</td>
</tr>
</tbody>
</table>

The AL simulations used in this work is based on 800s of simulation time. The length of the simulation is a trade-off between reaching stable statistics and the time required to run the simulations (the investigated cases require approximately 500,000 CPU-hours for a simulation time of 600s). Compared to the time scale of the most energy containing turbulent scales, 800s is relatively short, and as a result the most important scales of an unstable atmosphere is only realized a few time. The relatively short simulation time of the AL model causes two main sources of uncertainty; 1) misalignment of the wake centre and 2) spatial inhomogeneity of wind speed and turbulence in the simulation domain. The total uncertainties due to the short simulation times are estimated to 0.12 m/s and 0.60 ppm in neutral conditions and 0.18 m/s and 0.92 ppm in very unstable conditions, for wind speed and turbulence intensity respectively. For more details on the uncertainty estimation see Keck et al. [39, 45].

The accuracy of the DWM model is evaluated by the STE method (see eq. (5.4)). As the STE metric is based on the root-mean-square difference between the flow field in the DWM model and the AL model, the uncertainty in the AL simulations will influence the STE linearly. It should therefore be noted that the uncertainty represent approximately 36% the STE in terms of wind speed and 47% of turbulence intensity of the results presented in table 5.4.

5.3.4 Main results and Conclusions:

The results presented show that atmospheric stability influences the wake effects experienced in a wind farm even when maintaining the ambient turbulence intensity constant. This means that the effect atmospheric stability has on the turbulent length scale is important for wind farm dynamics, and that turbulence intensity alone is not sufficient to describe wake dynamics in the atmospheric boundary layer. Specifically the presented data show that atmospheric stability affects the length scale of the atmospheric turbulence, and that this shift in length scale influences both the wake meandering and the wake deficit evolution. The wake meandering of the DWM model in a very stable atmosphere, quantified as the standard deviation of the wake centre, is found to be ~40% lower in lateral direction and ~56% lower in vertical direction compared to neutral atmospheric conditions at the same ambient turbulence intensity. The same comparison performed in a very unstable atmospheric conditions shows that the wake meandering is ~40% larger in lateral direction and ~76% larger in vertical direction. The OpenFOAM AL model predicted that the wake meandering in a very unstable atmosphere increase with as much as ~99% in lateral direction and ~107% in vertical direction, compared to neutral stratification.
The eddy viscosity term, which governs the wake deficit evolution in the DWM model, is relatively constant when comparing neutral and unstable stratification. In stable stratification, however, the eddy viscosity is seen to be ~50% lower. This is due to the smaller length scale of the turbulence in the stable atmosphere which causes a less effective transport of turbulent momentum and thereby lower deficit diffusion.

Table 5.4 show the STE of five unsteady cases calculated with both the modified (DWM B) and the unmodified (DWM A) versions of the DWM model compared to OpenFOAM AL simulations. The study is conducted to verify that the suggested correction increases the ability to predict the flow field under unstable atmospheric conditions. By comparing the results it can be concluded that the atmospheric stability correction reduces the average STE by ~19% in terms of wind speed and ~28% in turbulence intensity.

Table 5.4: The STE (eq. 5.4) of the DWM model without (A) and with (B) the atmospheric stability correction compared to the OpenFOAM simulations for the unsteady simulations listed in table 5.3.

<table>
<thead>
<tr>
<th></th>
<th>STE WS DWM A [m/s]</th>
<th>STE WS DWM B [m/s]</th>
<th>Ratio B/A</th>
<th>STE TI DWM A [%]</th>
<th>STE TI DWM B [%]</th>
<th>Ratio B/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.H. row A</td>
<td>0.53</td>
<td>0.39</td>
<td>0.74</td>
<td>2.9</td>
<td>2.0</td>
<td>0.69</td>
</tr>
<tr>
<td>N.H. row B</td>
<td>0.60</td>
<td>0.45</td>
<td>0.75</td>
<td>3.4</td>
<td>2.4</td>
<td>0.71</td>
</tr>
<tr>
<td>N.H. row C</td>
<td>0.71</td>
<td>0.63</td>
<td>0.89</td>
<td>2.1</td>
<td>2.0</td>
<td>0.95</td>
</tr>
<tr>
<td>OWEZ row A</td>
<td>0.48</td>
<td>0.40</td>
<td>0.83</td>
<td>2.0</td>
<td>1.2</td>
<td>0.60</td>
</tr>
<tr>
<td>OWEZ row B</td>
<td>0.52</td>
<td>0.43</td>
<td>0.83</td>
<td>1.7</td>
<td>1.1</td>
<td>0.65</td>
</tr>
<tr>
<td><strong>Mean</strong></td>
<td><strong>0.57</strong></td>
<td><strong>0.46</strong></td>
<td><strong>0.81</strong></td>
<td><strong>2.4</strong></td>
<td><strong>1.7</strong></td>
<td><strong>0.72</strong></td>
</tr>
</tbody>
</table>

To illustrate the effect of the atmospheric stability correction the velocity and turbulence intensity profiles behind the two first turbines in the “U-N.H. row A” case are plotted in figure 5.9. It can be seen that the velocity deficit of the modified DWM model is shallower and wider, and that the average turbulence intensity is higher, which result in a better agreement with the reference AL data.

**Wake-loss as a function of atmospheric stability**

Figure 5.10 shows the effect on power production in single wake operation as a function inflow angle and atmospheric stability. The ambient wind speed is 8m/s and the turbulence intensity is 6%. The two turbines are located 7D apart. It can be seen that for this configuration the power deficit is 45% deeper in a very stable atmosphere (0.58) compared to a very unstable atmosphere (0.4) when the incoming flow is aligned with the axis of the two turbines. The difference decreases with increasing inflow angle to the turbines, and at mean wind direction exceeding ~7° the power deficit is independent of atmospheric stability.

Assuming a uniform wind distribution, the depicted case yields a reduction in annual energy production (AEP) of 1.7%, 1.6% and 1.4% for very stable, neutral and very unstable atmospheric conditions, respectively (under the assumption that no power loss is experienced in the 330° not shown in the figure). The increase in turbulence intensity in the sector ± 10° is 5.7, 5.1 and 4.9pp (i.e. ΔTI in %) for very unstable, neutral and very stable atmospheric conditions, respectively. In terms of power production, the same trends as in the case presented in figure 5.10 are seen for a range of turbulence intensities and turbine spacing (see Keck et al. [39]), i.e. that the wake in stable stratification cause a larger power loss at the second turbine and that the neutral case is closer to the very stable case than
the very unstable case. The average difference in AEP for the tested cases is 0.22% from very stable to neutral and 0.33% from neutral to very unstable stratification. Considering the effects on wake-added turbulence, however, the influence of atmospheric stability is more complex. This is a consequence of the difference in downstream evolution of the two components of the wake-added turbulence, small-scale shear generated turbulence and apparent turbulence due to wake meandering, with atmospheric stability.

**Figure 5.9:** Velocity (top) and turbulence intensity (bottom) distribution at hub height 3, 4, 5 and 6D (from left to right) behind the two turbines in the “U-N.H. row A” case. The top row of each figure depicts the result behind the first turbine and the bottom row shows the result behind two turbines.

**Figure 5.10:** Power deficit (left) and turbulence intensity distribution (right) as a function of the atmospheric stability and inflow direction simulated with the DWM model.
Table 5.5 shows a comparison of the effect in terms of power production of a row of turbines due to atmospheric stability. By comparing the average wake losses in the table, it is seen that the AL model predicts a larger difference in wake loss due to atmospheric stability than the DWM model and the field data. The wake losses in very unstable conditions are seen to be 45% smaller compared to neutral conditions. The corresponding number for the DWM model is 10% and it is 6% for the field data. However, it should be noted that the power production in neutral atmosphere for the N.H 10D case is an outlier and influences the field data result, see table 5.5. Excluding the N.H 10D case yields a 13% difference between unstable and neutral atmospheric conditions instead of the current 6%. This large difference in the AL simulations is attributed to the large increase in wake meandering as a function of atmospheric stability. Comparing the average wake losses in very stable conditions and neutral conditions, the DWM model predicts 12% higher losses and the field data show 13% higher losses.

Table 5.5: Average power production of the wake-affected turbines in the North Hoyle and OWEZ simulations compared to field data. The ambient conditions in all cases are wind speed of 8m/s and a turbulence intensity of 6.2%.

<table>
<thead>
<tr>
<th></th>
<th>Field data-VS</th>
<th>DWM-VS</th>
<th>Field data-N</th>
<th>AL-N</th>
<th>DWM-N</th>
<th>Field data-VU</th>
<th>AL-VU</th>
<th>DWM-VU</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWEZ 11D</td>
<td>0.62</td>
<td>0.57</td>
<td>0.71</td>
<td>0.55</td>
<td>0.61</td>
<td>0.72</td>
<td>0.74</td>
<td>0.67</td>
</tr>
<tr>
<td>OWEZ 13D</td>
<td>0.74</td>
<td>0.63</td>
<td>0.79</td>
<td>0.59</td>
<td>0.67</td>
<td>0.81</td>
<td>0.66</td>
<td>0.70</td>
</tr>
<tr>
<td>N.H 4.4D</td>
<td>0.39</td>
<td>0.28</td>
<td>0.44</td>
<td>0.35</td>
<td>0.35</td>
<td>0.54</td>
<td>0.48</td>
<td>0.38</td>
</tr>
<tr>
<td>N.H 10D</td>
<td>0.62</td>
<td>0.53</td>
<td>0.69</td>
<td>0.58</td>
<td>0.59</td>
<td>0.65</td>
<td>0.77</td>
<td>0.64</td>
</tr>
<tr>
<td>N.H 11D</td>
<td>0.66</td>
<td>0.56</td>
<td>0.67</td>
<td>0.55</td>
<td>0.61</td>
<td>0.70</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>Mean of COL</td>
<td>0.61</td>
<td>0.51</td>
<td>0.66</td>
<td>0.52</td>
<td>0.57</td>
<td>0.68</td>
<td>0.67</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Saturation level of wind speed and turbulence intensity over a row of turbines

An investigation was also conducted to study the equilibrium level of wind speed and turbulence intensity in the flow through a row of wind turbines in various atmospheric conditions. The purpose of this investigation is to give suggestions for strategies of handling multiple wakes in engineering wake models. The turbulence build-up effect was studied by comparing the flow field through the row of turbines in the AL simulations. The flow field behind five turbines are plotted together based on the downstream distance to the closest wake-emitting turbine, see figure 5.11. The same effect are also studied using the DWM model with ambient wind speed of 8m/s and 6% turbulence intensity for turbine spacings of 4D, 6D and 10D in very stable, neutral and very unstable atmospheres.

The conclusion of the study is that a combined velocity deficit behind a row of turbines can be approximated by the deficit behind a single turbine if the flow is aligned with the row of turbines. The average error associated with using a single wake deficit is 0.13m/s (corresponding to 8.8% of the average reduction in mean velocity) compared to using the combined deficit after eight turbines. The same approach cannot be applied to model the turbulence intensity over a row of turbines. The increase in turbulence intensity at the second rotor is approximately 75% of the increase seen at the eighth turbine. A recommended “rule-of-thumb” approach may be to use the value at the fifth turbine as the saturation level of turbulence intensity over the row. The average error associated with this choice is 0.25pp (which represents 3.2% of the average wake-added turbulence of 7.8pp) compared to the value at the eighth turbine.
Figure 5.11: The velocity field (top figures) and turbulence field (bottom figures) from the “N-N.H. row C” case (left figures) and the “U-N.H. row C” case (right figures) behind a single turbine (black lines), compared to flow field behind two, three, four and five turbines (red, green, blue and cyan lines).
6 Technical description of the DWM model

6.1 Final version of the DWM model

The aim of this chapter to give a comprehensive description of the final version of the DWM model, including model augmentations proposed in the previous chapter, to serve as a support document for implementation of the DWM model. This first section gives a summary of the workflow in the DWM model as well as references to the research articles containing the background for the current formulation. The subsequent sections contain detailed descriptions of the wake deficit model, the method to calculate the wake meandering, power production (if the DWM model is used as a standalone flow-solver) and multiple wake simulation.

The version of the DWM model presented by Madsen et al. [32] is the baseline for the research activities presented in this thesis. The fundamental functionality is to a large extent kept unchanged. The main changes, as described in the research summary in chapter 5, are:

1. The two-dimensional eddy viscosity model (Keck et al. [37])
2. The strain-rate contribution from the ABL shear in the wake deficit calculation (Keck et al. [39])
3. The method to model multiple wakes and wake-added turbulence (Keck et al. [39])
4. The inclusion of atmospheric stability effects on the deficit and wake meandering (Keck et al. [45]).
5. The wake meandering applied is based on the same principles as proposed by Larsen et al. [52], however, a wake transport velocity equal to 80% of the free stream velocity (as proposed by Keck at al. [36]) is employed rather than using the full free stream velocity as proposed by Larsen et al. [52].

The DWM model is originally designed to be coupled with an aero-elastic software to allow for predictions of loads and power production of wake-affected turbines. However, the model can also be used as a standalone flow-solver to simulate power production as well as the distribution of wind speed and turbulence intensity inside a wind farm (as is done in Keck et al. [39, 45]). This may be more practical for research studies, or for simulating the flow field in a wind farm. The workflow of these two configurations is the same apart from the method used to calculate the power production of the wake-affected wind turbines. If the DWM model is coupled to an aero-elastic solver, the power production (and loads) will be based on the time average of the response of the aero-elastic model due to the instantaneous flow field at the turbine position (step 4a). The DWM model operated as standalone will instead base the power production directly on the mean flow field (step 4b). The workflow of the DWM model is shown in figure 6.1, and can be summarized in five steps:

1. Define the input conditions for the wake-emitting turbine
   i. Average axisymmetric wind speed distribution and average turbulence intensity over the rotor (including upstream wake effects if the turbine is operating in waked conditions)
   ii. Turbine specific rotor induction and hub height
   iii. Atmospheric stability condition
2. Calculate the wake deficit evolution in the MFoR (i.e. solve the axisymmetric N-S equation for the wake deficit). This yields the steady-state velocity and turbulence intensity profile as a function of downstream position (see section 6.1.1).
3. Calculate the stochastic wake meandering of the wake centre position to find the time dependent velocity and turbulence intensity field in the FFoR (see section 6.1.2).

4a. If the DWM model is coupled to an aero-elastic model, the dynamic loads and power production of the wake-affected turbines are calculated by the aero-elastic model based on the transient velocity and turbulence fields in the FFoR (see section 6.1.3).

4b. If instead the DWM is used as standalone flow-solver, the power production is based on the mean flow field at the wake-affected rotor. The mean flow field is found by applying the effect of wake meandering statistically in a field model (see section 6.1.4).

6. For simulations containing more than two turbines, the average inflow velocity and turbulence field at the wake-affected turbine in Cartesian coordinates are calculated (either by the aero-elastic code of the field model). The flow field in Cartesian coordinates is thereafter transformed into an axisymmetric flow field, which is applied as boundary conditions in the subsequent wake deficit calculation of the wake-affected turbine (see section 6.1.5).

![Figure 6.1: Schematic description of the workflow in the DWM model for a multiple wake simulation.](image)

### 6.1.1 Wake deficit model

The wake deficit in the DWM model is governed by the steady state, axisymmetric thin shear layer approximation of the N-S equations in which momentum is governed by,

\[
\begin{align*}
\frac{\partial u}{\partial x} + \frac{v}{r} \frac{\partial u}{\partial r} &= \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial u}{\partial r} \right) \\
\frac{1}{r} \frac{\partial}{\partial r} \left( r \nu \right) + \frac{\partial u}{\partial x} &= 0
\end{align*}
\]  

(6.1)

and continuity is maintained through

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \nu \right) + \frac{\partial u}{\partial x} = 0
\]

(6.2)

In these equations, the velocity components \( u \) and \( v \) are in the mean flow (\( x \)) and radial (\( r \)) directions, respectively, and \( \nu_T \) is the eddy viscosity. The benefit in using the thin shear layer approximation is a significantly reduced computational cost. This is achieved by omitting the pressure gradient term, approximating the flow as axisymmetric, and by assuming that the velocity gradients in streamwise direction are much smaller than those in radial direction. The fact that the pressure gradient term is neglected means that no pressure-velocity coupling is required. Furthermore, as the flow is assumed to be axisymmetric, only one component of the momentum equation needs to be solved and the other velocity component is given by the continuity equation (which is otherwise unused as there is no pressure-velocity coupling).
Turbulence closure in the wake deficit calculation is obtained by an eddy viscosity formulation, eq. (6.3). The eddy viscosity consist of two contributions: 1) a contribution due to the ambient turbulence, see eq. (6.4), and 2) a mixing length description of the turbulence due to the shear layer of the wake deficit, see eq. (6.5). The eddy viscosity due to the wake deficit includes a correction to avoid underestimating the turbulent stresses as the velocity gradient of the deficit, $|\frac{\partial u}{\partial r}|$, approaches zero. This is achieved by blending the classical Prandtl mixing length model (first term of eq. (6.5)) with a modified expression based on the average velocity gradient over the deficit (second term in eq. (6.5)) using the max operator.

$$v_T = v_{T\,AMB} + v_{T\,WAKE} \tag{6.3}$$

$$v_{T\,AMB} = F_1 k_1 u^{\star}_{ABL\ll2D} l^{\star}_{ABL\ll2D} \tag{6.4}$$

$$v_{T\,WAKE} = F_2 k_2 \cdot \max \left( l^{\star-2} \left| \frac{\partial u}{\partial r} \right| l^{\star}(1 - U_{MIN}) \right) \tag{6.5}$$

In eq. (6.4), $u^{\star}_{ABL\ll2D}$ and $l^{\star}_{ABL\ll2D}$ represent the length and velocity scales of the part of ambient turbulence which affect the wake deficit evolution (roughly corresponding to eddies smaller than 2D). In eq. (6.5) $l^{\star}$ represents the mixing length of the wake turbulence ($l^{\star}$ is taken equal to half the width of the wake) and $U_{MIN}$ is the lowest axial velocity in the wake cross section and is thus a function of downstream distance alone. The max operator is included in the eddy viscosity formulation to avoid underestimating the turbulent stresses at locations where the velocity gradient of the deficit, $|\frac{\partial u}{\partial r}|$, approaches zero. The model constants, $k_1$ and $k_2$, are used to calibrate the deficit model. $F_1$ and $F_2$ are empirical filter functions included to govern the development of turbulent stresses.

The filter functions, $F_1$ and $F_2$, in the DWM model are required to model the evolution of turbulence before the mean velocity field and the turbulence field have reached a state of quasi-equilibrium. This is a consequence of applying an eddy viscosity closure which does not include a transport term for the turbulent kinetic energy. Without filter functions, the turbulence field would be in quasi-equilibrium with the local strain-rate directly at the rotor. This would result in un-physically high turbulence levels close to the rotor, as the mean velocity field changes faster than the turbulence field when the air passes the rotor. The filter functions correct for two fundamentally different effects. The $F_1$ function is included to compensate for the effect on turbulence caused by the boundary condition treatment in the DWM model. To account for the pressure effects, the velocity field applied at the inlet boundary of the DWM model includes the effects of deceleration and expansion due to the pressure field recovery (see eqs. (6.9) and (6.10)). This generates artificially large velocity gradients in the near wake region (i.e. in the wake-region before the pressure field on a wind turbine has recovered). The role of the $F_1$ filter function is to reduce the effect of the DWM boundary condition on the turbulent stresses due to ambient turbulence, to avoid unphysical turbulence diffusion of the deficit in the near wake. The length over which the $F_1$ function acts is taken to be 2D, which is equal to the distance required for the pressure to recover behind the turbine according to Crespo et al. [15] and Sanderse [59]. The $F_2$ function, apart from the 2D near wake treatment, also governs the development of turbulence generated by the wake shear layer. The length required for the turbulent stresses to reach quasi-equilibrium with the mean velocity field is on the order of 10D based on AL simulations. The details and motivation for this turbulence formulation are given by Keck et al. [37].
Before the eddy viscosity from eq. (6.3) is applied in eq. (6.1) it is scaled to include a strain-rate contribution due to the ABL shear, \( \frac{du}{dz_{ABL}} \), by

\[
\frac{du}{dr_{Total}} = \left( \frac{du}{dr_{DWM}} + \frac{1}{\pi} a_2 \int_{-\infty}^{\infty} \left( \frac{du}{dz_{ABL}} \cdot \sin(x) \right) \, dx \right) - (a_2 - a_1) \frac{du}{dr_{DWM}}.
\]

\[\geq \frac{du}{dz_{ABL}} \]

\[\leq \frac{du}{dz_{ABL}} \]

(6.6)

\[
\nu_t' = \nu_t \cdot \frac{dr_{Total}}{dr_{DWM}}
\]

(6.7)

where \( \frac{du}{dr_{DWM}} \) is the wake velocity gradient in the wake deficit modelled by the DWM model, \( \frac{du}{dr_{Total}} \) is the total velocity gradient with the ABL shear contribution included, and \( \alpha \) is the angular locations where the effect of the atmospheric shear in cylindrical coordinates is larger than the wake deficit shear. \( \alpha_1 \) and \( \alpha_2 \) are found by \( \arcsin \left( \frac{du}{dr_{DWM}} / \frac{du}{dz_{ABL}} \right) \) and \( \pi - \alpha_2 \) respectively. The details of this correction can be found in Keck et al. [39]. Applying the scaled eddy viscosity from eq. (6.7) in eq. (6.1) yields the desired effect of basing the turbulent stresses in the DWM wake deficit calculation by the ABL shear corrected strain-rate.

\[
\tau_{stress\_DWM} = \nu_t' \cdot \frac{du}{dr_{DWM}} \rightarrow \nu_t \cdot \frac{du}{dr_{Total}} \rightarrow \nu_t \cdot \frac{du}{dr_{DWM}} \rightarrow \nu_t \cdot \frac{du}{dr_{Total}}
\]

(6.8)

The system of equations given by eqs. (6.1) - (6.7) is solved using a finite-difference scheme, in which a second-order central-difference scheme in the radial direction and a first-order upwind scheme in the mean flow direction are applied. As information only moves downwind along the mean flow direction, a solution can be obtained by “marching” downstream, solving each axial position sequentially. For each location along the mean flow axis, the calculation of the velocity field can be summarized as:

1. Solve the momentum equation for the streamwise velocity component at all radial positions explicitly, using the value for radial velocity component and eddy viscosity from the previous location upstream. This yields a tri-diagonal equation system where all the coefficients are known, which can be efficiently solved.
2. Once the streamwise velocity at the present axial position is known, the corresponding radial velocity and the eddy viscosity can be computed using eqs. (6.2) and (6.3)-6.7) above.
3. March to the next downstream location and repeat steps 1-3.

6.1.1.1 The boundary condition in the wake deficit model

Omitting the pressure gradient term in the governing equations has the consequence that the near-wake region, where pressure is recovering and significant gradients are present, will not be accurately represented by the DWM model. The inaccuracy in this region is considered acceptable since the near-wake region is not of primary interest when modelling intra-turbine wake effects, as long as the far-wake calculation remains accurate. In the DWM model the effect of the pressure gradient is considered to be negligible at a distance of 3D behind the turbine. This location is referred to as the point of DWM validity. The inlet boundary condition (just behind the rotor) is designed to artificially account for the effect of the neglected pressure gradient in such a manner that the resulting flow field after 3D is accurately represented. This is done by including the pressure induced deceleration, and the resulting stream tube expansion, of the fluid at the rotor disc. The boundary condition is based on the turbine-specific averaged axial induction \( \alpha \). The pressure effects are approximately accounted for by scaling the
turbine induction both in depth and in width by the factors $f_U$ and $f_R$, respectively. The resulting inlet velocity distribution, $U_{BC}$, as a function of radial position applied in the DWM deficit calculations is given by,

$$U_{BC}(r_{BC}) = U_{amb}(1 - (1 + f_U)\bar{a}(r_{rot}))$$  \hspace{1cm} (6.9)$$

$$r_{BC} = r_{rot} \sqrt{\frac{1-\bar{a}}{1-(1+f_R)\bar{a}}}$$ \hspace{1cm} (6.10)$$

where $U_{amb}$ is the ambient wind speed at hub height, $r_{rot}$ is the radial coordinate of the induction vector at the rotor and $\bar{a}$ is the average induction over the rotor plane. According to BEM theory, the lowest velocity in the wake should correspond to a wake deficit of twice the induction at the rotor. This corresponds to both $f_U$ and $f_R$ being equal to unity. However, from the AL simulations it can be observed that the minimum velocity in the wake occurs approximately 1D behind the rotor and that the double induction, $2\bar{a}$, is not realised in turbulent inflow (~1-1.85$\bar{a}$ is the minimum velocity observed and this occur ~1D behind the rotor, see figure 2.10).

In this work, the approach to find the $f_U$ and $f_R$ coefficients is based on a least-square calibration to AL results. The calibration of the boundary condition conducted in this work relies on minimizing the STE at (and after) the point of DWM validity (i.e. 3D into the computational domain). This is the most important aspect of the boundary condition in the DWM model, as the results in the near-wake region are not used. The coefficients which result in the smallest STE error at 3D are $f_U=1.10$ and $f_R=0.98$. The improvement in terms of STE by applying the suggested $f_U$ and $f_R$ factors compared to applying $f_U=1$ and $f_R=1$ is on the order of 5%.

Applying an $f_U$ larger than unity, and the fact that $f_U$ and $f_R$ assume different values in the DWM deficit calculation may seem counter-intuitive. Applying an $f_U$ which is larger than the $f_R$ means that less mass passes through the inlet plane of the DWM model after the pressure effects has been accounted for. A likely explanation as to why this improves agreement with AL reference data after the point of DWM validity, is that the artificially large velocity gradient due to the boundary conditions treatment results in a large transfer of mass into the wake (and the domain through the upper boundary) of the DWM model in the near wake. By prescribing a lower mass flow in the wake, this effect is counter-balanced by the selected $f_U$ and $f_R$ coefficients. Similar results were obtained in the DWM model calibration carried out by Madsen et al. [32], where the derivation of the boundary condition is based on the BEM assumption of full induction. In the calibration stage, however, a correction is applied where the $r_{wake}$ values are reduced by $1-0.45\bar{a}_{rot}$. For a mean induction of 0.2 this reduces the $r_{wake}$ by 9%.

### 6.1.1.2 Wake-added turbulence

The wake-added turbulence formulation in the DWM model is designed to account for the increased level of small-scale turbulence experienced at a wake-affected turbine. The increased turbulence level has two effects: 1) it increases the fatigue loads of the wake-affected turbine (although the meandering deficit is generally speaking a larger effect), and 2) it affects the rotor induction and the wake diffusion of the wakes emitted from wake-affected turbines. The turbulent stresses in a single wake are already accounted for by the eddy viscosity formulation, eq. (6.3). The wake-added turbulence in the current implementation of the DWM model is calculated based on the turbulent stresses in the wake deficit calculation as,
where the coefficient $C_{u'w'}$ and the ratio $w'_{rms}/u'_{rms}$ describes the relationship between axial and radial turbulent fluctuations in the wake. These relations are different compared to atmosphere turbulence due to the significantly smaller length scale and the increased degree of anisotropy of wake turbulence.

In this work, the correlation coefficient is given the value 0.3, and the ratio $w'_{rms}/u'_{rms}$ is set to unity based on the findings of Larsen et al. [145]. The first term under the “max-operator” represent the turbulence intensity which acts in the DWM deficit calculation. The second term is a correction to ensure that the local turbulence intensity used to estimate the wake-added turbulence at a downstream turbine always assumes a value equal to or greater than the ambient turbulence intensity, $Tl_{amb}$. The correction is required for two reasons: 1) to remove regions of low turbulence in the wake deficit, and 2) to set the ambient turbulence value at all radial nodes outside of the wake deficit before adding the effect of wake meandering to find the turbulence in the FFoR at a downstream turbine. The regions of low turbulence inside the wake of the DWM model are linked to regions of low velocity gradients, which, in combination with the eddy viscosity closure, result in very low turbulent stresses. In nature, turbulent energy is transported, both radially and axially, and as a result the turbulence never goes below the ambient turbulence level. These processes are not included in the DWM model. The effect of the correction can be seen in figure 6.2.

For details of this formulation see the section “improved wake-added turbulence formulation” in Keck et al. [39]. Eq. (6.11) yields a local value of wake turbulence intensity in the wake deficit for each computing node in the DWM domain, $Tl_{DWM MFoR}$.

\[ Tl_{DWM MFoR} = \max \left( \frac{1}{C_{u'w'}}, Tl_{stress DWM}, Tl_{amb} \right) \]  

(6.11)

Figure 6.2: Effect of the turbulence correction applied by eq. (6.11) at a cross section 8D downstream of the wake-emitting turbine. The dashed line represents the turbulence applied in the DWM deficit calculation, and the solid line shows the corrected turbulence used to estimate the turbulence level at downstream turbines.
6.1.2 Wake meandering

The DWM deficit model, described in the previous section, outputs a steady-state wind speed and turbulence intensity distribution in the MFoR. To conduct simulations of the flow field in the FFoR (e.g. at a downstream wind turbine), the effect of large scale wake meandering of the wake deficit must be accounted for. The wake deficit calculation can be thought of as generating a “tube” of wake deficit profiles as a function of downstream distance from the wake-emitting turbine. The wake meandering is added by dividing this tube into disc shape wake-segments, and stochastically translate each of these wake-segments in lateral and vertical direction. A location downstream of the wake-emitting turbine in the FFoR, would thus experience a cascade of wake-segments where the centre of the wake-segment have a stochastic offset relative to the mean wind direction due to wake meandering, see figure 6.3.

Figure 6.3: Schematic illustration of the wake meandering as applied in the DWM model.

The process of combining the steady-state wake deficit with the transient wake meandering in the DWM model, relates to the split in scales, which is based on the presumption that the two effects can be considered mutually independent. This implies that the wake deficit profiles in two neighbouring wake-segments are independent of each other, i.e. no streamwise mixing occurs between the wake-segments in the meandering process.

The movements of the wake-segments in the DWM model are based on the passive tracer assumption (Larsen et al. [52]). This means that the meandering of the wake is dictated by the turbulent fluctuations of the ambient flow. The instantaneous wake movements can be found by averaging the turbulent fluctuations acting on a cross section of the wake at that moment. As a consequence, the wake meandering will be unaffected by small turbulence scales (as they even out over the cross section of the wake), and thus essentially be governed by the large scale structures of the ambient turbulence. The numerical method used in this work to calculate wake meandering paths based on the principle described above can be summarized in six steps:

1. Use the Mann turbulence model (Mann [42, 43]) to generate random Fourier coefficients in three dimensions. These coefficients will represent the Fourier transform of a three dimensional incompressible frozen turbulence field.
2. Incorporate the effect that wake meandering is governed by the average of all fluctuations over the wake cross section. This is done mathematically by multiplying the generated Fourier coefficients with the “Jinc-function” (this is the Fourier transform equivalent of the process of averaging over a circular disc, see eq. (5.19) and Goodman and Gustafson [68]). This multiplication in Fourier space is equivalent to the convolution of the random turbulent velocity field, described by the Fourier coefficients in step 1, and a circular disc in physical space.
3. Release wake-segments at the wake-emitting turbine at a frequency of 1Hz. The wake-segments travel downstream with a velocity of 80% of the ambient wind speed (based on the findings of Keck et al. [36]), this is referred to as the “wake transport velocity” \((U_{\text{wake}})\). The frozen turbulence box travel along the flow with the ambient wind speed. Consequently, the wake deficit travels at a negative speed of -20% of the ambient wind speed relative to the frozen turbulence field.

4. Calculate the fluctuating velocities in streamwise, lateral and vertical direction \((u'_{\text{wake}}, v'_{\text{wake}} \text{ and } w'_{\text{wake}})\) of all emitted wake-segments at each time step based on their position in the turbulence box. To avoid interpolation as the wake-segments move relative to the turbulence box, which otherwise causes a reduction of turbulent energy, the velocity at the location of the wake-segment is found by applying the definition of inverse Fourier transform (which is continues and can be used to find the velocity at any location in the field, contrary to the inverse fast Fourier transform (IFFT) which generates turbulent fluctuations in a box of fixed spatial resolution).

5. Update the position of the wake-segment at every time step \((dt=1s)\) according to eqs. (6.12-6.14).

\[
\begin{align*}
    dx &= (U_{\text{wake}} + u'_{\text{wake}})dt \\
    dy &= v'_{\text{wake}}dt \\
    dz &= w'_{\text{wake}}dt
\end{align*}
\]

6. Finally, when all the wake-segments have reached the desired downstream distance, the wake meandering is scaled by a factor determined by the square root of the ratio of the expected meandering energy to the total captured meandering energy. This ratio is a function of the dimensions of the turbulence box chosen.

The numerical method described above generates time series of wake centre position in lateral and vertical direction at any cross section downstream of the wake-emitting turbine.

6.1.3 DWM coupled to an aero-elastic solver

The dynamic flow field of the DWM model can be directly coupled to an aero-elastic turbine model. This is achieved by superimposing the meandering wake deficit onto the input flow field in the aero-elastic solver. As a consequence of the DWM formulation, the wake deficit profile at the wake-receiving turbine will be invariant in time (i.e. the distributions of wind speed and turbulence in the wake deficit are time invariant and functions of downstream distance from the wake-emitting turbine alone). The dynamic effect is therefore created by the wake meandering represented as a time series found by eqs. (6.13) and (6.14). The aero-elastic model computes both the power production and structural response of the wake-affected turbine.

6.1.4 DWM as a standalone flow-solver

When employing the DWM model as a standalone flow-solver, it is more computationally efficient to include the effect of the wake meandering on the flow field in a statistical manner, as opposed to using time series generated by the description in section (6.1.2). To this end, the standard deviation of the wake meandering time series is extracted from simulation (with the underlying assumption that the wake meandering has a Gaussian distribution), and stored for future use in a “lookup-table”. To enable the execution of the DWM calculations presented in this thesis (and the articles on which it is based), wake meandering statistics for a range of ambient wind speeds, turbulence intensities and atmospheric
stabilities as well as hub heights and downstream distances have been extracted and stored. The standard deviation of the wake centre position is based on 50 time series of 600s of data each.

6.1.4.1 Flow field model

Knowing the distribution of the wake meandering, it is possible to calculate the average wind field and turbulence intensity in the FFoR as the convolution of the deficit in the MFoR (both wind speed and variance, i.e. the square of $T_{DWM, MFoR}$ from eq. (6.11)) and the distribution of the wake centre in the vertical and lateral direction due to wake meandering as follows:

$$\theta_{DWM, FFoR}(y, z) = \iint \theta(y - y_m, z - z_m)_{DWM, MFoR} \cdot PDF_{m}(y_m, z_m) \, dy_m \, dz_m$$  \hspace{1cm} (6.15)

In this equation, $\theta$ represents the wind speed or variance, $y, y_m$ and $z, z_m$ are the local coordinates in the MFoR and $PDF_m$ is the probability density function for the meandering distribution. The subscripts FFoR and MFoR refer to fixed and meandering frame of reference.

The turbulence intensity ($T_{DWM, FFoR}$), found by eq. (6.15), represents the turbulence intensity in the FFoR due to small-scale ambient turbulence and the turbulence generated by the wake shear layer. This is the turbulence which affects the wake deficit evolution of a wake-receiving turbine. The wake meandering itself, however, also has a contribution to the "apparent turbulence" experience at a location in the FFoR, $T_{M}$ (see Madsen et al. [32] and Vølund [29]). This contribution comes from the variation of mean wind speed experienced at a fixed location caused by the moving wake deficit. If the time series of wake meandering is applied into an aero-elastic simulation, this effect is accounted for automatically (as is the transition from MFoR to FFoR). When using the DWM model as a standalone flow-solver to study the flow field in the FFoR, however, this effect has to be explicitly accounted for. This contribution is calculated by eq. (6.16), where the first term can be thought of as the distribution of wind speeds at location $(y, z)$ due to the meandering deficit and the second term is the mean wind speed in the FFoR.

$$TI_{M}(y, z) = \sqrt{\iint (U(y - y_m, z - z_m)_{MFoR} - U_{FFoR}(y, z))^2 \cdot PDF_{m}(y_m, z_m) \, dy_m \, dz_m}$$  \hspace{1cm} (6.16)

Due to the split in scales, the contributions to the turbulent fluctuations given by eq. (6.16) and (6.17) can be assumed to be uncorrelated. As a consequence the total turbulence intensity level in fixed frame of reference can be calculated as,

$$TI_{tot, FFoR} = \sqrt{TI_{M}^2 + TI_{DWM, FFoR}^2}$$  \hspace{1cm} (6.17)

6.1.4.2 Estimating power production

In the absence of an aero-elastic model, the power production is estimated based directly on the mean inflow wind field. However, since the instantaneous power production is a nonlinear function of the local wind speed (cubic in the wind speed region where wake effects are most pronounced), the time averaged wind speed field cannot be used directly for power estimations. To approximately account for dynamic effects on power production due to partial wake operation caused by meandering, a dedicated velocity field for power estimation is calculated using the equation,

$$U_{power, FFoR} = \sqrt[3]{\iint U^3(y - y_m, z - z_m)_{DWM, MFoR} \cdot PDF_{m}(y_m, z_m) \, dy_m \, dz_m}$$  \hspace{1cm} (6.18)
where again \( y-y_m \) and \( z-z_m \) are the local coordinates in the meandering frame of reference and \( PDF_m \) is the probability density function for the wake meandering. \( U_{\text{power \, FFoR}} \) is the cube root of the mean value of the cube of the wind speed field in the FFoR. When this quantity is applied for power estimation, the effect that instantaneous power production is based on the local wind speed to the power of three is captured. By applying \( U_{\text{power \, FFoR}} \) in eq. (6.20) an expression for the velocity field for power estimation as a function of radial position, \( U_{\text{power}}(r) \), is found. Using the wind field corrected for power estimation, the power production of the turbines may be estimated using the equation,

\[
P_{\text{WTG}} = \int_0^R \left[ (4a(r) \cdot (1 - a(r))^2) \cdot \frac{1}{2} U_{\text{power}}^2(r) \cdot U_{\text{power}}(r) \cdot 2\pi r \, dr \right] \cdot f_{mek} \tag{6.19}
\]

where \( a \) is the azimuthally averaged rotor induction and \( r \) is the radial coordinate. The first term in the integration is an estimation of the coefficient of power \( (C_p) \), followed by the kinetic energy per unit mass at the rotor, mass flow, and a factor for system losses from mechanical power to electricity. \( f_{mek} \) is the coefficient of mechanical to electrical power and is estimated to be 0.9. Note that \( a \) refers to average turbine induction, and is not scaled by \( f_U \) and \( f_R \) as in the DWM model boundary condition.

### 6.1.5 Multiple wake calculations

The first step when conducting multiple wake calculations is to find the mean flow properties to apply as inlet boundary conditions at the wake-affected turbine. The mean wind speed and the turbulence intensity at a downstream wind turbine are found either using the aero-elastic software, or by applying eq. (6.15). However, as the wake meandering (and thereby the flow field in the aero-elastic model and eq. (6.15)) is expressed in Cartesian coordinates, and the wake deficit calculations of the DWM model requires a steady-state axisymmetric velocity field as input, a transformation is required to couple the oncoming velocity field to the wake-affected turbine. This is achieved by calculating the average axisymmetric velocity field \( (U_{\text{axisym}}) \) at the downstream rotor over annular sections (in this work a \( dr = 0.04R \) is used),

\[
U_{\text{axisym}}(r) = \frac{1}{2\pi \Delta r} \int_0^{2\pi} \int_{r-\Delta r}^{r+\Delta r} U_{\text{DFM \, FFoR}}(y_{\text{WTG}} + r \cos(\alpha), z_{\text{WTG}} + r \sin(\alpha)) \, dr \, d\alpha \tag{6.20}
\]

where \( y_{\text{WTG}} \) and \( z_{\text{WTG}} \) are the coordinates of the rotor centre of the wind turbine in the FFoR, \( r \) is the radial coordinate and \( \alpha \) is an angle used to integrate over the angular segment. By using eq. (6.20), the velocity in the far-field of the deficit calculation of a wake-affected turbine is still equal to the ambient wind speed at the site (or the first turbine in the row).

The turbulence closure of the DWM model does not allow the use of a non-homogeneous turbulence intensity distribution as boundary condition in the calculation of the wake deficit evolution of the wake-affected turbine. This is a consequence of applying an eddy viscosity closure with no transport equation for turbulent kinetic energy. Instead, the effect of increased turbulence intensity at a wake-affected turbine is included by applying the average turbulence intensity over the rotor disc as “ambient turbulence intensity” in the subsequent deficit calculation, see eq. (6.21). The integration is carried out
from the rotor centre to the width of the initial DWM wake at the wake-affected rotor, $R_w$. The initial width of the wake is calculated by eq. (8) by applying the rotor radius as $r_{rot}$ value.

\[
TI_{WTG} = \frac{1}{2\pi R_w} \int_0^{2\pi} \int_0^{R_w} TI_{DWM,FFor}^2 \left( y_{WTG} + r \cos(\alpha), z_{WTG} + r \sin(\alpha) \right) \, dr \, d\alpha
\]  

(6.21)

The large scale turbulence is assumed to be unaffected by the presence of the wind turbine wakes. This means that the wake-added turbulence does not influence the ABL shear or the wake meandering. Consequently, both the ABL shear and the wake meandering are based on the ambient conditions for all simulated turbines.

In the conventional DWM model configuration where the DWM model is coupled to an aero-elastic model, the temporal and azimuthally averaged induction of the aero-elastic calculation is applied in the calculation of the subsequent deficit calculation. When the DWM model used as a standalone flow-solver, however, the rotor induction of the wake-affected turbine is based on tabulated induction vectors as a function of the mean wind speed and, to a lesser extent, turbulence intensity at the rotor as,

\[
a(r) = f_{un}(U_{WTG}, TI_{WTG})
\]  

(6.22)

The mean wind speed at the wake-receiving rotor used to find the rotor induction ($U_{WTG}$) is found by eq. (6.23).

\[
U_{WTG} = \frac{1}{2\pi R_w} \int_0^{R_w} U_{DWM,FFor} \, dA
\]  

(6.23)

The induction vector of the downstream turbine is superimposed onto the mean flow field found by eqs. (6.9) and (6.10).

It should be noted that Larsen et al. [40] presented an alternative method for including multiple wake in aero-elastic calculations. This method is based on assuming that 1) the wakes may be treated as independent of each other, and 2) that the effect of multiple wake deficits at a downstream turbine may be modelled by only the deepest deficit at that instance in time and space. The aero-elastic model would then have two, or more, meandering wake deficits of different origin (and thereby shape) super imposed on the input flow field. The rotor will then experience the instantaneously lowest velocity at all locations. This method has not been applied in the research presented here and it is only mentioned as an alternative option for future development.
Calibration and validation of the DWM model

7.1 Calibration of the DWM model

As with all engineering models, calibration of the model coefficients to some reliable data source is essential to achieve high model performance. This can be field data, experimental data or, as in this case, data from higher-order models. The calibration of the DWM model is required to find appropriate values for the eddy viscosity coefficients ($k_1$ and $k_2$), the eddy viscosity filter functions ($F_1$ and $F_2$) and the upstream boundary condition scaling parameters ($f_U$ and $f_R$).

7.1.1 Calibration procedure

The calibration is based on minimizing the standard error (STE) of the DWM flow field compared to analog flow field extracted from EllipSys3D AL calculations. The STE is defined as the root-mean-square of the difference in mean velocity between the results from the AL simulations and the DWM model, see eq. (5.4). The calibration dataset consists of EllipSys3D AL data from six flow cases with wind speeds of 6 and 10 m/s each combined with turbulence intensities of 6, 10, and 14%. The calibration is carried out in three steps, all based on the gradient-based simplex method of Lagarias et al. [154] and outlined in the Matlab User Guide [155].

**Step 1: Calibrate the boundary condition**

The DWM inlet boundary condition is calibrated to yield a velocity field as close as possible to the EllipSys3D AL mean velocity field at 3D behind the rotor. As discussed earlier, this is necessary in order to account for the effects of omitting the pressure gradient on the wake deficit development in the DWM model. The pressure gradient effects (expanding and reducing the velocity of the initial deficit caused by turbine induction) are captured by the scaled inlet boundary condition. The boundary condition is, therefore, a function of four model parameters: the inlet deficit modification parameters $f_U$ and $f_R$, together with the eddy viscosity constants and the filter functions from 0-3D, $k_1 F_{1,0-3D}$ and $k_2 F_{2,0-3D}$.

**Step 2: Calibrate the $F_2$ filter function**

The $F_2$ filter function is included in the DWM model to govern the development of turbulence generated by the wake shear layer. Such a function is required as turbulence closure in the DWM model is achieved by a zero-equation eddy viscosity model. Since no transport equation is modelled, the turbulence is calculated based on the local mean strain-rate. As the air passes the rotor the mean flow field over the rotor changes abruptly, and steep mean flow gradients are created close to the turbine. The turbulence, on the other hand, requires distance to reach equilibrium with the mean flow. In many cases this is on the order of 6-10D downstream of the turbine. This effect is captured by the $F_2$ function. The $F_2$ function is included as a part of the inlet boundary treatment to include the pressure field in the DWM model. The function is required before the pressure field behind the rotor has recovered, which usually occurs within 2-3D of the wake-emitting turbine. No additional calibration is made to the $F_2$ function, which is assumed to follow the suggestion given in Madsen et al. [32].

The $F_2$ filter function is found by using the $k_1$, the $f_U$ and $f_R$ parameters from step 1, and subsequently running the simplex optimization to find the optimum value of $k_2 F_2$ at different downstream positions. The calibration is performed at downstream distances 3, 4.5, 6, 7.5 and 9D against single EllipSys3D AL
mean velocity cross sections. This yields the optimum value of $k_2 F_2$ at five locations in the wake. By dividing the $k_2 F_2$ values by the far-wake value of $k_2$, it is possible to find the value of the $F_2$ filter function which yields the smallest STE. Since it is desired to have a smoothly increasing filter function which reaches unity in the far-wake, the $F_2$ function is constructed by fitting an exponential saturation function through the five points.

The applied filter functions are given by eqs. (7.1) and (7.2), respectively, and are plotted in figure 7.1. The $F_1$ filter function varies linearly from 0-1 over the first two diameters of flow to compensate for the boundary conditions treatment of the DWM model. The $F_2$ filter function consists of two parts; the first part is related to the boundary condition treatment, and the second part to the development of shear layer generated turbulence in the wake.

$$F_1 = \begin{cases} \frac{x/2}{2} & x < 2D \\ 1 & x \geq 2D \end{cases} \quad (7.1)$$

$$F_2 = \begin{cases} 0.035 (x - 2D) & x < 2D \\ 1 - 0.965e^{-0.35(x-2)} & x \geq 2D \end{cases} \quad (7.2)$$

![Figure 7.1: Filter functions applied in the DWM calculations.](image)

**Step 3: Global calibration of $k_1$, $k_2$, $f_U$ and $f_R$**

In this step, simplex optimization is performed on the four model parameters using the entire EllipSys3D AL dataset including all cases and all cross section, and also using the filter function found in step 2. The values $k_1$, $k_2$, $f_U$ and $f_R$ found previously, which were used to develop the $F_2$ filter function, are used as initial condition to the optimization algorithm. This step fine tunes these model parameters.

It should be noted that after the calibration of the DWM model coefficients and filter functions, the values are assumed to be valid for all cases. There is no site, turbine or wind farm specific recalibration and no sensitivity to Reynolds number (as the thin shear layer approximation of the N-S equation is derived for “high” Reynolds numbers).

**7.1.2 Calibration results**

The DWM calibration performed by Keck et al. [39] gave the following values for the model coefficients: $f_U = 1.10$, $f_R = 0.98$, $k_1 = 0.587$ and $k_2 = 0.0178$. The STE of the calibration optimum was 0.0162. The DWM velocity field and wake turbulence evolution is compared to the calibration data in figure 7.2 and 7.3.
Figure 7.2: Result of DWM (dashed lines) calibration of the wind speed distribution in the MFoR to the EllipSys3D AL database (solid lines). The top represent cases where the wind speed is 6m/s and the bottom row 10m/s. The columns from left to right represent ambient turbulence intensities of 6, 10 and 14% respectively.

Figure 7.3: The DWM (dashed lines) and the EllipSys3D AL (solid lines) predicted turbulence intensity in the meandering frame of reference as a function of downstream distance from the wake generating wind turbine.
7.2 Validation of the DWM model

This section presents a summary of the validation efforts undertaken to quantify the accuracy of the DWM model utilized as a standalone model after including the results of the research summarized in chapter 5. The details of the standalone DWM model formulation are found in chapter 6.

7.2.1 Validation data

Two sources of data have been used for DWM model validation; 1) field data to validate power production and 2) OpenFOAM AL simulations to validate wind speed and turbulence distributions as well as power production. The data represents six different wind farms:

- Lillgrund, field data from Dahlberg [156] and AL data from Churchfield et al. [80].
- OWEZ, field data from Albas [157] and AL data from Keck et al. [45].
- North Hoyle, field data from Albas [157] and AL data from Keck et al. [45].
- Nysted, field data from Barthelmie and Jensen [48]
- Horn Rev, field data from Hansen et al. [49]
- Wieringermeer, field data from Scheppers [46]

The AL simulations have been setup to mimic the average conditions at the wind farms. In addition to the wind farm data listed above, AL simulation conducted by Lee et al. [81] containing two NREL 5MW turbines (Jonkman et al. [158]) has also been used. All the reference data used for validation are listed in table 7.1. For the listed field data cases, the field data contain the average power output of the individual turbines, and the AL data consist of the mean wind speed and turbulence intensity at hub height extracted at cross section located every 1D downstream of the first turbine in the array.

Table 7.1: The field and AL simulation data used for DWM model validation. The information in parentheses and the bin size information only apply to the field data.

<table>
<thead>
<tr>
<th>Case:</th>
<th>Source</th>
<th>Turbine</th>
<th>WS [m/s]</th>
<th>TI [%]</th>
<th>stability</th>
<th>Bin size [°]</th>
<th>Nr WTG</th>
<th>Spacing [D]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lillgrund row B</td>
<td>Field</td>
<td>SWT-2.3-93</td>
<td>8</td>
<td>6.1</td>
<td>N</td>
<td>±1.5</td>
<td>4</td>
<td>11.0</td>
</tr>
<tr>
<td>Lillgrund row D</td>
<td>Field</td>
<td>SWT-2.3-93</td>
<td>8</td>
<td>6.1</td>
<td>N</td>
<td>±1.5</td>
<td>4</td>
<td>10.0</td>
</tr>
<tr>
<td>N.H. row A</td>
<td>Field</td>
<td>V80</td>
<td>8 (±2)</td>
<td>6.2 (±0.1)</td>
<td>N, VU, (VS)</td>
<td>unknown</td>
<td>5</td>
<td>11.0</td>
</tr>
<tr>
<td>N.H. row B</td>
<td>Field</td>
<td>V80</td>
<td>8 (±2)</td>
<td>6.2 (±0.1)</td>
<td>N, VU, (VS)</td>
<td>unknown</td>
<td>5</td>
<td>10.0</td>
</tr>
<tr>
<td>N.H. row C</td>
<td>Field</td>
<td>V80</td>
<td>8 (±2)</td>
<td>6.2 (±0.1)</td>
<td>N, VU, (VS)</td>
<td>unknown</td>
<td>6</td>
<td>4.4</td>
</tr>
<tr>
<td>OWEZ row A</td>
<td>Field</td>
<td>V90</td>
<td>8 (±2)</td>
<td>6.2 (±0.1)</td>
<td>N, VU, (VS)</td>
<td>unknown</td>
<td>4</td>
<td>13.0</td>
</tr>
<tr>
<td>OWEZ row B</td>
<td>Field</td>
<td>V90</td>
<td>8 (±2)</td>
<td>6.2 (±0.1)</td>
<td>N, VU, (VS)</td>
<td>unknown</td>
<td>4</td>
<td>11.0</td>
</tr>
<tr>
<td>Wieringermeer</td>
<td>Field</td>
<td>N80</td>
<td>6-12</td>
<td>1-15</td>
<td>N</td>
<td>±5</td>
<td>2</td>
<td>3.8</td>
</tr>
<tr>
<td>Horns Rev</td>
<td>Field</td>
<td>V80</td>
<td>6-12</td>
<td>2.5-13</td>
<td>N</td>
<td>±5</td>
<td>2</td>
<td>7.0</td>
</tr>
<tr>
<td>Nysted</td>
<td>Field</td>
<td>SWT-2.3-93</td>
<td>6-12</td>
<td>2-12</td>
<td>N</td>
<td>±5</td>
<td>2</td>
<td>10.3</td>
</tr>
<tr>
<td>NREL 5MW 5.4%</td>
<td>CFD</td>
<td>NREL 5MW</td>
<td>8</td>
<td>5.4</td>
<td>N</td>
<td>n/a</td>
<td>2</td>
<td>7.0</td>
</tr>
<tr>
<td>NREL 5MW 10.1%</td>
<td>CFD</td>
<td>NREL 5MW</td>
<td>8</td>
<td>10.1</td>
<td>N</td>
<td>n/a</td>
<td>2</td>
<td>7.0</td>
</tr>
</tbody>
</table>
7.2.2 Validation method

The power predictions of the DWM model for all cases where there are AL results available are carried out by using the same input data for as the AL model, and comparing the mean power output of the individual turbines. The variation in ambient conditions within the collection of the field data from Nysted, Horns Rev and Wieringermeer wind farms, however, requires the average of a series of DWM calculations to be used in the comparison. Seven DWM simulations are conducted for each turbulence intensity to cover wind speeds between 6 and 12m/s (1m/s increments). The simulations are run with a mean directional offset of 2.5° to include the effect of the bin size used in the field data. This procedure was repeated for seven turbulence intensities ranging from 4 to 16% (2% increments), see figure 7.14.

The wind speed and turbulence intensity distribution predicted by the DWM model are validated against simulation data from the OpenFOAM AL model. The validation is conducted in FFR (as opposed to the calibration which was performed in the MFR), which means that both the effects of wake deficit and wake meandering are validated together. The difference between the DWM model and the OpenFOAM AL model predictions is quantified using the STE metric, see eq. (5.4). As the STE metric is based on the square difference at each calculation node, it is sensitive to the effects of misalignments of the mean path of wake meandering as well as inhomogeneous inflow. Consequently, the STE will increase with the uncertainty due to these effects, even if the shape and magnitude of the mean profiles are correct. Both of the aforementioned sources of uncertainty are present in the AL simulations, see figure 7.4 and 7.5.

As a consequence of the relatively short simulation times, the above mentioned sources of uncertainty in the OpenFOAM simulation for the cases conducted in neutral atmospheric stratification is on the order of 0.12m/s in wind speed and 0.60pp in terms of turbulence intensity. The uncertainty of the unstable cases is higher due to the increased length scale of the atmospheric turbulence. This causes more wake meandering and generates a larger degree of inhomogeneity of the ambient wind speed and turbulence in the computational domain. The uncertainty for the unstable cases is estimated to be 0.18m/s in wind speed and 0.92pp in turbulence intensity. See Keck et al. [39, 45] for details.

As a consequence of the relatively short simulation times, the above mentioned sources of uncertainty in the OpenFOAM simulation for the cases conducted in neutral atmospheric stratification is on the order of 0.12m/s in wind speed and 0.60pp in terms of turbulence intensity. The uncertainty of the unstable cases is higher due to the increased length scale of the atmospheric turbulence. This causes more wake meandering and generates a larger degree of inhomogeneity of the ambient wind speed and turbulence in the computational domain. The uncertainty for the unstable cases is estimated to be 0.18m/s in wind speed and 0.92pp in turbulence intensity. See Keck et al. [39, 45] for details.

The duration of the AL simulation is a trade-off between computational cost and uncertainty in the resulting flow field. As a “standard” AL simulation over a wind farm requires on the order of 500,000 CPU-hours to simulate the flow field for a 10 minute period, the simulations times were required to be kept around 10-15 minutes to maintain acceptable time consumption with the computational resources available.

Figure 7.4: The misalignment of the wake deficit of the DWM model (solid lines) and the AL model (dashed lines) behind the first turbine for the unsteady version of the “N.H. row B” case. This misalignment is the main contributor to the resulting STE in this case.
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The main source of uncertainty in this validating the DWM power and flow field to the OpenFOAM AL results, however, comes from possible differences in the input turbulence fields to the DWM and the AL simulations. The input turbulence fields for the two models are generated by fundamentally different methods. The ABL turbulence of the DWM in this work is estimated using the Mann turbulence model with the input parameters suggested by Peña et al. [44] (see section 6.1.2), whereas the ABL turbulence applied in the OpenFOAM AL simulations is found by allowing LES turbulence to reach a fully developed stage in precursor calculation executed in an empty domain (Churchfield et al. [159]). The turbulent energy spectra of the applied input velocity field are shown in figure 7.6. From the figure it is seen that the turbulence spectra corresponding to the simulations in neutral stratification are in fair agreement for all wave number above the cut-off frequency of the OpenFOAM precursor simulation. For the unstable case, however, the OpenFOAM model contains more turbulent energy in the large scales of the lateral turbulence spectra, compared to the turbulence applied in the DWM simulation. The higher turbulence level are seen in the range of $k_z$ 0.002 to 0.006, corresponding to turbulent eddies of 1 to 3km in size. In this range the turbulent energy level of the OpenFOAM simulations is approximately four times as high as the Mann turbulence of the DWM model. The peak energy level in the lateral spectra of OpenFOAM turbulence is seen at $k_z$= 0.003 (2km). The corresponding wave number in the Mann spectra turbulence is $k_z$= 0.02 (250m). The findings are consistent with the findings presented by Larsen et al. [50] for using the Mann turbulence model with calibrated input parameters to simulate unstable atmospheric conditions.

The difference in turbulent length scales of the OpenFOAM and the Mann turbulence modelling in unstable stratification will have two main consequences for the conducted research: 1) the OpenFOAM data will contain more wake meandering in lateral direction than the DWM model (this is confirmed by table 6 in Keck et al. [45] that the lateral meandering in the OpenFOAM simulations are ~40% higher), and 2) the average flow field will be uncertain as the most energy containing eddies are only realized ~3 times over the conducted simulations (i.e. 2km eddy at 8m/s takes ~4min, the simulations are 10min). In the same simulation the scales of the Mann turbulence containing most energy is realized ~20 times, which is a more appropriate value to obtain statistically significant mean flow field characteristic.
Further investigations are needed to explain these differences in input turbulence and to quantify their effect on the comparison between the OpenFOAM AL and the DWM model.

Figure 7.6: The turbulence energy spectra of the wind field generated by Mann model (thick lines) compared to the wind field generated with by precursor simulation in the OpenFOAM AL method (thin lines) for neutral (left) and unstable (right) atmospheric stratification.

7.2.3 Validation results

7.2.3.1 Flow field

The STE metric in terms of wind speed and turbulence intensity profiles for all AL OpenFOAM simulations are presented in tables 7.2 and 7.3. The STE calculations include all available data from cross sections located 3D or further downstream of the wake-emitting turbine (e.g. if the turbine spacing is 7D, the STE is based on data from 3D, 4D, 5D and 6D behind the turbine).

The simulation of the two 5MW NREL reference wind turbines resulted in an average STE between the AL and the DWM velocity fields of 0.29 m/s in terms of wind speed and 0.9pp in terms of turbulence intensity, see figure 7.7. The main deviation seen in the velocity field is due to the effect of wake rotation in combination with the atmospheric shear profile captured by the OpenFOAM code. This causes the low speed air from the lower part of the computational domain to be lifted into the wake region on the right side of the turbines (as viewed from the front). This effect cannot be captured by DWM model as the atmospheric shear profile is super imposed after the wake deficit calculation.

The STE for the Lillgrund simulations in terms of wind speeds are 0.51 m/s for row B and 0.40 m/s for row D. The corresponding numbers for the turbulence intensity are 1.86pp for row B and 1.59pp for row D. The STE for the simulations carried out in neutral atmospheric conditions for the OWEZ and North Hoyle wind farms in terms of wind speeds is 0.36 m/s and 1.50pp in terms of turbulence intensity. An illustration of the agreement of the velocity and turbulence field in neutral stratification from the OWEZ and Lillgrund simulations, respectively, can be seen in figure 7.8 and 7.9. The average STE of all the simulated cases in neutral stratification is 0.38m/s for wind speed and 1.41pp for turbulence intensity. By comparing the results from the different cases, it can be concluded that the STE increase for smaller turbines spacings. This is due to two factors: 1) the results of the DWM wake deficit generally agree
better at downstream distances larger than 4D, and 2) the STE calculation is less sensitive to misalignment of the wake centre, of the AL results relative to the mean wind direction specified in the DWM model, as the wake gradients are smaller. Furthermore, it can also be seen that the average STE over the rows of wind turbines does not increase with the number of turbines (this effect is more clear in table 2 of Keck et al. [39] publication).

Table 7.2: The STE of the DWM model under neutral stratification compared to the conducted AL simulations.

<table>
<thead>
<tr>
<th>Cases:</th>
<th>Nr. turbines</th>
<th>Spacing</th>
<th>STE WS [m/s]</th>
<th>STE TI [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>NREL 5MW 5.4%</td>
<td>2</td>
<td>7D</td>
<td>0.27</td>
<td>0.9</td>
</tr>
<tr>
<td>NREL 5MW 10.1%</td>
<td>2</td>
<td>7D</td>
<td>0.32</td>
<td>0.8</td>
</tr>
<tr>
<td>N.H. row A</td>
<td>4</td>
<td>11D</td>
<td>0.31</td>
<td>1.6</td>
</tr>
<tr>
<td>N.H. row B</td>
<td>4</td>
<td>10D</td>
<td>0.35</td>
<td>1.3</td>
</tr>
<tr>
<td>N.H. row C</td>
<td>5</td>
<td>4.4D</td>
<td>0.57</td>
<td>2.2</td>
</tr>
<tr>
<td>OWEZ row A</td>
<td>3</td>
<td>13D</td>
<td>0.40</td>
<td>1.2</td>
</tr>
<tr>
<td>OWEZ row B</td>
<td>3</td>
<td>11D</td>
<td>0.28</td>
<td>1.2</td>
</tr>
<tr>
<td>Lillgrund row B</td>
<td>8</td>
<td>4.4D</td>
<td>0.51</td>
<td>1.9</td>
</tr>
<tr>
<td>Lillgrund row D</td>
<td>7</td>
<td>4.4D</td>
<td>0.40</td>
<td>1.6</td>
</tr>
</tbody>
</table>

Figure 7.7: Comparison between the mean velocity field (left) and TI field (right) from the DWM model (solid lines) and the OpenFOAM AL simulations (dashed lines) for the “NREL 5MW 5.4%” case.

Figure 7.8: Comparison of the turbulence intensity (top) and velocity (bottom) distributions for the “OWEZ row B” case in neutral stratification of the AL model (dashed lines) and the DWM model (solid lines). The thick solid red lines show the rotor positions.
The average STE of the all simulated cases in unstable stratification is 0.45 m/s for wind speed and 1.74 pp for turbulence intensity. This is 25% and 16% higher for wind speed and turbulence intensity, respective, compared to neutral stratification. A large portion of the increase in the STE for the unstable cases compared to the neutral cases, is due to the difference in inflow turbulence as shown in figure 7.6. The difference in amount of large scale energy in the lateral component between the input turbulence to the DWM and the OpenFOAM AL model causes the wake meandering of the OpenFOAM model to be ~40% higher than the meandering observed using the DWM model (Keck et al. [45]). Figures 7.10 and 7.11 show a comparison of the flow field in the DWM and the AL models behind the 2nd turbine of the “OWEZ row B” case in neutral (top figures) and unstable atmospheric conditions (bottom figures). Overall the shape of both the wind speed and turbulence intensity are in fair agreement for both atmospheric conditions. However, it can be seen that the wake deficit of the DWM model for the unstable atmosphere is slightly deeper and more narrow compared to the AL simulations. It can also be seen that the turbulence distribution is wider, and that the magnitude of turbulence intensity is higher (the difference in the far-wake is about 2pp in turbulence intensity), in the AL simulations. These effects are attributed to the larger wake meandering.

The agreement between the flow field in DWM and AL models for the unstable simulation of the “N.H. row C” case is shown in figure 7.12. The STE of this case increases less in unstable conditions compared neutral condition than the other cases. This is probably due to the fact that wake meandering plays a smaller role for closely spaced turbines. The shape of the velocity and turbulence distribution in the DWM model agrees better with the AL data for this case compared to the unstable cases at larger turbine spacings, but the same trends as observed in figure 7.10 and 7.11 can still be seen. The most noticeable improvement, however, is that the average magnitude of turbulence intensity is in better agreement with the AL data, which can be seen by comparing the turbulence distributions in unstable atmospheric conditions at the two turbine spacings, see figures 7.11 (bottom) and 7.12 (top).
Table 7.3: The STE of the DWM model under very unstable stratification compared to the conducted AL simulations.

<table>
<thead>
<tr>
<th>Cases:</th>
<th>Nr. turbines</th>
<th>Spacing</th>
<th>STE WS [m/s]</th>
<th>STE TI [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.H. row A</td>
<td>4</td>
<td>11D</td>
<td>0.39</td>
<td>2.0</td>
</tr>
<tr>
<td>N.H. row B</td>
<td>4</td>
<td>10D</td>
<td>0.45</td>
<td>2.4</td>
</tr>
<tr>
<td>N.H. row C</td>
<td>5</td>
<td>4.4D</td>
<td>0.57</td>
<td>2.0</td>
</tr>
<tr>
<td>OWEZ row A</td>
<td>3</td>
<td>13D</td>
<td>0.40</td>
<td>1.2</td>
</tr>
<tr>
<td>OWEZ row B</td>
<td>3</td>
<td>11D</td>
<td>0.43</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Figure 7.10: Close-up of the velocity field behind the 2nd WTG in the “OWEZ row B” case of the DWM and the OpenFOAM AL model. The top figure show wake deficit evolution in neutral atmospheric stability and the bottom figure shows wake deficit evolution in very unstable atmospheric conditions.

Figure 7.11: Close-up of the turbulence field behind the 2nd WTG in the “OWEZ row B” case of the DWM and the OpenFOAM AL model. The top figure show turbulence evolution in neutral atmospheric stability and the bottom figure shows turbulence evolution in very unstable atmospheric conditions.
7.2.3.2 Power production

The power predictions made by the DWM model at the Lillgrund wind farm agree well with those of the OpenFOAM AL and the full scale field measurements as shown in figure 7.13. The main deviation is that the power estimation for the fourth turbine in row D (right figure), i.e. the turbine with a larger separation to the upstream turbine, the DWM model experiences a larger increase than the OpenFOAM AL model and the field data does. It can also be seen that both the DWM model and the OpenFOAM AL model over-predict power production of the last three turbines in the rows. There is no fundamental explanation as to why the OpenFOAM AL and modified DWM models do not reproduce the power production from the field data in the rear part of the wind farm. The DWM model code is run with exactly the same input as the OpenFOAM simulation, which is a neutrally stratified atmosphere with a wind speed of 9.0 m/s and a turbulence intensity of 6.2%. Although the simulations match the observed average inflow wind speed and turbulence intensity for this wind direction, the difference in predictions for the rear of the wind farm may come from the fact that the field data was collected over many months. Over that time period, there was undoubtedly a range of atmospheric stability and wind speed conditions, unlike in the fixed condition defining the simulations, all of which affects wake propagation and power production. The field data is only binned by wind direction and thus includes a range of ambient wind speeds (all below the wind speed corresponding to rated power) and turbulence intensities.
Figure 7.13: Power production over row B and D of the Lillgrund wind farm, spacing 4.4D. The dashed lines are OpenFOAM results, dot-dashed lines are field data and solid lines are the DWM prediction.

The data from the Nysted, Horns Rev and Wieringermeer wind farms are used to validate the ability of the DWM model to capture the wake loss of a single wake situation at a large range of ambient turbulence intensities. Figure 7.14 shows that, in general, the DWM model predicts the power losses for three turbine spacings well over the whole range of inlet turbulence intensities. The difference between the field data and the DWM predictions are in the order of ~5%. The wake effects at larger spacings seem to be slightly overestimated. For small spacings, especially at very low turbulence intensities, the wake effect is underestimated.

Figure 7.15 presents the power production at the North Hoyle wind farm for three atmospheric stability classes (very stable, neutral and very unstable from left to right). The rows of the figure are associated with different turbine spacing (11D, 10D and 4.4D, top to bottom). From the results it can be seen that the field data show consistently lower wake losses compared to the numerical results. This is believed to be due to the use of large bin size of the field data. It could also be a consequence of filtering the field data on two dependent variables (turbulence intensity and atmospheric stability) which may result in selecting special events (such as wind speed ramp-ups etc...). Furthermore, the AL model results for very unstable conditions display too low power loss and increased level of uncertainty, which may be a consequence of the large amount of wake meandering and the relatively short simulation time (see section 7.2.2). Especially, the 10D case (middle row, right column) which is seen to yield a 30% lower wake loss compared to the 11D case of the same ambient conditions (top row, right column). The AL simulations in neutral atmospheric stratification are seen to agree well with the DWM results.

Unfortunately, this means that evaluating the absolute level of the wake losses in a non-neutral atmosphere is difficult based on the reference data available. However, it can be seen that the relative effect of atmospheric stability is captured well by the DWM model when compared to field data. The loss of production of the wake-affected turbines at North Hoyle and OWEZ is seen to be 13% higher for the field data at very stable conditions compared to neutral conditions (at the same turbulence intensity level). The analog number for the DWM model is 12%. The wake loss in very unstable conditions is seen to be 10% lower for the DWM model and 6% lower for the field data (13% if the case at 10D from North Hoyle is removed, which could be considered an outlier, as the wake losses in unstable stratification exceeds the wake losses in neutral stratification and is almost comparable to the very stable case.)
Figure 7.14: Power loss due to wake operation as predicted by the DWM model and observed in field data from three different sites in non-complex and offshore conditions. The wake loss is presented as a function of ambient turbulence intensity and turbine spacing.

Figure 7.15: The power production for all turbines in the rows from the simulations cases at the North Hoyle wind farm compared to field data. The ambient conditions in all cases are wind speed of 8m/s and a turbulence intensity of 6%. Each column represent an atmospheric stability class (very stable, neutral and very unstable from left to right) and the rows show different turbine spacing (11D, 10D and 4.4D from top to bottom).
Figure 7.16 illustrates the effect on power loss due to wakes as a function of atmospheric stability as simulated by the DMM model. As before, the effect of atmospheric stability is isolated by conducting all simulations with the same ambient wind speed (8 m/s) and turbulence intensity (6%). It is clearly shown that the atmospheric stability has an effect on the power production of a row of wind turbines even when the turbulence intensity is kept constant. For the 6D case the stable atmosphere increases the wake loss by 9.8%, while the unstable case reduces wake loss by 5.4%, compared to neutral atmospheric stratification. For the turbines spaced 10D apart the wake loss is increase of 10.9% for stable, and a reduction of 11.7% in unstable stratification, compared to neutral atmospheric stratification.

![Figure 7.16: Effect of atmospheric stability on power production of a row of eight turbines. The ambient conditions are maintained constant at a wind speed of 8 m/s and a turbulence intensity of 6%](image)

Figure 7.17 show that atmospheric stability also changes the composition of the wake turbulence. The wake turbulence composition is shown for a cross section 6D downstream of the first turbine, and the simulations are conducted for an ambient wind speed of 8 m/s and a turbulence intensity of 6%, under very stable (left), neutral (middle) and very unstable atmospheric conditions (right). As seen from eq. (6.18), the total turbulence experienced as a downstream rotor ($T_{I_{Tot}}$) consists of small-scale turbulence ($T_{I_{Small-scale}}$) and the apparent turbulence created by the meandering of the wake deficit ($T_{I_{M}}$). In figure 7.17 it can be seen that the relative contribution to the turbulence intensity due to wake meandering (red dashed lines) is approximately twice as large in the very unstable case (right figure) compared to the very stable case (left figure). The increased amount of turbulence in meandering scales will affect the loads of the wake-receiving turbine (Crespo et al. [15], Vølund [29], Madsen et al. [32] and Sathe et al. [71]), whereas the small-scale turbulence mainly will affect the wake deficit evolution of the wake-affected turbines.

![Figure 7.17: The composition of turbulence intensity in the wake as a function of atmospheric stability 6D behind a wake-emitting turbine.](image)
7.2.4 Benchmark of the DWM model to other wake models

The main purpose of this section is to benchmark the power production and the loads of the DWM model with the other engineering models available for modelling wake effects of a wind turbine.

7.2.4.1 Power production

The power production as predicted by the DWM model when utilized as a standalone wake model (see chapter 6) is compared to field data and results from the Jensen ‘wind pro’ model (Jensen [134] and Katic et al. [135]), the Larsen model (Larsen [160]) and the FUGA model (Ott et al. [144]). The field data and simulation data of the reference models presented in figures 7.18 – 7.20 come from the work of Gaumond [161]. The field data in figure 7.21 comes from the TOPFARM project (Larsen [24]).

The DWM calculations are conducted based on the mean ambient conditions of the various sites. The effects of varying bin-width of the inflow direction are incorporated by conducting DWM simulations for each 1 degree wind direction and averaging the results. For the Horns Rev wind farm a uniform 5 degree windowing applied as described by Gaumond [161], to compensate for directional uncertainty and inhomogeneity over the wind farm.

Figures 7.18 shows the power production as a function of relative wind direction for a single wake case from Horns Rev at 7D turbine spacing, 8m/s ambient wind speed and 7% turbulence intensity. The power deficit measured in the field (dots with error-bars) is wider than predicted by any of the wake models. Overall the DWM model (blue line) shows the best agreement with field data. The DWM model under-predicts power production by ~3% in full wake conditions, but otherwise display good agreement with the field data in the ± 7.5 degrees sector. The FUGA model (green line) display similar predictions as the DWM model at large inflow angles, but under-predict the power production within the ± 5 degrees sector by ~5-10%. The Larsen model (black line) overestimates the power production at all relative wind direction by ~10%. The Jensen model (red line) predicts the lowest power production, and under-predicts the power produced by ~10-15% in the sector ±7.5 degrees.

![Figure 7.18: Normalized power production as a function of inflow angle for a single wake case at 7D from the Horns Rev wind farm. Courtesy of Gaumond [161].](image-url)
Figures 7.19 shows the power production as a function of relative wind direction for a single-wake case (left) and a double-wake case (right) from the Lillgrund wind farm at 4.3D turbine spacing, 8m/s ambient wind speed and 7% turbulence intensity. In the double-wake situation it should be noted that the DWM model simulations only includes a single row of turbines, whereas the reference data from Gaumond [161] includes the whole wind farm. The studied turbine experience wake effects from the other rows at inflow angles larger than ±12 degrees.

In general, the field data from Lillgrund agrees better with the wake model predictions both in terms of wake width and maximum wake depth. Similar trends as those observed in the Horn Rev case are observed at the Lillgrund site for the single-wake case (left figure):

- The power deficit of the DWM model has not bias, and is good agreement with the field data at all inflow angles.
- The FUGA model over-predicts the power production by ~5-10% (note that it under-predicted with similar magnitude for the Horn Ref case)
- The Larsen model over-predicts the power production by ~20-30%
- The Jensen model under-predicts the power production by ~5-10%

For the double-wake cases (right figure):

- Also in the double wake case, the best overall agreement is achieved with the DWM model. The shape of the DWM agrees well with the field data (until the effects of other turbine rows affect the result outside of ± 12degree sector), however, the power production is under-predicted by 5-10%.
- The FUGA model under-predicts the power production in a ± 5degree sector by ~25-35%, and. over-predicts the power production by ~15-20% in partial wake operations.
- The Larsen model under-predicts the power production in the wake when the inflow direction is aligned within ±5 degrees from the turbines by ~10%, but over-predicts the production in partial wake operation by ~15-20%.
- The Jensen model under-predicts the power production in the sector ±7.5 degrees by ~30-35%, but is in fair agreement outside of this region.

Figure 7.19: Normalized power production as a function of inflow angle for a single wake case at 4.3D (left figure) and a double wake case (right figure) from the Lillgrund wind farm (Gaumond [161]).

Figure 7.20 illustrates the effect of the directional bin size on wake loss in a row of ten turbines. The left figure is based on a ±2.5 degree sector, the middle a ±7.5 degree sector and the right figure on a ±15 degree sector. It should be noted that the power production of the last turbines is affected by the other rows in the wind farm. This effect is included in the reference data from Gaumond [161], but not in the DWM simulations. This effect is seen for the last three or four turbines in the ±7.5 degree sector case and for the last six turbines in the ±15 degree sector case.
In general it is seen that all models predictions improve with larger bin size. This is effect is partially due to reduction in sensitivity of the inflow measurement (and spatial variability) of the field data, as discussed by Gaumond [161]. This is the main explanation for the increased agreement between the DWM model and the field data (for the turbines where the other rows do not influence the result). For the other wake models, however, part of the improved agreement to field data may also be explained by fact that larger bin sizes implicitly includes the effect of wake meandering.

The DWM shows the best agreement with field data (before the effect of the other row influence the results), however, the power production of the wake-affected turbines are under-predicted by ~10-15% and ~5-10% for the ±2.5 and the ± 7.5degree sector case, respectively. This is partially attributed to uncertainty in the incoming wind direction (Gaumond [161] mentions that the wind direction uncertainty of Horn Rev corresponds to a standard deviation of 3.5°), and partially to the fact that the DWM model seems to over-predict the wake effects of the Horn Rev turbine in full wake according to figure 7.18 (the Lillgrund cases presented in 7.13 and 7.20 are in better agreement). The other models over-predict the wake effects in narrow sectors (due to the lack of wake meandering). For the ±15degree sector the Larsen and the Jensen model performs well, and captures the effect of the whole wind farm accurately. The Jensen model also works better for larger directional bins, but over-predicts the wake effects throughout the investigation apart for the last three turbines of the ±15 sector where the wake effects are underestimated.

![Normalized Power Production](image)

**Figure 7.20:** Normalized power production using the four models compared to field data at different binning sectors: ± 2.5° (left figure), ± 7.5° (middle figure) and ± 15° (right figure) (Gaumond[161]).

Figure 7.21 shows the wake loss due to a single-wake aligned with the turbines as predicted by the DWM and the Jensen models compared to field data collected at three sites with different turbine spacings 3.8D, 7.0D and 10.3D (the data is described in section 7.2.1). The data is collected in an inflow sector of ±5degrees relative to the turbines and binned on turbulence intensity. This enables an investigation of the ability of the wake models to capture the wake dynamics under a range of ambient turbulence intensities. For this investigation, the wake decay constant of the Jensen model is calibrated to the field data in figure 7.21 using a least-square method to include the effect of turbulence intensity. In the calibration, the wake decay constant is assumed to have a linear dependence on the ambient turbulence intensity. The best value of the wake decay constant is found to be 72.5% of the ambient turbulence intensity (i.e. 0.725*TI, which roughly corresponds to the recommended 0.04 at 6% turbulence intensity). Without this calibration the wake effect of the Jensen model is invariant to ambient turbulence intensity.

From figure 7.21 it can be seen that the DWM model (solid lines) captures the effect of turbulence intensity of the wake dynamics in a more realistic manner compared to the Jensen model (dot-dashed lines). The DWM model captures the right trends at all three spacings, and the discrepancies observed in terms of power production are on the order of 5-10%. The wake effects at 3.8D are slightly
underestimated, and at 7.0 and 10.3D the wake effects over-estimated. After the least-square calibration, the effect of the ambient turbulence is captured reasonably well with the Jensen model. The trend of the power loss due to wakes at 3.8D is captured well, but the power production of the wake-affected turbine is over-predicted by ~15-20%. At larger spacings the average power loss is captured better, but instead the trends of ambient turbulence intensity are not captured as well. As a consequence, the wake effects are over-estimated at low turbulence intensities and underestimated at high turbulence intensities for the larger turbine spacings.

The results presented in this section indicate that the (standalone) DWM model captures the power production of wake-affected turbines with higher accuracy than the reference engineering wake models. The results also show that the DWM model captures the trends of varying ambient turbulence intensity better than the Jensen model (even when the Jensen model is calibrated to the validation data).

Figure 7.21: Power loss of the DWM model (solid) and the Jensen model (dot-dashed) compared to field data (dashed), presented as a function of ambient turbulence intensity and turbine spacing. The wake decay constant of the Jensen model is calibrated to be 0.725*TI to capture the effect of ambient turbulence.

7.2.4.2 Loads
The loads presented in this section come from an internal evaluation of the DWM model conducted at Vestas Wind Systems. The field data from the full-wake cases presented in figure 7.22 comes from the OWEZ wind farm and the partial-wake data presented in figure 7.23 comes from the Høvsøre test site.

Figure 7.22 shows the flapwise fatigue loads of a turbine operating in a single-wake conditions where the wind is aligned with the two turbines as calculated by the DWM model (blue lines) and Frandsen model (red lines), compared to field data (black lines). All loads are normalized with the field data loads at each wind speed. Turbine spacings of 7D (left), 13D (middle) and 23D (right) are investigated. The figures clearly show that the Frandsen model is conservative, and over-predicts the flapwise loads by ~40% on average. The DWM model is within ±10% of the field data for all case in the wind speeds 6-13m/s, and slightly larger at 14m/s.
Figure 7.22: Blade flapwise fatigue loads for turbine spacings of 7D (left), 13D (middle) and 23D(right). Courtesy of Vestas Wind Systems.

Figure 7.23 shows the flapwise fatigue loads of a turbine operating in a single-wake conditions where part of the wake hits the downstream turbine (quarter-wake in left figure and half-wake in right figure) at 3D turbine spacing as calculated by the DWM model (blue lines) and Frandsen model (red lines), compared to field data (black lines). All loads are normalized with the field data loads at each wind speed. Also in partial wake operation at close spacings the Frandsen model is over-predicting the flapwise fatigue loads by ~40%. The DWM model is seen to under-predict the loads by on the order of ~10% compared to the field data.

Figure 7.23: Blade flapwise fatigue loads in 25% wake (left), 50% wake (right) at 3D spacing. Courtesy of Vestas Wind Systems.

A more thorough validation of the loads of the DWM model compared to field data is given by Larsen et al. [20, 40]. Although the results presented in this section, and by Larsen et al. [20, 40], looks promising, a systematic validation campaign to cover a wide range of ambient conditions and turbine spacing needs to be undertaken before the DWM model can be used for load simulations with a reasonable level of confidence.
8 Conclusions

The focus of the research conducted within this PhD project is the treatment of turbulence in the DWM model. The turbulence in the wake of a wind turbine is the most important parameter for wake diffusion, and thus an important parameter to accurately model the distribution of mean velocity. The aim is therefore to capture the most relevant parameters to accurately model the development of wake turbulence and its coupling to the atmospheric boundary layer turbulence in the DWM model. To this end, the research presented in this thesis propose model improvements to: the eddy viscosity closure of the wake deficit, the method to model wake-added turbulence, the intra-turbine coupling of velocity and turbulence, the effect of ABL shear on the wake deficit evolution and the effect of atmospheric stability of the wake evolution.

With the proposed model corrections, the DWM model now contains a physically consistent method for modelling the development of the wind speed and turbulence field as the wind flow through a row of turbines in a wind farm. As the flow field is physically modelled, the DWM model can be used to extract both loads and power estimations from the same model (this is a capability that other engineering models in the wind industry are lacking). As shown in section 7.2.4, the DWM model predicts both power production and wake loads with higher accuracy than the currently available engineering models. This, together with the fact that the computational requirements of the DWM model are maintained sufficiently low, allows wind farm or wind turbine designers to optimize the performance of both power production and loads simultaneously. This may in turn reduce CoE (the potential on the order of ~5% according the TOPFARM project [24]) and contribute to making wind power more competitive. Based on these conclusions, the author considers the DWM model sufficiently mature to be included as an augmentation in the IEC-standard for wake modelling. A proposal for the main effects to consider is given in Appendix A.

The following sections of this chapter will first describe the main contributions and conclusions of the five research projects described in the introduction. This is followed by a section containing suggestions for future research topics for further development of the DWM model.

8.1 Conclusions of the research projects

At the beginning of the research, the capabilities of the DWM model were evaluated and compared to the need of the wind industry. Based on this analysis a list of five research projects were constructed to steer the direction of the research conducted in the PhD period:

- Project 1: Evaluate the turbulence description of the EllipSys3D AL model
- Project 2: The turbulence distribution of a single wind turbine wake
- Project 3: The effect of ABL shear on the Reynolds stresses in the far-wake
- Project 4: Coupling of turbulence over a row of wind turbines
- Project 5: The effect of atmospheric stability effect on wake and wind farm dynamics

The contributions and conclusions based on the individual research projects listed will be given in this section.
8.1.1 Project 1: Evaluate the turbulence description of the EllipSys3D AL model

The first research project was aimed at ensuring that the EllipSys3D AL model is able to model the wake evolution in the ABL for various ambient conditions under neutral atmospheric stability. The project started with a study of the synthetic methods (Mikkelsen et al. [147] and Troldborg et al. [148]) used to generate the ABL turbulence and wind shear in the computational domain, see section 4.3 and 4.4. The ability of the synthetic methods to generate realistic and stable ABL turbulence was verified by allowing the turbulence to evolve in an empty domain. The turbulence intensity level, and the spectral distribution of turbulent energy compared to the theoretical Mann turbulence distribution, after the turbulence had reached equilibrium with the imposed ABL shear was used as evaluation criteria in the study. Based on a parameter study it was concluded that the synthetic turbulence methods were capable of generating realistic turbulence. Furthermore, it was concluded that, with the recommended settings of a power-law shear coefficient equal to the desired turbulence intensity level (i.e. $\alpha = \tilde{\alpha}_{\text{Target}}$) and a turbulence amplification factor of 1.15 (see Keck et al. [36] for details), the imposed wake turbulence required 150 computational cells to reach a fully developed stage.

A second study was conducted to validate the evolution of turbulence in the wake of a wind turbine represented by actuator lines. The study verified that the AL model, including the synthetic methods to simulate ABL turbulence, captures the evolution of mean turbulence with downstream distance and the spectral distribution of turbulent energy by comparing the results to field data. Also the amount of wake meandering was compared to reference data from a full-scale LIDAR campaign and the PRISME wind tunnel, with fair agreement. (see Keck et al. [36] for further details). Furthermore, an interesting result was also obtained regarding the transport velocity of the wake deficit, which is an important parameter for wake meandering in the DWM model. By synchronizing the time series of the wake centre position in two planes at different downstream locations, it could be shown that the transport velocity of the wake deficit lies between the wake centre speed and the ambient wind speed, and thus is function of rotor induction and downstream position.

8.1.2 Project 2: The turbulence distribution in a single wind turbine wake

By studying the distribution of “eddy viscosity” (estimated from the turbulent fluctuations in LES) in the wake behind the actuator line model, it was observed that the eddy viscosity requires on the order of 6-15D (depending of ambient conditions) to reach a stage where it is invariant with radial position. Based on this observation, the eddy viscosity term which governs the turbulence generated by the wake shear layer (i.e. the right term given by eq. (6.5)) was modified to allow for radially varying eddy viscosity. This was obtained by implementing the standard mixing length model (see e.g. Pope [106]). The improved eddy viscosity model reduced the STE between the velocity field in the DWM model and the AL model by 13% in the meandering frame of reference, and it is therefore concluded to contain a more physically correct description of wake generated turbulence.

At a later stage (after publication), it was noticed that the modified formulation reduced the turbulent stresses in regions of low velocity gradients in an undesirable manner, for example near the wake axis. The reason for this is that the new wake eddy viscosity term goes to zero when the local strain-rate goes to zero. Therefore a blending-function between the modified and the unmodified shear layer eddy viscosity term was introduced, see eq. (6.6). This applied the unmodified eddy viscosity term if the local strain-rate is low. However, it should be noted that any kind of eddy viscosity formulation will yield zero turbulence if there is no local strain-rate. The blending-function simply ensures that the eddy viscosity term itself does not approach zero at locations of low strain-rate.
8.1.3  Project 3: The effect of ABL shear of the Reynolds stresses in the far-wake

The DWM model formulation before this research project neglected the effect of the ABL shear on the strain-rate, and consequently on the turbulent stresses in the wake deficit. The means that the turbulence in the wake deficit was based on the wake gradients alone. This is a good approximation close to the wake-emitting turbine where the wake gradients are much larger than the ABL shear gradient. Further downstream of the wake-emitting turbine, however, the contribution to the strain-rate from the ABL shear is of similar magnitude as the wake deficit (this also happens locally close to the turbine for certain induction profiles and close to the wake-axis). Here the ABL shear contribution to the strain-rate is an important component to maintain realistic turbulence stresses, and thereby wake deficit diffusion.

Based on the conducted research it was concluded that the ABL strain-rate contribution improves the level of turbulent stresses in the far-wake compared to the AL simulations (see figure 8 of Keck et al. [39]), and is thus an important correction for coupling the build-up of turbulence over a row of turbines. There is also a second order effect on the mean velocity field. Furthermore, the effect of the ABL shear contribution will increase in stable stratification, and it is therefore also a component to fully capturing the effect of atmospheric stability in the DWM model.

8.1.4  Project 4: Coupling of turbulence over a row of wind turbines

Previous to this project, the wake deficit evolution of a wake-affected turbine had not been influenced by the increased turbulence level in the oncoming wake. An intra-turbine turbulence coupling was therefore formulated based on approximating the turbulence intensity level at the wake-affected rotor from the turbulent stresses in the oncoming wake (i.e. from the wake deficit calculations of the upstream rotor). This coupling also allowed the turbulence intensity to increase over a row of turbines to reach a saturation level after approximately five turbines (depending of ambient condition and spacing between turbines).

By applying the proposed turbulence coupling and verifying the resulting flow field and power against LES AL simulations and field data, it was concluded that the effect of wake-added turbulence and the build-up of turbulence over a row of turbines is an important parameter for the wake dynamics a wind farm. The improvement quantified using the STE metric showed a 30% reduction in terms of wind speed and 40% in terms of turbulence intensity. Furthermore, it was also shown that after including the turbulence build-up in the DWM model, the STE measure did not increase for the downstream wake-affected turbines compared to the first turbine in the row. The same simulations without the turbulence coupling showed that the STE increased with the number of upstream turbines in the row, both in terms of wind speed and turbulence intensity.

A small study was also conducted to give suggestions for simplified methods of modelling multiple wakes in a wind farm. Two simulations where carried out over a row of eight turbines. The mean wind speed and turbulence intensity at the turbine positions was extracted (without the effects due to rotor induction). The results suggested that it is a feasible approach to approximate the wake deficit of multiple turbines along a row, by the deficit of the closest turbine. The same method cannot be applied for turbulence intensity, however, which was seen to require on the order of five turbines to reach a turbulence level which represented the saturation level of turbulence for the turbine configuration.
8.1.5 Project 5: The effect of atmospheric stability effect on wake and wind farm dynamics

In the fifth research project, the effect of atmospheric stability on the evolution of a wind turbine wake was studied by conducting a series of LES AL simulations. These were conducted in such a manner that the effect of atmospheric stability could be isolated from the effects of turbulence intensity (turbulence intensity is correlated to atmospheric stability in field data). This allowed for the effect of the shift in length scale of the atmospheric turbulence to be investigated separate from the turbulent velocity scale.

The main conclusion of the LES AL study was that modelling the effect of atmospheric stability as an increase in turbulence intensity level alone, is insufficient to capture the effect on the wake physics. The shift in the scale of atmospheric turbulence needs to be accounted for, as it changes the fraction of turbulence energy which affect the wake deficit evolution and the wake meandering. Consequently, the data displayed lower power loss over an array of turbines in a very unstable atmosphere compared to neutral and stable stratification, even though turbulence intensity level was kept constant. Field data showed a ~15% reduced power production of a row of wind turbines in very stable stratification compared to very unstable conditions, when the wind direction was aligned the row of turbines.

A study was also conducted to verify the validity of the approach suggested in the fourth research project for simplified modelling multiple wake deficits (i.e. that multiple wake deficits can be approximated by single deficit of the closest turbine, as long as the wake-added turbulence due to the previous wakes are accounted for in the model). The results of the AL model (and also the modified DWM model) confirmed that the same approach can be used in non-neutral atmospheric conditions.

In a second stage of the project, a method was also proposed to incorporate the effects of atmospheric stability in the DWM model. The method was based on approximating the turbulent length and velocity scales of the whole ABL, the wake deficit and the wake meandering by means of the ambient turbulence spectra. This affects the ABL shear contribution and the eddy viscosity in the deficit calculation, however, the main effect was seen to be the effect of atmospheric stability on the wake meandering.

Including the atmospheric stability effects in the DWM model resulted in a reduction of the average STE compared to AL results of ~19% in terms of velocity distribution and ~28% in terms of turbulence intensity distribution for simulations in very unstable atmospheric conditions. Furthermore, it was seen that the effect of atmospheric stability on the power production of a row of wind turbines agrees well between the DWM model and field data from the rows of wind turbines at the North Hoyle and OWEZ wind farms. Both showed that the very stable stratification leads to ~13% higher wake losses and that very unstable conditions lead to ~8% lower wake losses compared to neutral conditions.

Furthermore, the wake meandering of the DWM model and the actuator line models was in fair agreement in neutral atmospheric conditions. However, due to difference in the input turbulence to the DWM and the OpenFOAM AL models (see Keck et al. [45] for details), the lateral wake meandering in the DWM model for unstable atmospheric conditions is under-predicted compared to the OpenFOAM AL model by roughly 40%. The vertical wake meandering (and input turbulence spectra) was still in fair agreement. This will influences the comparison of the wake turbulence and velocity distributions in FFoR made in the project, and consequently the STE for the unstable cases are on the order of 20% higher compared to the cases in neutral atmospheric stability.
8.2 **Further work**

The suggestions for future work is divided into three categories: 1) DWM wake turbulence formulation, 2) DWM functionality, and 3) investigations which could be conducted with the DWM model to increase the understanding of wind turbine wake physics in general.

### 8.2.1 DWM wake turbulence formulation

As mentioned above, the majority of the research during the PhD project has been focused on the turbulence formulation of the DWM model. Even though the project has led to improvements in both the eddy viscosity closure and the intra-turbine coupling of wake-added turbulence, there are still topics where further research may improve the DWM model further:

1. **The build-up turbulence in the wake deficit calculation:** In the DWM model there is no transport equation for turbulence kinetic energy in the wake deficit. Instead, turbulence build-up is modeled by the $F_2$ filter function ($F_2$ should be viewed as part of the inlet boundary treatment and is related to the pressure treatment). The $F_2$ function thus governs the ratio of realized turbulent stresses in the wake deficit of DWM model, compared to the turbulent stresses if the turbulence was in equilibrium with the local strain-rate (i.e. realized turbulence / “potential turbulence”). In the current formulation, the $F_2$ function is generic, and thus assumed independent of ambient conditions. From AL simulations, however, it can be seen that the distance required for turbulence in the wake to reach quasi-equilibrium with the wake shear layer is strongly dependent on ambient turbulence intensity, and seems to also have a second order dependence on turbine induction. It would therefore be interesting to either implement a transport equation for turbulence, or model the dependence by creating an $F_2$ function which depends on ambient conditions.

2. **Conduct further validation of the method to include atmospheric stability effects:** The suggested method to include atmospheric stability effects in the DWM model showed an improved agreement with reference OpenFOAM AL data, and predicted the effect on power production as a function of atmospheric stability well compared to field data. However, there were three main limitations in the validation of the proposed corrections:
   a) The data were only available in planes at hub height, which consequently meant that the deficit and wake meandering had to be evaluated together (as no investigations in the meandering frame of reference was possible).
   b) The turbulent length scale of atmospheric turbulence generated by the OpenFOAM pre-cursor calculation was much larger than that generated by the Mann model with the input parameters suggested by Peña et al. [44] for unstable stratification. This lead to larger wake meandering in the OpenFOAM simulations compared to the DWM model. It also had the consequence that the most energy-containing eddies where realized on the order of five times, which results in a very uncertainty mean flow field.
   c) The OpenFOAM AL model is not currently able to conduct simulations in stable stratification. Therefore only the flow field in neutral and unstable stratifications could be investigated.

3. **Mann model with parameter calibration to emulate non-neutral atmospheric stability:** Based on the comparison with the OpenFOAM input turbulence in unstable atmosphere, it is seen that the turbulence field generated by the Mann model both contains less energy in large length scales and a different ratio between components. As seen in Keck et al. [45], this influences the amount of wake meandering of the turbines, and thus power production and loads of wake-affected turbines. This motivates further investigation to 1) quantify the difference, and 2) develop a modified (Mann) turbulence model which includes buoyancy effects.

4. **The use of frozen turbulence for the wake meandering algorithm:** As described in section 6.1.2, the current formulation to find the wake meandering is based on a passive tracer assumption in a frozen turbulence field generated with the Mann turbulence model. This could potentially cause an overestimation of wake meandering, as the turbulent eddies which generates the wake do not brake-down as in ordinary (dynamic) turbulence. This means that the wake could be overexposed to a single realization of the large scale dynamics (consider the differences between “n
8.2.2 DWM functionality

By comparing the functionalities of the DWM model to the list of “key effect for wake evolution”, described in chapter two, it is obvious that the current DWM formulation only handles a subset of the parameters. The combination of the model assumptions of the DWM model, and the fact that the computational speed is crucial for the applicability of the DWM for industrial processes, makes some of these effects non-trivial to include in the DWM model. However, finding appropriate “engineering” solutions to the following topics would make the DWM model applicable for a wider range of situations:

1. **Multiple wake simulations where the flow is not aligned with the row of turbines (and non-axial inflow conditions):** As part of research project four, a correction was derived to couple the velocity deficit and turbulence build-up over a row of turbines. This method is strictly only valid in full-wake situations (although fair agreement is seen in the double wake in figure 7.19 also for non-axial inflow). As the wake deficit evolution of the wake-affected turbine is based on an axisymmetric deficit calculation, the effect of a partial wake situation would affect both sides of the emitted deficit in a similar manner. A possible solution may be to divide the rotor into segments and include the oncoming wake effects only in the affected sectors.

2. **Near-wake study:** A preliminary investigation shows that the DWM model may be used to predict the flow field already at 2D, as opposed to the 3D currently used as the “point of DWM validity”. The applicability in closely spaced turbines should be investigated further and verified for a range of ambient conditions.

3. **Complex terrain:** A correction for the effect of increased turbulence due to complex terrain should be included in the DWM model. The current formulation is conservative in the sense that wake effects are more pronounced in flat terrain. To enable realistic loads and power predictions in complex terrain the increased level of small-scale turbulence should be accounted for.

4. **Deep array:** the recovery of the wake deficits deep inside a wind farm is reduced due to the presence of other wind turbine wakes. Sufficiently deep into the wind farm, kinetic energy is only (or at least mainly) transferred into the wake vertically from the undistributed flow above the wake. A correction for this effect could increase the ability of the DWM model for predicting the loads and power production of very large wind farms.

5. **Mesoscale effects:** To facilitate for a more detailed site specific wind turbine layout, it would be interesting to augment the DWM model so that is can incorporate mesoscale effects. This can be partly achieved by corrections for non-axial inflow and atmospheric stability effects, but an alternative method might be to couple the DWM to a mesoscale model.

8.2.3 DWM investigations of wake physics

As the DWM model contains a large portion of the far-wake physics of a wind turbine, it has reached a maturity level where it can be used for initial studies and parameter sweeps of the wake physics. Suggestions for application with the DWM model:

1. **Study the component loads on a wake-affected turbines for possible IEC update of turbine design.**

2. **Composition of wake turbulence could act as an indication of the severity of wake loads in different situations, see figure 7.17.** This concept is based on the observation that the “apparent turbulence” (i.e. the turbulence at a wake-affected turbine caused by the meandering wake deficit) is the most important contributor for loads of wake-affected turbines.

3. **Development of control algorithms for wind turbines in farms.** The DWM would allow for trade-offs in terms of production and the loads experienced by a turbine.

4. **Pending the results of the “near-wake study” suggested above, the DWM could be used to generate improved guidelines for wind sector management in the wind industry.**
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Nomenclature

Abbreviations:
ABL Atmospheric boundary layer
AL Actuator line
AMB Ambient
BC Boundary condition
BEM Blade element momentum
CFD Computational fluid dynamics
COG centre of gravity
DEF Wake deficit
DNS Direct numerical simulation
DWM Dynamic wake meandering
FFoR Fixed frame of reference (i.e. coordinate system relative to the global)
fun function
IFFT Inverse fast Fourier transform
LES Large eddy simulation
M FoR Meandering frame of reference (i.e. coordinate system relative to the wake centre)
N-S Navier-Stokes
N.H. The North Hoyle wind farm
OWEZ The Egmond aan Zee wind farm
PDF Probability density function
pp Percentage-point, refers to difference in absolute difference in percentages (e.g. \( \Delta T_I \))
ROT wind turbine Rotor
RANS Reynolds-averaged Navier-Stokes,
STD standard deviation
STE standard error, i.e. mean-square-sum of difference reference data and model output
\( T_I, T_{I_{TOT}} \) Turbulence intensity defined as: std(u)/U [%]
\( T_{IM} \) Apparent turbulence intensity due to wake meandering [%]
\( T_{I_{small-scale}} \) Small-scale turbulence intensity due to turbulence generated in wake shear layer [%]
WS wind speed [m/s]
WTG Wind turbine generator

Roman letters:
A Cross sectional area [m^2]
\( A_p \) weighting coefficients at node p [kg/s]
a axial induction factor [-]
\( \bar{a} \) average axial induction factor over the rotor [-]
B number of blades [-]
c chord length [m]
\( c_D \) drag coefficient [-]
\( c_L \) Lift coefficient [-]
\( C_{u'w'} \) correlation coefficient between streamwise and vertical velocity fluctuations [-]
**Cp**  Specific heat capacity  [J/kg, K]
**C_{Turb. ampl.}**  Turbulence amplification factor  [-]
**C_{Threshold}**  Threshold value for filtering ambient turbulence  [m/s]
**d**  distance  [m]
**D**  Rotor diameter  [m]
**D**  Sectional drag force  [N/m]
**E**  Spectral energy density  [m$^2$/s, m$^3$/s$^2$]
**f**  frequency  [1/s]
**f**  Body force  [N/m$^3$]
**f_{mek}**  Coefficient of mechanical to electrical power  [-]
**f_p**  Added body force for wind shear at node $p$  [N]
**f_R**  Factor governing the width of the boundary condition in DWM  [-]
**f_U**  Factor governing the depth of the boundary condition in DWM  [-]
**F_1**  DWM filter function to govern effect of ambient turbulence in the wake deficit  [-]
**F_2**  DWM filter function to govern development of shear layer turbulence  [-]
**F_{N}**  Sectional force in normal direction  [N/m]
**F_{T}**  Sectional force in tangential direction  [N/m]
**H_{Hub}**  Hub-height  [m]
**k**  wake decay constant of the Jensen model  [-]
**k**  wave number  [1/m]
**k_{amb}**  DWM constant for eddy viscosity due to AMB turbulence including length scale  [m]
**k_1**  DWM constant for eddy viscosity due to ambient turbulence  [-]
**k_2**  DWM constant for eddy viscosity due wake shear layer turbulence  [-]
**l**  Turbulent length scale  [m]
**L**  Monin-Obukhov length  [m]
**L**  Sectional lift force  [N/m]
**\dot{m}**  massflow  [kg/s]
**n_c**  number of cases  [-]
**n_{c,d}**  number of cross-section per case  [-]
**n_{c,d,r}**  number of points per cross section  [-]
**N**  neutral atmospheric stability  [-]
**p**  pressure  [N/m$^2$]
**P_{WTG}**  Power production of the wind turbine generator  [W]
**r**  radial coordinate  [m]
**R**  Rotor radius  [m]
**R**  Specific gas constant  [J/mol, K]
**R_{ij}**  Correlation function for components $i$ and $j$  [-]
**S**  Stable atmospheric stability  [-]
**S_p**  Source term at node $p$  [N]
**t**  time  [s]
**T**  Temperature  [K]
**u**  Instantaneous streamwise velocity (x-dir)  [m/s]
**u'**  Fluctuating about the mean in streamwise velocity (x-dir)  [m/s]
**u_\ast**  Friction velocity, Turbulent velocity scale  [m/s]
**U**  Mean velocity in streamwise direction (x-dir)  [m/s]
**U_{MIN}**  Lowest streamwise velocity in a cross-section of the wake deficit  [m/s]
**U**  Unstable atmospheric stability  [-]
\( v \) Instantaneous lateral velocity (y-dir) [m/s]  
\( v' \) Fluctuating about the mean in lateral velocity (y-dir) [m/s]  
\( \text{VS} \) Very stable atmospheric stability [-]  
\( \text{VU} \) Very unstable atmospheric stability [-]  
\( V_{\text{REL}} \) Relative velocity to rotor blade [m/s]  
\( V_0 \) Tangential velocity in rotor plane [m/s]  
\( V_z \) Velocity normal to the rotor plane [m/s]  
\( w \) Instantaneous vertical velocity (z-dir) [m/s]  
\( w' \) Fluctuating about the mean in vertical velocity (z-dir) [m/s]  
\( x \) Streamwise coordinate [m]  
\( y \) Lateral coordinate [m]  
\( z \) Vertical coordinate [m]

**Greek letters:**  
\( \alpha \) Angle of attack [']  
\( \alpha' \) Power-law coefficient [-]  
\( \alpha_1, \alpha_2 \) Angle in wake where ABL shear than is greater than wake deficit gradient [']  
\( \epsilon \) Force regularization parameter [m]  
\( \Delta V \) Volume of a computational cell \( [m^3] \)  
\( \phi \) Inflow angle [']  
\( \gamma \) Pitch angle [']  
\( \Gamma \) Circulation \( [m^2/s] \)  
\( \lambda \) Tip-speed ratio [-]  
\( \lambda' \) Wave length [m]  
\( \eta \) Regularization kernel [-]  
\( \rho \) Density \( [kg/m^3] \)  
\( \nu \) Kinematic viscosity \( [m^2/s] \)  
\( \nu' \) Kinematic eddy-viscosity \( [m^2/s] \)  
\( \nu'_T \) Scaled kinematic eddy-viscosity to include ABL shear contribution \( [m^2/s] \)  
\( \omega, \Omega \) Angular velocity \( [rad/s] \)  
\( \tau_{\text{shear}} \) Turbulent shear stress \( [m^2/s^2] \)  
\( \sigma \) Standard deviation [-]  
\( \Theta \) Potential temperature [K]  
\( \Theta_v \) Virtual potential temperature [K]  
\( \Phi \) Mann spectral tensor \( [m^5/s^2] \)
Appendix A: Recommendation for IEC-standard

The results presented in this thesis demonstrate that the DWM model is capable of predicting the mean velocity and turbulence field in a simulation of a wind farm operating in the ABL. The ability to capture the flow field inside the wind farm allows the model to predict both the power production and the turbine loads simultaneously, which facilitates consistent design and optimization tool for micro siting. The current standard procedure for wind turbine siting is to first design the layout for optimal power production using one model (commonly the Jensen model (Jensen [134], Katic et al. [135])), then ensure that the site specific loads do not exceed the design loads of the wind turbine using the Frandsen model (Frandsen [12]). This can lead to sub-optimized from a CoE perspective.

The model validation in this thesis (chapter 7) show that the power predictions of the DWM model are in good agreement to field data and higher-order models, and captures the power production and the effect of ambient turbulence intensity and atmospheric stability better than the Jensen model. The limited loads validation performed in this work show that the loads of the DWM model display good agreement with the reference data. A more comprehensive validation of the turbine loads with the DWM model has been undertaken by Larsen el at. [20, 40]. Although the details of that implementation is slightly different compared to the one presented in this thesis, the validation showed that the physical wake description of the DWM model allows for a better representation of the turbine loads than the model currently suggested by IEC-standard. In the author’s opinion, the DWM model should therefore be considered to be included as an option in the IEC-standard for both turbine design and wind farm design.

Wind turbine siting

The largest benefits of the DWM model can be utilized by updating the wind turbine siting process. Using the DWM model enables the designer to optimize the farm layout for both loads and power production simultaneously, together with an overall better wake representation, this could significantly lower the CoE of wind energy (according to the TOPFARM project [24] the potential exceeds 5% in reduced CoE). The current approach is to design the wind farm for optimal power production using one model, and subsequently to use a separate model to check that the loads of the turbines in the wind farm does not exceed the design specification. Optimizing only for power production in the first study may result in a sub-optimized layout. For a CoE perspective, a comprehensive wind farm design philosophy including power production, loads and infrastructure could improve the competitiveness of the wind industry. To enable this, the following principal effects need to be accounted for:

- Turbines should be represented based on actual distribution of rotor induction or at least integrated $C_T$-value.
- The wake deficit (i.e. the reduction of velocity in the wake) should be physically modelled in the computations.
- Dynamic effects due to meandering of the wake deficit should be included as it is the main driver for additional turbine loads in wind farms.
- Increased turbulence level in the wake should be included in the simulations. This has an effect on the turbine loads, but the most important effect may be that the increased turbulence level
influences the wake evolution of the wake-affected turbines, causing less severe wake deficits inside the wind farm.

- The effect of atmospheric stability on the wake evolution should be included. As shown in this thesis, atmospheric stability changes the composition of oncoming turbulence of a wake-affect turbine. This is important for both loads and power production predictions.

Suggestions for methods to incorporate the above listed effects are given in chapter 6.

**Individual turbine design**

In terms of design of the individual wind turbine, some additional investigations are required before a suggestion for an IEC-standard update can be given. However, with the functionality of the DWM model to represent the wind speed and turbulence distribution, together with the large scale wake meandering inside a wind farm, it is feasible to investigate the effect on component loads by operating in a wind farm compared to solitary operations. The current design process of the individual wind turbine is based on loads of a turbine operating in solitary conditions. The effects of wakes are included in the siting step by scaling the loads of the turbine based on the increased turbulence experienced in a wind farm. For this approach to be adequate, all loads of the turbine are required to scale with similar magnitude when the turbine operates in waked condition. However, the wind field (and loads) experienced by a wind turbine operating inside a farm is different compared to a solitary turbine. This means that relative loads of the various components of the wind turbine may be different inside a wind farm compared to solitary turbines. As a consequence, the current design process could lead to an overly conservative turbine design where some components may be over-engineering.

The suggestion is therefore to investigate whether or not the true loads experienced by a turbine in wake operation do scale similarly. According to the loads investigation presented in figure 2, some loads increase more due to wake condition. If the proposed investigation reaches the conclusion that the load-envelope experienced under waked conditions are not a linear scaling of the load in solitary operation, a solution could be to include some load cases based on wind farm situations:

- Including wind farm fatigue load cases based on generic wind farm layout (e.g. 3Dx3D, 6Dx6D, 9Dx9D) and a uniform windrose distribution in flat terrain. This could lead to a better representation of the loads experienced by a wind farm compared to the current practice
- Include extreme loads in wind farm situations. This would require even further analysis to determine the most appropriate load cases.
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ABSTRACT

A method of generating a synthetic ambient wind field in neutral atmosphere is described and verified for modelling the effect of wind shear and turbulence on a wind turbine wake using the flow solver EllipSys3D. The method uses distributed volume forces to represent turbulent fluctuations, superimposed on top of a mean deterministic shear layer consistent with that used in the IEC standard for wind turbine load calculations.

First, the method is evaluated by running a series of large-eddy simulations in an empty domain, where the imposed turbulence and wind shear is allowed to reach a fully developed stage in the domain. The performance of the method is verified by comparing the turbulence intensity and spectral distribution of the turbulent energy to the spectral distribution of turbulence generated by the IEC suggested Mann model.

Second, the synthetic turbulence and wind shear is used as input for simulations with a wind turbine, represented by an actuator line model, to evaluate the development of turbulence in a wind turbine wake. The resulting turbulence intensity and spectral distribution, as well as the meandering of the wake, are compared to field data. Overall, the performance of the synthetic methods is found to be adequate to model atmospheric turbulence, and the wake flow results of the model are in good agreement with field data. An investigation is also carried out to estimate the wake transport velocity, used to model wake meandering in lower-order models. The conclusion is that the appropriate transport velocity of the wake lies somewhere between the centre velocity of the wake deficit and the free stream velocity. Copyright © 2013 John Wiley & Sons, Ltd.
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1. INTRODUCTION

The ability to accurately predict wake effects is critical in the prediction of power and loads of wind turbines in wind farms. Specifically, wind turbine wakes result in a reduction in mean wind speed and increase in turbulence intensity seen by downstream rotors, which tend to both lower the production of the turbine, and increase the effective fatigue loads on the turbine components. The amount by which wake effects affect power and loads on turbines in wind farms, however, depends on several parameters relating to the ambient wind field, including (at least) wind speed, turbulence intensity, turbulent length scale, wind shear, wind veer and stratification. The process of modelling the wake effects in wind farms is further complicated by the fact that the aforementioned ambient parameters are correlated to each other and that the effect on the wake evolution by the individual parameters are non-linear.

Despite the challenging physics of the problem, most engineering descriptions of the wake of a turbine are limited in that they have only been tuned or validated to a few field data campaigns and do not contain a physical description of the distribution of turbulence or dynamics of the wake as it develops in an ambient wind field. Computational fluid dynamics (CFD) methods, on the other hand, can in theory physically model all (or most) of the key physics associated with the ambient wind field and the development of the turbine wakes in the wind farm. Much of the recent focus in CFD modelling of wind turbine wakes has been put on the development of comprehensive large-eddy simulation (LES) models (Crespo,1)
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Porté Agel, Mikkelsen, Trolsborg, Jimenez, Churchfield et al., and Lee et al. LES is advantageous over standard Reynolds Averaged Navier Stokes (RANS) models (Rørhøje) in that the large scales of turbulence are resolved physically, without the use of turbulence closure models.

Because of the high computational expense of LES simulations, however, it is not feasible to model all the turbulent scales in a wind farm down to the boundary layer of the turbine blades. Because of this, the actuator disc/line (AD/AL) methods (Ivanell and Sørensen and Shen) have gained popularity in modelling wind turbine rotors in comprehensive wind turbine and farm simulations. Compared with fully resolved CFD modelling of rotor blades, the AL method reduces meshing and computational expense by modelling the blades as body forces. The body forces are based on the local velocity field at the blade sections and tabulated lift and drag values. This eliminates the need to resolve the boundary layer on the blades, resulting in reduced computational times both as a result of fewer mesh elements, but more importantly by the fact that a larger time step can be used without violating the Courant–Friedrichs–Lewy (CFL) constraints.

Given its ability to capture the development of turbulence in the wind turbine wake, rather than statistically model it as in RANS, LES models incorporating AL methods for rotor modelling can be used to generate numerical data of wake dynamics and wake deficit growth in various atmospheric conditions. This data can in turn be used to calibrate and/or validate engineering models. Prior to this, however, the basic components of the LES AL models must be verified and validated against basic theoretical data and field measurements in wind farms. This specific study is aimed at evaluating the synthetic atmospheric wind field description, as proposed by Mikkelsen et al. and Trolsborg et al. in EllipSys3D LES solver for wind farm simulations. The main benefit of imposing synthetic atmospheric wind shear and turbulence by the methods presented here is the ability to generate inlet boundary and initial conditions to wind farm simulations without having to run computationally expensive precursor calculations. Churchfield et al. mentions that the precursor calculation in their LES AL wind farm simulation require 37,000 CPU hours per case. The synthetic methods require less than one CPU hour to generate input wind shear and turbulence.

Two previous works (Gilling and Sørensen and Trolsborg et al.) studied the fundamental aspects of imposing synthetic turbulence and wind shear by body forces inside the computational domain. However, there has not been much comprehensive research directed towards the performance of the methods under the range of ambient conditions important for turbine operation (e.g. ranges of operating thrust, wind speed and turbulence intensity). The main objective of this work is therefore to investigate the capability of the proposed method to model the turbulence development in a wind turbine wake under ambient conditions ranging from wind speeds of 6 to 15 m/s and turbulence intensities from 6 to 14% (defined as the standard deviation of wind speed normalized against ambient mean wind speed, \( \bar{u}/U_{amb} \)). A secondary objective is also to derive best practice recommendations for the model parameters of the synthetic wind field model, i.e. the shear coefficient and the turbulence amplification factor (which is described later in the paper), as well as distance required for the imposed turbulence to reach a fully developed stage.

The first part of the investigation is carried out in an empty computational domain. This has the benefit of isolating the atmospheric turbulence, which enables detailed studies of the appropriate parameter settings and the distance required for the imposed turbulence to reach a fully developed stage. In the second part of the investigation, the results of the empty domain calculations are applied in combination with an AL representation of the wind turbine to verify the wake evolution. The performance of the combined approach is validated against field data from wake measurement campaigns at Nibe, Alsvik, Tjaereborg and the Risø Nordtank turbine.

2. MODEL DESCRIPTION

2.1. Atmospheric wind shear and turbulence

The synthetic method for generating a wind field has been previously implemented by Mikkelsen et al. Here atmospheric shear was imposed by distributed volume forces in the unsteady incompressible Navier–Stokes equation in the entire domain, according to equation (1).

\[
\frac{d\mathbf{V}}{dt} + \mathbf{V} \cdot \nabla \mathbf{V} = \mathbf{f} - \frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{V} + \mathbf{f} \quad (1)
\]

The force, \( \mathbf{f} \), for each computational node is calculated in a precursor simulation without turbines to yield a desired ambient velocity distribution in the domain. The method is capable of prescribing an arbitrarily mean flow field including both wind shear and wind veer. In this investigation, the effects of atmospheric stability and Coriolis force on the flow field are neglected, and the ambient flow field is prescribed as a power-law shear profile; see equation (2).

\[
U(z) = \begin{cases} 
\frac{U(H_{hub})}{\Delta} (c_1 z^2 + c_2 z) & z \leq \Delta \\
\frac{U(H_{hub})}{\Delta} \left(\frac{z}{H_{hub}}\right)^3 & z > \Delta 
\end{cases}
\] (2)

The model coefficients \( c_1 \) and \( c_2 \) control the near wall treatment below \( \Delta \). The near wall limit, \( \Delta \), is usually taken to be a distance equivalent to 10 computational cells. The description of the desired wind shear profile in equation (2) is used as
input to a precursor calculation executed in an empty domain. The calculation of the forces is based on an immersed boundary approach where the discretized form of the volume integrated N-S equations (equation (3)) govern the velocity desired at cell centred computational node point $p$.

$$A_p V_p^{i+\Delta t} + \sum_i A_i V_i^{i+\Delta t} = S_p + f_p$$  \hspace{1cm} (3)

The subscript $i$ refers to the neighbours of the studied computational node $p$. $V$ is the velocity component in the studied direction, and $A$ is the weighting coefficients. $S$ is the source term containing the pressure gradient force and body forces, and $f$ is the added body force included to yield the desired velocity. By rearranging the terms in equation (3) and replacing the velocity at $p$ by the desired velocity $U(z)$, an equation for the force to apply at node $p$ can be found:

$$f_p = A_p U(z) + \sum_i A_i V_i^{i+\Delta t} - S_p$$  \hspace{1cm} (4)

The calculation in the empty domain is run until a steady converged flow field is reached, and the resultant force field is then stored and applied in the subsequent calculations with rotors present.

Atmospheric turbulence on top of the mean shear is included by introducing fluctuating body forces in a plane located close to the turbine by a method proposed by Trolldborg et al.\textsuperscript{14} The forces are found via prescribed three-dimensional velocity fluctuations, generated with the Mann turbulence model (Mann\textsuperscript{16,17}). The Mann turbulence model combines an eddy lifetime assumption with rapid distortion theory to transform an isotropic spectral tensor to an anisotropic spectral tensor. The anisotropic spectral tensor depends on three input parameters to characterize the turbulence: rate of dissipation ($\varepsilon$), turbulent lengths scale ($L_{\text{Man}}$) and degree of anisotropy ($I$). The Mann turbulence model can be used to generate a three-dimensional box containing random incompressible anisotropic turbulence. In applications, it is customary to interpret the streamwise dimension as time using Taylor’s hypothesis of frozen turbulence.\textsuperscript{18}

The grid used to generate the Mann turbulence generally do not match the CFD grid used in the LES simulation. The grid of the imposed turbulence is chosen to be coarser than the CFD grid to ensure that the CFD grid can resolve the scales of the synthetically generated turbulence. As a consequence, the fluctuations at the location of the nodes in the CFD grid are found by interpolation in the box of synthetic turbulence. The Interpolation is carried out spatially in-plane in two dimensions, and temporally between successive planes in the turbulence box. A consequence of the interpolation process, and the smearing of forces used to introduce the in the CFD domain (described by equations (6) and (7)), is that less turbulence is realized in the CFD domain than prescribed by the imposed synthetic turbulence in the high frequency part of the turbulence spectra (this is shown in Figure 10). To compensate for the reduced turbulence due to interpolation, the velocity fluctuations are scaled by a turbulence amplification factor:

$$u_i' = u_i'_{\text{Mann}} C_{\text{Turb amp}}$$  \hspace{1cm} (5)

Here $u_i'$ is the turbulent local velocity fluctuation in direction $i$, $C_{\text{Turb amp}}$ is the turbulence amplification factor. The fluctuations are introduced to the CFD simulation as volume forces according to one-dimensional momentum theory:

$$f_i' = \bar{m} u_i' + \rho A \frac{du_i'}{dt}$$  \hspace{1cm} (6)

In equation (6), $A$ is cross-sectional area of the cell in the computational grid, $\rho$ is the air density and $\bar{m}$ is the local mass flow through the cell. The forces need to be introduced into the CFD calculations in a smooth manner to maintain numerical stability. The forces are therefore distributed in the flow direction by a one-dimensional Gaussian smoothing function. The regulatory distributions parameter, $\zeta$, is set to be equivalent to two grid cells. The force experienced at a node in the computational domain is described by equation (7).

$$f = f' \otimes \frac{1}{4\sqrt{\pi}} e^{-\left(\frac{d}{\zeta}\right)^2}$$  \hspace{1cm} (7)

Here $d$ is the distance in flow direction from the centre of the computational cell to the node in the turbulence plane causing the fluctuating force.
2.2. Actuator line model

The actuator line model was implemented into the flow solver EllipSys3D (Sørensen\textsuperscript{19}) and coupled to FLEX5 (Öye\textsuperscript{20}) to allow for aeroelastic calculations by Mikkelsen.\textsuperscript{3} The fundamental idea behind the AL method is to model the turbine rotor as three rotating lines containing distributed body forces, \( f_i \), in the unsteady incompressible N-S equations (seen previously in equation (1)). The forces are calculated based on local inflow condition at the AL nodes and tabulated blade data; see Figure 1.

The aeroelastic calculation is based on a two-way coupling between EllipSys3D and FLEX5, and can be described as:

- Local field velocities at the position of the AL nodes are extracted from EllipSys3D and passed to FLEX5
- The local velocity triangle at all AL nodes, including elastic or other movement, serves to compute local blade loadings, \( F_T, F_N, \) similar to the common blade element momentum (BEM) approach; see Hansen\textsuperscript{21}
- The local blade loadings are re-projected into global coordinates, passed back to the flow solver and applied as a source term in the momentum equation of the LES simulations

The FLEX5 integration is based on a fourth-order Runge–Kutta–Nyströms method; however, only one CFD step is computed for each information transfer, and an Adam–Bashforth extrapolation is applied in order to handle half step computation in FLEX5. Model validation of rotor performance predicted by the applied AL model has been carried out by comparing measured power and experimental \( C_p \) coefficient by Troldborg\textsuperscript{4}, Ivanell\textsuperscript{7} and Sørensen and Shen\textsuperscript{12}. Validation of the wake generated by an AL model was conducted by Troldborg \textit{et al}.\textsuperscript{4} and Larsen \textit{et al}.\textsuperscript{22} Larsen \textit{et al}. conducted the validation to wake measurements in meandering frame of reference (i.e. based on a reference system that follows the wake centre) obtained from a measurement campaign with a backwards facing LIDAR mounted on top of the nacelle (Trujillo \textit{et al}.\textsuperscript{23} and Bingöl \textit{et al}.\textsuperscript{24}). The mean wind speed and turbulence intensity distributions \( 2.5 \) rotor diameters (D) behind the rotor were compared to the field measurements and a high level of agreement over the wake cross section was achieved.

2.3. Numerical setup and computational mesh

The numerical calculations carried out in this work are based on LES filtered N-S equations where the larger eddies in the flow are resolved directly without any turbulence model. Eddies smaller than the grid size, also called sub-grid scales or SGS, are treated by the mixed scale model for SGS eddy viscosity described in Cavar\textsuperscript{25}. The convective terms are discretized using a hybrid scheme consisting of a 10\% third-order accurate QUICK scheme and a 90\% fourth-order accurate central difference scheme (CDS). Pressure–velocity coupling is obtained by using the SIMPLE algorithm. For more information about QUICK or the SIMPLE algorithm, see Versteeg and Malalasekera\textsuperscript{26}. The appropriate time step to use in the AL calculations is found by the restriction that the AL should not pass through an entire mesh cell in one time step. This is much more restrictive than the requirement that the CFL number should be lower than unity, since the wind speed is much smaller than the tip velocity of the blade. For the NM80 turbine and the mesh used, this requirement yields a time step equivalent to 175 time steps per rotor revolution based on the target rotor RPM of the turbine controller at a given mean wind speed.

The computational mesh is drastically simplified by representing the turbine rotor as AL lines compared to resolving the physical boundaries of the rotor blades. Furthermore, flat ground is assumed for all the calculations, and the flow close to

Figure 1. Illustration of the properties used to calculate the contribution of the local airfoil section, L and D, to the AL forces in the global coordinate system, \( F_N \) and \( F_T \).
the ground is treated by the expression in equation (2), where the no-slip condition is enforced by source terms and the turbulence production because the wall itself is neglected. As a consequence, no boundary layer needs to be resolved by the computational grid, enabling the use of a Cartesian mesh in the whole domain. All calculations were carried out on a Cartesian grid in a rectangular domain of $10R \times 30R \times 52R$, in width, height and flow direction, respectively; see Figure 2. The origin of the coordinate system is taken to be the lower right corner of the inlet cross section of the domain, i.e. the lower right corner of Figure 2a.

The domain and the computational mesh are designed with the ambition of economizing the computational expense and maximizing the concentration of grid points in the volume of interest. A refined mesh region is constructed to give high spatial resolution where the imposed turbulence of the wake needs to be resolved. The domain outside of the refined region is only designed to maintain the mean flow field properties and allow for high quality data to be obtained in the refinement region. As a consequence, a coarse grid can be used, which has the result that the design of the outer domain is less sensitive considering the computational expense. Instead, the main consideration is to ensure that the boundaries do not influence the simulation results and that the cross-sectional area of the domain is sufficiently large to avoid blockage effects. To avoid blockage effects, the cross section of the domain is made 95 times larger than the swept area of the ALs ($300R^2$ compared with $3.14R^2$). The boundary conditions applied are (i) prescribed mean velocity at the inlet, (ii) no slip by forcing terms and wall treatment according to equation (2) on the lower boundary, (iii) cyclic on the lateral boundaries, (iv) prescribed velocity at the top boundary given by equation (2) and (iv) a convective outlet boundary condition. The inlet and the top boundaries contain prescribed velocities that are sensitive for the solution in the domain. Therefore, these domain boundaries are placed ‘far away’ from the region of interest (i.e. the wake). The inlet boundary is placed 15.5R away from the turbulence plane and 21.5R from the rotor position in order to avoid pressure effects influencing the inlet. The top boundary is placed at a distance of 30R (or 26R away from the wake refinement).

On the basis of a mesh sensitivity study performed by Keck et al., a mesh resolution of 25 points per rotor radius (PPR) in cross-flow direction and 23 PPR in flow direction was found to be sufficient to resolve turbulence scales into the inertial sub-range; see Figure 4. This is required in order to accurately model the SGS stresses by the eddy viscosity model. This resolution was applied in the grid refinement region, i.e. the inner box in Figure 2. Furthermore, the same study also concluded that a refinement region with a cross section of $4R \times 4R$ and a resolution of 25 PPR is adequate to model the wake development and the integrated momentum deficit of the wake; see Figure 3. An effect seen by using a $4R \times 4R$ compared with a $6R \times 6R$ region of refinement was a slight reduction on the wake meandering in the order of 10%. This result is expected as wake meandering is primarily caused by turbulent eddies in the atmospheric boundary layer turbulence, which are larger than the rotor; see España et al. The relatively small cross section of refinement region, relative to the size of the eddies that cause the wake meandering, will lead to eddies being affected by the coarser grid outside the refinement. This will in turn subject the eddies to an increased dissipation (by the SGS viscosity) and reduce the life time of the large structures. With a large cross section of the refinement region, this effect is reduced. Due to computational constrain, larger refinement regions than $6R \times 6R$ were not tested in the sensitivity study. Consequently, the results are not grid independent with respect to the size of the refinement region, and a further sensitivity study would be required to fully establish the influence of this parameter on the wake meandering. For the conducted investigation, this effect was not considered important enough to justify the increase of computational time by 125% (from ~10,000 CPU hours to ~22,500 CPU hours) required to capture the extra meandering. (Figure 4)

The turbulence plane used to introduce the velocity fluctuations is located in a cross section of the domain 15.5R downstream of the inlet boundary. The size of the plane is $8R \times 4R$, and it is positioned centrally in lateral direction and starts 0.4R above the ground level in vertical direction (i.e. above the near wall treatment); see dashed line/box in Figure 2. The turbulence plane thus covers the cross section of the refinement region and a region surrounding the grid refinement.

Figure 2. The left figure is an X–Y plane showing the cross section of the computational domain, and the right figure is an X–Z plane showing the computational domain from above. The outer solid box represents the computational domain. The rotor location is indicated by the solid black body. The dashed line/box indicates where the turbulent fluctuations are applied, and the internal solid box shows the refined region included to maintain the imposed turbulence and limit numerical dissipation.
Turbulent fluctuations are imposed around the grid refinement in order to minimize the reduction of turbulence due to turbulent diffusion close to the edges of the refinement region. No turbulence is imposed far away from the grid refinement as that turbulence would be exposed to unphysical dissipation due to the coarse grid resolution.

The location of the rotor in the wake simulations are based on simulations in an empty domain, presented later in this paper. It was found that the imposed fluctuations require about 150 cells to reach a fully developed state. As a consequence, the centre of the rotor is placed 6R behind the turbulence plane at 5R, 2R and 21.5R. The grid refinement is required after the turbulent fluctuations have been introduced to reduce the level of numerical dissipation and to resolve the scales that are important for the wake development. The grid refinements are therefore added to the domain from 3–7R × 0–4R × 15–52R. The mesh in the refined region consists of ‘near cubic’ mesh elements corresponding to 25 PPR resolution in cross-flow direction and 10% elongated mesh elements in flow direction; i.e., for a 40 m rotor radius, the element size is 1.6 m × 1.6 m × 1.76 m. Outside of the refined region, the elements are stretched towards the domain boundaries. In total, the mesh consists of 162 blocks of 48 × 48 × 48 cells, yielding a total mesh count of ~18 million cells.

2.4. Post processing of wake meandering

For the cases where there is a wind turbine present in the simulation, an important result is the amount of large-scale movement of the entire wake deficit by large turbulent structures, commonly referred to as wake meandering. Wake meandering
is quantified as the standard deviation of the wake centre position over time. The wake centre position is calculated at every time step in planes perpendicular to the mean flow direction as the centre of gravity (COG) of the wake deficit. The procedure of calculating the COG starts with recording high frequency data from planes perpendicular to the mean flow direction; in this work, 10 Hz data have been used. The wake speed deficit is filtered by a threshold value, $C_{\text{Threshold}}$, to reduce the effect of small-scale turbulence by equation (8).

$$
\hat{U}_{\text{Def}} = \begin{cases} 
0, & \text{if } \frac{(U(z) - u)}{U(H_{\text{hub}})} < C_{\text{Threshold}} \\
\frac{(U(z) - u)}{U(H_{\text{hub}})}, & \text{if } \frac{(U(z) - u)}{U(H_{\text{hub}})} \geq C_{\text{Threshold}}
\end{cases}
$$

(8)

where $u$ is the instantaneous local axial velocity from the EllipSys3D calculation, $U(z)$ is the imposed mean shear as a function of height and $U(H_{\text{hub}})$ is the wind speed at hub height. The COG is calculated by integrating the filtered deficit in a circular region around the centre line of the wake (the axis that starts at the hub of the turbine) and $2R$ in radial direction:

$$
\text{COG}_i = \frac{1}{A} \int_0^{2R} \hat{U}_{\text{Def}} r_i \, dA
$$

(9)

The subscript $i$ indicate if lateral or vertical meandering is studied, $r_i$ is the location of the filtered deficit value and $A$ is the total integration area. The proposed algorithm cannot solve the problem that it is hard to determine a wake centre in the far-wake where the wake deficit is shallow relative to the turbulent fluctuations. This also means that the meandering statistics in the far-wake are associated with an increased level of uncertainty. (However, the effect of the wake deficit can also be considered small in this region) The appropriate value of the threshold parameter is a balance between being able to filter away the effect of turbulence and still being able to accurately trace the wake. A high turbulence level requires a large value for the threshold parameter; however, this reduces the detectability of the wake as the deficit recovers. In this work, a threshold parameter of 0.2 was used in all studies.

**3. DESCRIPTION OF INVESTIGATION**

The main objective of this investigation is to evaluate the performance of the method for generating a synthetic ambient wind field, as proposed by Mikkelsen et al.\textsuperscript{13} and Trolldborg et al.,\textsuperscript{14} when applied in wind turbine wake simulations in neutral stratification and flat terrain. However, before running wake simulations, the input parameters to the method and the appropriate placement of the rotor relative to turbulence plane need to be investigated. This is achieved by running a series of LES simulations in an empty computational domain to allow detailed studies of

1. the relationship between the applied power-law shear coefficient and its balance with the generated turbulence intensity
2. the appropriate value for the ‘turbulence amplification factor’ (a model coefficient included to yield the right amount of turbulence in the simulations; see equation (5))
3. the distance required for the imposed turbulence to reach a fully developed state after the turbulence plane

The imposed turbulence used for all investigation is based on the Mann turbulence model, Mann.\textsuperscript{16,17} The input parameters to the Mann model in terms of turbulent length scale, $L_{\text{Mann}}$, and the degree of anisotropy, $\Gamma$, were maintained constant at 47 m and 3.89, respectively. The rate of dissipation, $\omega$,\textsuperscript{20} was calibrated to yield the desired turbulence intensity. As mentioned above, the Mann turbulence grid is coarser than the CFD grid to ensure that the synthetic turbulence can be resolved in the CFD simulations. The Mann turbulence box used to generate the synthetic turbulence in this work is 5 m x 5 m in cross-flow direction (compared with 1.6 m x 1.6 m for the CFD grid) and 1, 2 and 3 m in flow direction for the cases of wind speed 5, 10 and 15 m/s, respectively (compared with 1.76 m in the CFD grid). The different resolution in flow direction stems from the fact that all Mann turbulence boxes used in this investigation contains 4096 planes, which has the consequence that different free stream velocities leads to different spatial dimensions to allow for the same amount of simulation time. The important parameter to consider in streamwise direction, however, is the number of CFD time steps taken per Mann turbulence plane. This governs the temporal interpolating and ensures that the streamwise component of Mann turbulence fluctuations can be realized on the CFD grid. In this work, the CFD time step is 10 times smaller than the time between two successive Mann turbulence planes.
The empty domain simulations cover wind speeds of 5, 10 and 15 m/s and turbulence intensities of 6, 10 and 14%. The development of the turbulence intensity in the EllipSys3D model for an empty domain follows a clear trend that can be described by two fundamentally different phases: The first phase is related to the turbulence cascade in the flow solver. At the location where turbulence is imposed ($z=0$ in Figure 5), the turbulence lies below the prescribed level. Initially, it increases rapidly with downstream distance. It takes a few radii for the turbulence to develop to the level specified by the input turbulence and turbulence amplification factor. This initial increase of turbulence cannot be attributed to interactions with the vertical shear profile, as it increases too rapidly and the effect is also seen in simulations with a small amount of vertical shear. The physical explanation is that the cascade process in the flow solver ‘corrects’ the deficit of turbulent energy in the smaller scales. As mentioned above, the under-realization of small-scale turbulence occurs due to the interpolation and the force smearing processes used when imposing the synthetic turbulence on the CFD grid (see Figure 10). The first phase is thus responsible for the fast initial increase in turbulence depicted in the beginning of Figure 5. After the imposed turbulence ‘has adjusted itself’ to the grid, the second phase is the development of turbulence to an equilibrium level set by the mean atmospheric shear.

The second phase starts when the energy levels in the small scales are in balance with the large-scale turbulence (i.e. when the spectral distribution has reached a stable form). This means that the turbulence has been fully adjusted to the computational grid. In the second phase, the turbulence continues to develop towards the equilibrium level based on the mean flow properties, dashed line in Figure 5. Since this study is carried out in neutral stratification, i.e. no buoyancy effects are taken into account, the equilibrium level in an empty domain is dictated by the vertical wind shear alone.

The objective of the empty domain study is to find the optimal parameters to apply in the AL model in order to make the development from imposed turbulence to realized fully developed turbulence in EllipSys3D as fast as possible. This is of importance when turbine wake simulations are conducted so that the turbine rotor is placed at the appropriate distance from the turbulence plane.

The second part of the study is aimed at evaluating the evolution of wake turbulence when applying the synthetic turbulence methods. A turbine is placed 6R behind the turbulence plane, and a set of EllipSys3D AL calculations are conducted covering the range of the most common operational conditions for wind turbines, wind speeds of 6, 10 and 15 m/s and turbulence intensities of 6, 10 and 14%. The ability to model the turbulence evolution in the wake is verified by comparing the mean turbulence intensity as a function of downstream distance, the turbulent energy spectra and the wake meandering of the AL model wake to measured field observations. The meandering characteristics are difficult to verify due to the low availability of field data but are extracted and shown as a function of ambient turbulence intensity and downstream distance to serve as a reference value for further studies.

All simulation results from the AL model presented in this section are based on 500 s of simulation time. Ideally, longer simulation time would be desirable as the temporal and spatial variation of turbulence is relatively high for some of the tested cases, but this was not feasible with the restricted computational resources available (a case of 500 s of simulation time take about 5 days with the available computational resources ~10,000 CPU hours). The relatively short simulation time yields an uncertainty in the numerical mean value of wind speed and turbulence. The magnitude of the uncertainty can be estimated by assuming that the atmospheric length scale at hub height is in the order of 100 m; this yields 25, 50 and 75 independent samples at a mean wind speed of 5, 10 and 15 m/s, respectively. To reduce the uncertainty, the flow field is averaged in lateral direction over 80 computational cells (128 m), assuming a lateral length scale of 32 m (using the relation $L_{xy} = 8z$ for $z=80$ m) results in five independent samples. This yields a total of 125, 250 and 375 independent samples for the 5, 10 and 15 m/s cases. The uncertainty of the sample mean and turbulence intensity is estimated by equations (10) and (11); see Vännman and Dunkels.29
\[
\sigma_{\text{mean\ WS}} = \frac{\sigma_{\text{ws}}}{\sqrt{n}} \tag{10}
\]

\[
\beta_{\text{TI}} = \sqrt{\frac{\chi^2_{0.13}(n-1)\sigma_{\text{ws}}^2}{(n-1)}} - \sigma_{\text{ws}} \tag{11}
\]

where \(\sigma_{\text{ws}}\) is the standard deviation of the wind speed (given by the turbulence intensity), \(n\) is the number of independent samples and \(\chi^2_{0.13}(n-1)\) is the scaling value for the 84.13% percentile based on the \(\chi^2\) distribution. This choice was made as the \(\chi^2\), for high degrees of freedom (>50), approaches the normal distribution and the 84.13% percentile for the normal distribution corresponds to one standard deviation above the mean. The estimates of the uncertainty for wind speed and turbulence can be seen in Table I.

### 4. DESCRIPTION OF FIELD DATA

This section contains a short description of the field data used to validate the EllipSys3D AL model. Four different sites have been used and the available data is summarized in Table II.

#### 4.0.1. Alsvik

Alsvik is an onshore wind farm in flat terrain that is located approximately 75 m (6R) from the shore of the Baltic Sea in westerly direction. The data used in this paper are collected in wind directions ranging from 210 to 320° (i.e. wind from the Sea); the operational conditions of the turbines can therefore be considered to be close to offshore conditions. The site consists of four 180 kW turbines with a rotor diameter of 23 m and a hub height of 30 m. The layout is setup for studying single wake effects on wind turbines. There are two meteorological masts at Alsvik, which means that the ambient wind is measured accurately by the first mast and the single wake is captured by the downstream mast at distances of 8, 12 and 17R. More information about the Alsvik wind farm can be found in Djerft and Mattson.\(^{30}\)

#### 4.0.2. Tjæreborg

The site consists of eight 2.5 MW NM80 turbines in flat terrain. The layout of the wind turbines relative to the meteorological mast yields single wake conditions at distances of 4.6, 7.0 and 7.8R. No measurement of the ambient wind conditions is available for the time of the wake measurements; instead, the long-term average condition for the site was used as reference number.

As a part of the TOPFARM project (Larsen et al.\(^{31}\)), a LIDAR equipment was mounted on one of the turbines to characterize the wake properties in a meandering frame of reference. For the period of the LIDAR measurements, a meteorological mast was available to measure the ambient conditions. The wake wind speed and turbulence were measured 40, 80, 120, 160 and 200 m behind the rotor.

<table>
<thead>
<tr>
<th>Table I. Estimation of uncertainty of the assembly mean wind speed and turbulence intensity due to the limited simulations time.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed [m/s]</td>
</tr>
<tr>
<td>Turbulence intensity [%]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table II. Summary of field data used for validation of the EllipSys3D AL model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rotor diameter [m]</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>Alsvik</td>
</tr>
<tr>
<td>Tjæreborg</td>
</tr>
<tr>
<td>Tjæreb. LIDAR</td>
</tr>
<tr>
<td>Nibe</td>
</tr>
<tr>
<td>Riss Nordtank</td>
</tr>
</tbody>
</table>
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4.0.3. Nibe experiment
The Nibe site is in the northern part of Jutland in flat terrain close to the coast. The Nibe wake experiment consists of two 630 kW Nibe wind turbines with a rotor diameter of 40 m and hub height of 45 m. The turbines are located 200 m (10R) apart from each other along a north–south axis, and four meteorological masts are located 5, 8, 12 and 15R north of the southernmost wind turbine. For the period used in this paper, only the southern turbine was operational, creating single wake measurements of the wake at the four meteorological masts. No meteorological mast is installed at the site to measure the undisturbed oncoming wind, which means that the ambient conditions have to be estimated. The wind speed is estimated by the power production of the undisturbed wind turbines, and the oncoming turbulence intensity is estimated to 10–15% by Taylor et al.32 The raw data were not available for this analysis; instead, digitalization of the figure presented in the report by Taylor et al.32 has been used. On the basis of the figures representing the data used in this paper, the ambient turbulence is estimated to be 10%.

4.0.4. Risø Nordtank
The 500 kW Nordtank turbine is located south of the Risø Campus in flat terrain consisting mainly of farmland. The turbine has a rotor diameter of 41 m and a hub height of 36 m. A wake measurement campaign similar to the Nibe experiment has been conducted where two meteorological masts were placed 2.44R and 4.88R behind the wake emitting turbine. The ambient conditions are estimated on the basis of nacelle measurements calibrated to a nearby meteorological mast.

5. RESULTS

5.1. Part 1: turbulence evolution in an empty domain

The investigation of the turbulence evolution in an empty domain starts with an initial investigation to determine the influence of the model parameters. On the basis of these initial results, appropriate parameter values are suggested. Finally, a set of simulations are conducted to verify the capability of the synthetic atmospheric shear and turbulence methods by applying the parameter values.

5.1.1. Initial investigation of the model parameters

5.1.1.1 Influence of atmospheric shear coefficient. A set of simulations are conducted to investigate the influence of the wind shear coefficient on the turbulence evolution in the domain. The ambient wind speed in the investigation is 10 m/s, and the turbulence intensities are 6 and 14%. The wind shear coefficient is varied at three levels (0.05, 0.10 and 0.15) while holding the turbulence amplification factor constant; see Table III. The expected result is that the wind shear coefficient should determine the equilibrium level of turbulence in the far-wake of the simulations, as no other mechanism of turbulent production is present since the simulations are conducted in neutral stratification. Figure 6 shows the result of the first three cases of Table III. The input turbulence and wind speed of all three cases are the same, and thus, the difference in the evolution of turbulence is caused by the wind shear coefficient alone. This confirms that the wind shear is important for the turbulence levels in the far-wake. The turbulence in Figure 6 does, however, not reach an equilibrium level in the simulated distance of 20R. This is the result of using a too high turbulence amplification value, 1.3 instead of more appropriately 1.15, and as a consequence, a long distance is required for the turbulence to evolve to a state of equilibrium with the vertical shear.

5.1.1.2 Influence of turbulence amplification factor. In the subsequent investigation, the influences of the turbulence amplification factor on the turbulence evolution are tested at levels 1, 1.15 and 1.30 while maintaining the wind shear coefficient constant for a range of ambient conditions; see Table IV. The turbulence amplification factor increase the

<table>
<thead>
<tr>
<th>Table III. Simulation cases in the investigation of the influence of the wind shear coefficient on the turbulence evolution in the domain.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind speed</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>10</td>
</tr>
</tbody>
</table>
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magnitude of turbulence being imposed in the computational domain; see equations (5) and (6). The expected effect is that the turbulence amplification factor will affect the value of the input turbulence and the realized turbulence after the initial increase in turbulence intensity (i.e. the phase one recovery described above, which is due to under-realization of small-scale turbulence close to the turbulence plane; see Figure 10) as is illustrated in Figure 5. This effect is confirmed by the results presented in Figure 7 (cases 6–8 in Table IV), which show that the starting point of the three cases is clearly influenced by the turbulence amplification factor applied. Furthermore, it can be seen that starting point and the initial

Table IV. Simulation cases in the investigation of the influence of the turbulence amplification factor on the turbulence evolution in the domain.

<table>
<thead>
<tr>
<th>Wind speed</th>
<th>Target TI</th>
<th>Shear coeff. (s)</th>
<th>$C_{\text{Turb Amp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>14</td>
<td>0.15</td>
<td>1.0</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>0.15</td>
<td>1.15</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>0.15</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>0.15</td>
<td>1.15</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>0.15</td>
<td>1.0</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>0.15</td>
<td>1.15</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>0.15</td>
<td>1.3</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>0.15</td>
<td>1.3</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>0.15</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Figure 6. The effect of the atmospheric wind shear on the turbulence evolution in the CFD simulation. By comparing the turbulence level at end of the domain, it is clear that the applied wind shear is important for the equilibrium turbulence value. All cases were executed with the same input turbulence field and turbulence amplification factor of 1.3. (Note that the subsequent study suggests that a turbulence amplification factor of 1.15 should be applied; this is the reason why all the studied cases reach a higher TI than desired.)

Figure 7. The effect of the turbulence amplification factor on the turbulence evolution in the CFD simulation. It is clear that the applied turbulence amplification factor is an important parameter for the turbulence level at the location where the imposed turbulence has adjusted to the CFD grid (i.e. after phase 1). The figure also shows that this will in turn affect the distance required to reach a stable turbulence intensity level in the CFD domain. All cases where executed with the same shear coefficient of 0.15.
increase of turbulence intensity are important parameters when attempting to achieve a desired stable turbulence intensity value in the simulation domain.

**5.1.1.3 Observed behaviour from the initial investigation of model parameters.** From the conducted investigation, it was observed that the turbulence intensity level in the domain converges towards a level close to the wind shear coefficient; i.e., \( \alpha = 0.10 \) yields a fully developed turbulence intensity level of 10%. Furthermore, applying a turbulence amplification factor of 1.15 (in combination with the suggested wind shear setting) seems to give the fastest convergence to a steady turbulence level in the domain. If larger turbulence amplification is applied, the turbulence overshoots and requires a longer distance to decrease to the desired level. In the subsequent section of the empty domain investigation, the evolution of the turbulence intensity and the turbulent energy spectra with downstream distance are investigated on the basis of the suggested parameter values.

**5.1.2. Downstream evolution of turbulence with the suggested parameter values**

The mean value of turbulence intensity and the development of the turbulent energy spectra were studied as function of downstream position to evaluate where the imposed turbulent fluctuations had reached a fully developed stage. Figure 8 shows the development of turbulence components. As reported by Gilling and Sørensen,15 the streamwise velocity component experiences the largest reduction in turbulence level when imposed at the turbulence plane and thus requires the longest distance to account for the initial effects in adjusting the imposed turbulence to the numerical grid and the flow solver. This trend is seen consistently in all cases in the investigation. On the basis of this result, only the turbulence intensity and turbulent energy spectra of the streamwise component are investigated when evaluating at what downstream position the synthetic turbulence is fully developed in EllipSys3D.

When applying the suggested shear and turbulence amplification factors, we can see that the turbulence intensity reaches a steady value after 6\( R \) (~150 cells) from the turbulence plane. This is shown in Table V where the fifth column represents the ratio of turbulence intensity at 6.5\( R \) to the mean turbulence intensity at 10–20\( R \). For wind speeds of 10 and 15 m/s, the average error is ~1%. The result for the ‘5 m/s, 6% TI’ case suggests that lower wind speeds might require slightly longer

![Figure 8. Evolution of turbulence intensity of the different velocity component at hub height as a function of downstream distance in an empty simulation domain.](image)

<table>
<thead>
<tr>
<th>WS</th>
<th>Target TI</th>
<th>Realized TI at 6.5( R )</th>
<th>Realized TI at 10–20( R )</th>
<th>Ratio of TI at 6.5( R ) to 10–20( R )</th>
<th>Ratio of TI at 10–20( R ) to target TI</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>6</td>
<td>5.47</td>
<td>5.85</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>5</td>
<td>14</td>
<td>11.18</td>
<td>13.68</td>
<td>0.82</td>
<td>0.98</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>6.29</td>
<td>6.38</td>
<td>0.99</td>
<td>1.06</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
<td>11.68</td>
<td>11.58</td>
<td>1.01</td>
<td>1.16</td>
</tr>
<tr>
<td>10</td>
<td>14</td>
<td>14.44</td>
<td>14.93</td>
<td>0.97</td>
<td>1.07</td>
</tr>
<tr>
<td>15</td>
<td>6</td>
<td>5.27</td>
<td>5.29</td>
<td>1</td>
<td>0.86</td>
</tr>
<tr>
<td>15</td>
<td>14</td>
<td>12.76</td>
<td>12.77</td>
<td>1</td>
<td>0.91</td>
</tr>
</tbody>
</table>
distances to develop. The ‘5 m/s, 14% TT’ case should be seen as an outlier in the analysis. As no error was detected in the process of generating the input turbulence, the case was not lifted out of the paper, but it should be noted that the low level of turbulence at 6.5R is likely related to the fact that an unusually low realized input turbulence was achieved (9.52% as opposed to the 14% desired). The last column of Table V, which represents the ratio of realized turbulence in the far-wake to the target turbulence level, shows the relatively high uncertainty in finding the desired turbulence level.

Figure 9 shows the vertical distribution of turbulence intensity in the simulation domain for the cases with a wind speed of 10 m/s. It can be seen that the turbulence in the simulation is almost invariant over the rotor height. The figure also confirms that the suggested parameter settings lead to a stable turbulence with downstream close to the desired turbulence intensity level and that the majority of the recovery due to grid and interpolation effects occurs over the first 3R.

Observing the turbulent energy spectra of the streamwise component, Figure 10, it can be seen that the energy levels in the high-frequency scales (i.e. small eddies) are reduced close to the turbulence plane by comparing the spectra of the imposed Mann turbulence (black line) to the realized turbulence at 0.5R (blue line). This is due to the interpolation and the force smearing effect when imposing the synthetic turbulence onto the CFD grid. An effect can be seen in all non-dimensional frequencies of 0.4 and higher (\(f_{\text{Non-Dim}} = f^* R / U\), where \(R = 40\) m and \(U = 10\) m/s); this corresponds eddies with a length scales of 100 m (\(L = U / f = R / f_{\text{Non-Dim}}\)) or ~60 CFD cells and smaller. The under-realization of turbulent energy increases with increasing frequency and reaches 80% at \(f_{\text{Non-Dim}} = 2\) (eddies of 20 m or ~12 CFD cells). The amount of turbulent energy in these scales recovers rapidly as the flow progress downstream by the energy cascade in the flow solver. At 3.5R, the energy levels in the small scales have recovered in whole spectral range. At this point, the turbulence is considered to be adjusted to the turbulent grid and flow solver; i.e., phase one of the evolution of the imposed turbulence is completed. After 3.5R, the turbulence is seen to increase in all scales; this is the start of the second phase in the turbulence development, where the turbulence level evolves in all scales towards an equilibrium level with the imposed vertical shear.

5.1.3. Conclusions of empty domain investigation

With an appropriate selection of parameter values, the implemented methods for synthetic turbulence and wind shear yield satisfactory results in neutral stratification and flat terrain. On the basis of the conducted numerical investigations, the main findings are as follows:

- The power-law shear coefficient should be selected to have a value close to the desired turbulence intensity, i.e. \(\alpha = 0.10\) for \(TI = 0.10\), in order to yield correct turbulence levels after equilibrium is reached.
The best value of the turbulence amplification factor was found to be 1.15. The basis for the evaluation was the distance required for the imposed turbulence to reach the desired turbulence intensity level.

With the setting suggested above, equilibrium between turbulence and wind shear was achieved after about 6 R (∼150 cells) behind the turbulence plane.

At the location where the turbulent fluctuations are introduced, a reduced amount of energy is seen in the smaller turbulent length scales. As the flow develops, this imbalance in the turbulent energy spectra is corrected by the turbulence cascade process in the EllipSys3D model. At distances larger than 3.5 R (∼88 cells) behind the turbulence plane, the distribution of turbulent energy assumes the well-known $-5/3$ slope in the inertial sub-range in eddy sizes down to the cut-off due to grid resolution.

5.2. Part 2: turbulent wake evolution

5.2.1. Downstream development of mean value of turbulence intensity

Figure 11 shows the mean value of turbulence intensity at hub height in the wake as a function of ambient turbulence intensity and downstream distance. The presented values in the graph are the mean value of turbulence intensity over a $1.6 \times 0.4D$ area at hub height, centred on the axis from the hub of the turbine. The solid lines are results from AL simulations, and the dots indicate field data from Alsvik, Tjæreborg, Nibe and the Risø Nordtank wake measurements in similar conditions. It should be noted that the AL simulations are not setup to mimic the specific field data cases. Instead, the idea is to validate that the AL model can in fact capture the correct trend and reasonable magnitude of wake turbulence for a large range of cases. All AL simulations were carried out with the NM80 turbine. This is the same turbine as is used at the Tjæreborg measurement, but the reference data from the other sites are collected with other turbine models. Furthermore,
the mean ambient conditions of the field data are not identical to the conditions applied in the AL simulations. The presented AL results are the average of two simulations carried out with wind speeds of 6 and 10 m/s for turbulence intensities of 6, 10 and 14%, whereas the field data are collected at wind speeds ranging from 5 to 11 m/s. This approach is justified as long as the thrust coefficient of the turbines ($C_T$), and the ambient turbulence intensity level are similar. The $C_T$ is assumed to be similar for the studied turbine for wind speed below rated power. The ambient turbulence intensity of the field data used for the comparison is in the range of ±1 percentage point from the simulated cases.

Overall, it can be seen that the increased turbulence levels in the wake of the AL simulations is in fair agreement with the reference sources considering the differences in turbine models and ambient conditions. All datasets capture the trend of the wake turbulence in a satisfactory manner, and no bias towards under-prediction/over-prediction of turbulence intensity levels of the AL model is observed. The turbulence intensity of the Nibe (green diamonds) and the Alsvik (blue and green circles) measurements agree well at all observed locations and have an average difference between AL and field data of ~0.5 percentage points. The meteorological mast data from Tjæreborg (blue diamonds) and Risø Nordtank (red circles) measurements are off by ~1 percentage point, and the LIDAR measurements from Tjæreborg (crosses) are off by ~2 percentage points. Part of the discrepancies between field data and LIDAR measurement could be that the analysis of the LIDAR data is performed in a meandering frame of reference (MFR), which means that the effect of wake meandering is filtered out. Furthermore, the relatively low sampling frequency (0.45Hz) and spatial resolution (10 m × 5 m) increase the uncertainty of the turbulence measurement using the LIDAR equipment. Overall, the mean deviation between the AL model and the field data is below 1 percentage point and the largest deviation is 2.5 percentage points.

An important result is that the AL model is able to capture the level of turbulence decay in the far-wake. This shows that the parameter suggestions for the atmospheric shear coefficient and the turbulence amplification factor, developed for empty domain simulations, can be applied in wake simulations. This is not an obvious result as the shear settings found to yield turbulence balance in an empty domain might not hold for wake simulation when the turbulence level, and thereby the dissipation, is much higher.

### 5.2.2. Downstream development of turbulence spectra

The Alsvik site offers an opportunity to validate the development of the auto spectra as a function of downstream position as there are turbines positioned at 8R, 12R and 17R upstream from one of the meteorological masts on site, whereas the other meteorological mast is undisturbed by wake at the wind directions in question.

As all the EllipSys3D AL runs in this work are executed with a turbine of 40 m rotor radius and the turbines at Alsvik is equipped with a rotor of 23 m radius, the data from the two sources need to be non-dimensionalized in order for the turbulent spectra to be compared. The length scale of turbulence can be assumed to depend on R, as the length scale of the turbulence in a neutral atmosphere can be assumed to be proportional to the hub height, and both turbines have a hub height close to 2^R. There are two velocity scales present in the problem, however, $\overline{u}^+$ and $U$. To compare the cases, it is therefore required that the turbulence intensity ($u'/U$) is comparable.

To improve the statistical significance of the comparison logged data from a 1.6D × 0.4D surface at hub height, centred on the wake axis, are extracted from the LES simulations. In order to make the comparison as similar as possible, the wind direction sector used to select the field data is recalculated for each distance to ensure that the samples are collected from a sector equivalent to the 1.6D plane used to achieve the numerical results. Figure 12 shows the result of the comparison of turbulence auto spectra extracted from the AL simulations to field data from the Alsvik wind farm. Overall, good agreement is seen for the amount of turbulent energy in all measured scales both in free ambient condition and waked conditions. The largest deviations between the field data and the simulations are seen in the ‘12R’ cases and at dimensionless frequencies between 0.3 and 0.7, where the field data display higher turbulence levels. At the Alsvik site, the three different wake distances represent three different inflow directions. The reason for these discrepancies are not known, however, due to the difference inflow direction compared to the other cases a probably cause is that some terrain effect influence turbulence in the field data.

#### 5.2.2.1 Meandering

The meandering of the wake deficit is an important parameter for wake modelling. The work of Madsen et al., showed that it is critical driver for some component loads and power production of turbines operating in waked conditions. On the basis of the conclusions of Larsen et al., the meandering could also serve as a good indication of the development of the large-scale turbulent fluctuations in wake, which are hard to capture by looking at the turbulent energy spectra because there are few realizations of the large scales in the simulations.

The wake meandering in horizontal and vertical direction is depicted as the standard deviation of the wake centre in Figure 14. The wake meandering of the AL model (solid lines) exhibits three documented features:

1. The wake meandering is proportional to the ambient turbulence intensity as proposed by España et al..
2. The wake meandering in lateral direction is larger than in vertical direction. This is attributed to the larger amount of energy in lateral direction (see Figure 8). This is in agreement with the findings of Larsen et al. and España et al. where it is proposed that the meandering is proportional to the standard deviation of the cross-flow wind speeds.
The wake meandering increases approximately linearly with downstream distance as described by Crespo et al.\textsuperscript{1} Unfortunately, only a limited amount of field data is available to be used for validation of the downstream development of wake meandering. A complication when studying wake meandering in the full scale field experiments is acquiring data of sufficiently high spatial and temporal resolution to find the wake centre with reasonable accuracy. The reference data included here are from a LIDAR measurement campaign on the NM80 turbine and PIV data from the PRISME wind tunnel presented by España et al.\textsuperscript{28} The LIDAR used can only collect data at distances of up to 200 m, as the rotor has a radius of 40 m; this is equivalent to 5R. The wind tunnel data consist of wake meandering measurements at distances 4, 6, 8 and 12R.

The PRISME wind tunnel measurements were carried out in a 5 m × 5 m × 20 m test section using a rotor represented by an actuator disc with a diameter of 0.1 m. The model scale is 1:400, which means that the 0.1 m rotor disc represents a rotor diameter of 40 m. The rotor discs used for this comparison are constructed of a metallic mesh of solidities resulting in axial induction of 0.19 and 0.12. For the cases used in this comparison, the hub height was 0.35 m, the wind speed was 3.38 m/s and the turbulence intensity was 12.8%. The instantaneous wake centre position is extracted from the PIV data by finding the outer edges of the wake as the location where \( u = 0.95 U_{amb} \). This is achieved by collecting data in two-

**Figure 12.** Comparison of turbulent energy spectra extracted from AL simulations to measurements from the Alsvik wind farm.
dimensional cut planes, $X$–$Y$ at hub height for lateral meandering and $X$–$Z$ for vertical meandering, and by applying a binary filter to remove all wind speeds above 95% of the free stream velocity. The wake centre is taken to be located in the middle of the left and right (or upper and lower if vertical meandering is studied) wake edges. For more details, see España et al.\textsuperscript{28}

As the wake meandering is driven by the large-scale fluctuations approaching the rotor, the free stream spectrum of streamwise turbulent energy in the wind tunnel is compared to that of the AL simulations before studying the meandering; see Figure 13. Overall, good agreement is seen. The discrepancies seen in the high frequencies range is due to grid effects on the LES resolved turbulence in the AL simulations. From Figure 13, it seems as if there may be a slightly more turbulent energy in the larger scale for the AL model; however, as few realizations of turbulence in these scales is achieved in the 500 s of simulations time, the comparison of the larger scales in the flow is uncertain.

The reference data sources are compared to the AL simulations in Figure 14. Overall, the LIDAR data and the vertical meandering component of the wind tunnel are in fair agreement with the AL results. The lateral component of the wind tunnel data agrees reasonably well with the AL results in the first 6$R$ behind the rotor, but at larger downstream distances, the lateral meandering is significantly lower in the wind tunnel. The meandering is 40% lower at 8$R$ and 50% lower at 12$R$. A possible explanation for the larger deviations further downstream could be the difficulty of accurately detecting the wake boundaries in the far-wake. The algorithm used to analyse the wind tunnel data is sensitive to the edges of the wake. Because the COG approach used in the AL simulations (equation (4)) weighs the distance with the depth of the wake deficit, it should be more robust towards the uncertainty of detecting the edges of the wake.

Figure 13. Comparison of the free stream turbulence spectra of the PRISME wind tunnel and the corresponding AL simulation.

Figure 14. The magnitude of the wake meandering, defined as the standard deviation of the wake centre in vertical and lateral direction, as a function of turbulence intensity and downstream distance. The reference data come from a LIDAR campaign (X), and wind tunnel data from the PRISME wind tunnel (O).
5.2.3. Wake transport velocity

It is suggested by Larsen et al.\textsuperscript{34} that the process of wake meandering can be modelled by treating the wake as a passive tracer in the atmospheric flow. Under the passive tracer assumption, the wake deficit is transported in streamwise direction by the mean velocity and translated horizontally and vertically by large-scale atmospheric turbulent fluctuations.

The hypothesis that the lateral and vertical movements of the wake centre are due to large-scale turbulent fluctuations is supported by the experimental results of España et al.\textsuperscript{28} and Aubrun et al.\textsuperscript{35} In their investigation, the wake meandering was studied in a wind tunnel with anisotropic large-scale turbulence and compared to the meandering observed when applying isotropic small-scale turbulence. Trujillo et al.\textsuperscript{23} and Bingöl et al.\textsuperscript{24} also showed that the meandering of the wake deficit was closely correlated to the incoming large-scale fluctuations by using a backwards facing LIDAR mounted on top of the nacelle of a wind turbine.

The second hypothesis of the passive tracer assumption, related to the transport velocity of the wake, has not been verified to the same extent. Bingöl et al.\textsuperscript{24} applied a wake transport velocity based the Jensen model (Jensen et al.\textsuperscript{36}) to correlate the large-scale movements in the wake to the wind direction changes of a meteorological mast upstream of the turbine. In this work, the wake transport velocity will be investigated by studying time series of the wake centre position at two downstream sampling planes; see Figure 15. By shifting one of the time series by a varying time offset, it is possible to obtain the time offset that yields the maximum correlation; see Figure 16. This time offset corresponds to the transport time between the sampling planes. To refine the estimate of the transport time between two successive sampling planes, a second-order polynomial is fitted to the three points closest to the highest correlation. The maximum point of the
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The polynomial curve is taken to be the transport time of the wake. The wake transport velocity is found by dividing the distance between the sampling planes with transport time.

The wake transport velocity is calculated as a function of downstream distance by applying the method described above; see Figure 17. To reduce the uncertainty in the analysis, the data presented are the average transport velocity based on the vertical and the horizontal meandering of the wake centre position. This result in an uncertainty of the normalized velocity of approximately 0.02, 0.05 and 0.10 for cases of 6, 10 and 14% turbulence intensity, respectively. Figure 17 also contains the mean velocity of the wake deficit (dashed lines) as a reference to the transport velocity of the wake. This mean velocity is averaged over a wake area given by the BEM assumption of double induction in the far-wake (Hansen21); see equation (12), where $a$ was calculated as the mean induction in the rotor plane.

$$a = \frac{1}{1 - \frac{a}{2\pi R^2}}$$ (12)

It is clear from Figure 17 that the wake transport velocity is higher than mean wake velocity but lower than the ambient wind speed.

5.2.4. Conclusions

A general study of the methods applied in EllipSys3D to efficiently model the effect of atmospheric wind shear and turbulence in LES flow field simulations has been conducted. Specifically, the ability to generate and maintain stable realistic turbulence in an empty domain and the capability to accurately model turbulence development in wind turbine wake simulations have been the key focus of the study. The investigations are carried out in neutral stratification and flat terrain. The objective is both to verify the performance of the body force methods and to generate a set of guidelines for future users of the model.

First, a set of simulations was carried out over an empty domain where the effect of the turbulence amplification factor and the applied vertical wind shear on downstream turbulence development was tested. The conclusions of that study was that the body force methods, using synthetic Mann turbulence as input, are capable of generating turbulence, which is maintained at equilibrium with the applied wind shear in EllipSys3D. In agreement with the findings of Gilling and Sørensen15 and Troldborg et al., turbulence fluctuations close to the turbulence plane were found to be underestimated. This reason for the lower turbulence levels close to the turbulence plane is that the smaller scales contain too little energy due to interpolation, smearing of the applied forces and grid effects. The energy level in these scales is corrected automatically in the flow solver by the turbulent energy cascade as the flow evolves with downstream distance. With a turbulence amplification factor of 1.15, the distance required for the small scales to recover is minimized. As a consequence of the energy cascade, the spectral distribution of turbulence will be controlled by the flow solver and the computational grid. The turbulence in the CFD simulations will therefore not maintain the spectral distribution of the imposed turbulence.

Further, as seen in a preliminary study by Keck et al.37 and Troldborg et al., the atmospheric shear applied in the simulation was found to be an important parameter for the development of the imposed turbulence. In neutral stratification, the atmospheric shear alone dictates the equilibrium between turbulent stresses and the mean flow field. To achieve the
desired turbulence level in the simulation, it is important to apply the correct wind shear. A power-law shear coefficient equal to the desired turbulence intensity should be applied, e.g. $z = 0.10$ for a target turbulence intensity of 10%.

Because it is desirable to have a turbulence field that is approximately fully developed at the rotor, attention has been given to the downstream distance where equilibrium between the turbulence and the imposed shear gradient is reached. With the suggested parameter setting above, the turbulence intensity and spectral distribution approach a fully developed state at about 150 computational cells after the turbulence plane.

A second study was conducted to verify the body force methods for simulations with a turbine included. This also serves as a verification of the suggested turbulence parameter settings for wind turbine wake simulations. Considering the uncertainty due to the fact that the field data comes from turbines of different size, that the range of ambient conditions is used and that the AL results are based on a simulation time of 500 s, the overall agreement between the AL model and the field data is good. The trend of the average turbulence intensity is captured well in all cases, as well as the mean difference in wake turbulence intensity between the field data and the AL model in the order of 1 percentage point. Also, the spectral distribution of turbulence energy agrees well between the AL model and the dataset from the Alsvik site. The wake meandering from the AL model agrees with the limited data available, but more validation data are required to draw firm conclusions about the accuracy of the amount of meandering.

Finally, an investigation of the wake transport velocity was conducted on the basis of the AL model data. The results show that the ‘transport velocity of the wake’, used to model wake meandering in lower-order models, is lower than the free stream velocity. Instead, the appropriate value lies somewhere between the mean velocity of the wake deficit and the free stream velocity.

On the basis of this study, it is concluded that the body force method can be used to simulate wake turbulence development in flat terrain and neutral conditions. The suggested values for the atmospheric shear, turbulence amplification factor and placement of the turbulence plane relative to the rotor are also valid for cases where a wind turbine rotor is included.

REFERENCES
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Implementation of a Mixing Length Turbulence Formulation Into the Dynamic Wake Meandering Model

The work presented in this paper focuses on improving the description of wake evolution due to turbulent mixing in the dynamic wake meandering (DWM) model. From wake investigations performed with high-fidelity actuator line simulations carried out in ELLIPSYS3D, it is seen that the current DWM description, where the eddy viscosity is assumed to be constant in each cross-section of the wake, is insufficient. Instead, a two-dimensional eddy viscosity formulation is proposed to model the shear layer generated turbulence in the wake, based on the classical mixing length model. The performance of the modified DWM model is verified by comparing the mean wake velocity distribution with a set of ELLIPSYS3D actuator line calculations. The standard error (defined as the standard deviation of the difference between the mean velocity field of the DWM and the actuator line model), in the wake region extending from 3 to 12 diameters behind the rotor, is reduced by 27% by using the new eddy viscosity formulation. [DOI: 10.1115/1.4006038]

Introduction

The DWM model is a low fidelity physical wake model continuously developed at Risø DTU since 2003 (see Madsen et al. [1] and Larsen et al. [2]). The idea behind the model is to capture the key features of the wake with regard to wind turbine loads and power production, while maintaining sufficient computational speed for design calculations. Based on field observations, the wake deficit development and the meandering, or large scale turbulent movements, of the wake deficit were identified as being the most important factors for the wind turbine loads. An important observation is the different characteristics and effects of the large scale movements of the wake deficit on the wind turbines as compared to small scale turbulence. This implies that the modeling of turbulence as one number alone, as in the Frandsen model [3], cannot accurately describe the effects of wake operations on a wind turbine. The following example illustrates the importance of turbulent scales.

Consider a turbine that operates in the wake of a neighboring turbine. If two wind fields with similar wind speed and turbulence intensity, but with different characteristic turbulent length scales, were to hit the turbines, the loads would be different. Let us assume that the first wind field has a smaller characteristic length scale, i.e., it has more turbulent kinetic energy in the smaller scales and less in the large scales. Such a wind field would result in a diffusive wake, where the wake deficit recovery is fast, and the large scale movements of the wake are small. The second wind field, with high energy content in the larger scales, displays the opposite wake deficit development. The low amount of small scale energy leads to a stable wake due to the low level of diffusive turbulent mixing, and the energy in the large scales manifests itself as large scale movements of the entire wake.

It is intuitively clear that the loads of these two simplified cases will be different from each other. In the first case, loads due to the wake will be driven mainly by the increased turbulence level of the oncoming air, as in the Frandsen model. In the second case, wake loads are driven by the random movements of a wake deficit with large velocity gradients over the swept rotor disc area. Rather than a general increase of turbulence level, this resembles a series of “extreme” scenarios where parts of the rotor are operating in wake affected inflow conditions with considerably lower wind speeds, while the rest of the rotor sees the unaffected free stream velocity. This example highlights the most important assumption of the DWM model—the split in turbulence scales. Larsen et al. [2] gives a thorough description of the method used to model the meandering in the DWM. A “cut-off eddy size” between small scale turbulence, affecting the wake development, and large scale turbulence, governing the meandering of the whole wake deficit, was assumed at two rotor diameters. The meandering approach is validated by full-scale measurements from the Tellus rotor (see Bingöl et al. [4] and Trujillo et al. [5]). The wake movements were measured by a LIDAR unit mounted on top of the nacelle, which allowed for investigations in the nacelle frame of reference.

The wake deficit model included in the DWM model is heavily influenced by the classical wake model proposed by Ainslie [6,7]. Ainslie uses a thin shear layer approximation of the Navier–Stokes (N–S) equations where turbulent closure was obtained by including a simple eddy viscosity formulation to model the wake flow behind a wind turbine. Madsen et al. [8] identified the need for a physical wake model for detailed investigations of loads on wind turbines, which led to the development of the first version of the DWM model. Further iterations on the model have been conducted in many steps by various authors over the last few years. An overview of the development and the validation efforts can be found in the work by Larsen et al. [9,10]. Two major improvements relevant to this article were implemented by Madsen et al. [11], with the inclusion of rotor added turbulence into the model, and Madsen et al. [12], where the model is implemented in aero-elastic code HAWC2 and validated against actuator disc and line models as well as full-scale data from the Tjæreborg and Tellus experimental campaigns.

The focus of this article is to investigate the description of turbulence in the wake deficit module of the DWM model, i.e., the small scale turbulence. As mentioned above, many investigations have been carried out to improve the DWM model, but so far the description of turbulent eddy viscosity presented by Ainslie in...
1986 has not been critically considered. The hypothesis behind this article is that the improved ability to investigate the distribution of turbulence behind the rotor via high-fidelity computational fluid dynamic (CFD) models will give new insight as to how a realistic and inexpensive turbulence model can be formulated. The approach taken is to first investigate the distribution of turbulence in the wake by using ELLIPSY3D actuator line simulations, described later. The second step is to formulate a reasonable turbulence model based on the results from the actuator line model. The turbulence model needs to be consistent with the purpose of the DWM formulation, i.e., the requirements are that it should be compatible with the boundary condition of the blade element momentum (BEM) theory, and maintain high computational speed for design calculations. Finally, a least-square calibration of the modified DWM model coefficients to actuator line results is performed, as well as a benchmark against the original model.

**Current Version of the DWM Model**

The current form of the dynamic meandering wake model, as described in Ref. [1], consists of three submodules governing the wake deficit development, the meandering process, and the rotor added turbulence (see Fig. 1). The high level calculation sequence can be described as follows:

1. The wake deficit development is calculated based on the two-dimensional axisymmetric thin shear layer approximation of the steady Reynolds averaged Navier–Stokes (RANS) equations. Turbulent closure is obtained by using an eddy viscosity formulation that is assumed to be constant in radial direction, and thus dependent only on the downstream position in the wake.

2. The meandering process is modeled as random displacements of the wake deficit by large scale turbulent fluctuations (with characteristic dimensions of two rotor diameters or larger) perpendicular to the flow direction. The fluctuations are commonly based on low-pass filtered Mann turbulence [13,14], but could also be based on field measurements obtained at a specific turbine site, or on other turbulence models if so desired. In the wake meandering process, it is assumed that the wake deficit development remains unaffected by the meandering and that no axial mixing takes place.

3. Rotor added turbulence is included to incorporate the effect of added turbulence due to tip, root, and bound vortices as well as shear layer generated turbulence in the wake. It is calculated based on a homogeneous Mann turbulence box in the meandering frame of reference, i.e., the center of the turbulence box is always located in the center of the wake deficit. As a crude approximation, the in-homogeneity of the rotor added turbulence is obtained by scaling the local turbulence based on the depth and the velocity gradient of the wake deficit. The rotor added turbulence is neither assumed to influence the wake deficit development nor the meandering process. Hence, it only affects the flow field experienced at the downstream rotor.

As the current investigation does not require the reader to have a deeper knowledge of all DWM modules, only module 1 will be described in further detail in this chapter. Readers interested in more details regarding modules 2 and 3 are referred to the work by Larsen et al. [3] and Madsen et al. [11].

**Wake Deficit Model in DWM.** The wake deficit development in the DWM is governed by the steady, axisymmetric thin shear layer approximation of the RANS equations. The main simplifications, as compared to solving the full set of N–S equations, are the absence of a pressure term and the reduction of the momentum equation. This is possible due to the simplification of two-dimensional flows and the assumption that gradients in the flow direction can be neglected as they are much smaller than the gradients in the radial direction. This reduces the computational effort as no pressure–velocity coupling is needed and only one momentum equation needs to be solved (see Eq. (1)). Physically, the consequence of omitting the pressure influence on the wake development is that regions with large pressure gradients, i.e., the near wake, will not be modeled realistically. Accordingly, the DWM should only be considered to give accurate results after the pressure gradients have become small. This can be thought of as at any downstream position after maximum wake induction has occurred. According to Sanderse [15], the maximum velocity
Turbulence closure is obtained by using a turbulent eddy viscosity formulation which consists of two parts: ambient turbulence and turbulence induced by the shear layer (see Eq. (3)). Both terms in Eq. (3) have the same general form, i.e., a filter function, a model constant, and a term of the governing physical mean flow property. The model coefficients, $k$, are universal, i.e., they do not change with ambient condition or turbine model. The filter functions $F$ are needed to account for the development of turbulence behind the rotor. The classical eddy viscosity concept is based on the assumption of fully developed turbulence, where the turbulent stresses can be found by looking at the quantities of the mean flow alone. This is not a good approximation in the case of a wind turbine, since wind turbine alters the mean flow properties abruptly and creates large mean flow gradients at the rotor. The turbulence on the other hand, needs a relatively long distance in order to develop to a level where it is in equilibrium with the new mean flow conditions. In the current DWM version, the filter functions are factors between 0 and 1, based on axial position. The idea is that $F_1$ should counter balance the nonequilibrium between the amount of turbulent kinetic energy and the mean flow properties. $F_1$ is included to model the delay of significant wake diffusion due to entrainment of the wake.

Thin shear layer momentum equation

$$u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + w \frac{\partial u}{\partial z} - F \frac{\partial u}{\partial x} = 0$$

(1)

The continuity equation for axisymmetric flow

$$\frac{1}{r} \frac{\partial}{\partial r} (rv) + \frac{\partial u}{\partial r} = 0$$

(2)

Turbulent eddy viscosity equation

$$\nu_t = F_1 k_1 T_{ind} + F_2 k_2 b \left( \frac{U_{min}}{U_{ind}} \right)$$

(3)

Implementation of the Standard DWM Model. The velocity deficit module of the DWM model as described above has been implemented in MATLAB with the purpose of being used as the baseline for the model development. For the implementation, the momentum equation, Eq. (1), is discretized using a second order central difference scheme in radial direction and a first order upwind scheme in flow direction. The selected upwind scheme is sufficient to give good accuracy in the calculations, as very small grid cells can be used without this resulting in long computational time. Thus, grid independence in the solutions is easily achieved. The thin layer approximation of the N-S is a parabolic system, which considerably eases the solving process. A consequence of information only going along the flow direction is that a solution can be obtained by “marching” in the flow direction. For each location along the flow direction, the calculation sequence can be summarized as:

1. Solve the momentum equation for the streamwise velocity component at all radial positions explicitly, by using the value of the radial velocity component and the eddy viscosity from the previous location upstream. This yields a tri-diagonal equation system where all the coefficients are known, which can easily be solved by any tri-diagonal matrix algorithm.
2. Once the streamwise velocity is known, the radial velocity for all radial positions can be updated using the continuity equation, Eq. (2).
3. The eddy viscosity for all radial positions is updated using Eq. (3) above.
4. March to the next downstream location and repeat steps 1–3.

The numerical implementation of the DWM deficit module used in this study is not identical to that used by Madsen et al. [1]. Two main modifications are made to the numerical algorithm:

1. The method for updating the radial velocity component used by Madsen et al. [1] is based on an upwind scheme for all streamwise derivatives. In the present implementation, an alternative central difference scheme is applied to the streamwise derivative when solving Eq. (2) to find the radial velocity component. This improves mass conservation in the solution. The upwind scheme increases the total mass flow by 2.75% over the first 20 rotor diameters of flow, whereas the same test applied to the central difference scheme yields a reduced increase of 1.20%.
2. The second difference is the treatment of mean flow gradients when calculating the fluxes. In Madsen et al. [1], a five point average filter is applied to the first and second order derivatives when calculating the convective and diffusive fluxes. This is included to ensure numerical stability in the solution. For the present implementation, no such filter is required.

The boundary conditions used for the wake deficit calculations are based on the axisymmetric axial rotor induction of the specific turbine model. This makes the DWM directly compatible with BEM based aero-elastic tools. However, since the pressure term is omitted in the governing equation, the effect of pressure expansion and deceleration of the fluid needs to be taken into account at the boundary. For the standard DWM deficit model, the boundary conditions proposed by Madsen et al. [1] are used. The set of boundary conditions are based on the assumption of full wake induction at the rotor plane, i.e., changing the axial velocity to $U_d(1 - 2a)$, where $a$ denotes the axial induction factor. The pressure driven expansion of the wake deficit is also applied at the rotor plane, and is calculated based on mass conservation of the air volume in each circular BEM element. Since the velocity at the rotor is lower under the assumption of full induction, the wake expands radially. This approach to calculate the boundary condition is consistent with the original BEM assumptions of no radial flow, which results in mass conservation within circular elements, and the idea of full induction $(1 - 2a)$ as the lowest velocity in the wake. The inlet boundary condition for the radial velocity component is zero radial velocity, which again is consistent with the BEM assumption of independent radial stations. The center of the wake is treated by a symmetry condition, and no velocity gradients (or second derivatives) are used as the boundary conditions as the radius goes to infinity. Finally, no boundary condition is needed for the outlet boundary, as information only moves in the streamwise direction in the model.

For the remainder of this work, the implementation described above will be referred to as the “standard DWM deficit model,” which will serve as a baseline for the development of the new turbulent closure description.

The ELLIPSYS3d Actuator Line Model

The ELLIPSYS3d [16] actuator line is a high-fidelity CFD tool used to investigate the flow field and loads of a wind turbine operating in realistic ambient conditions. The model was first put forward by Sørensen and Shen [17] and later implemented into the in-house flow solver ELLIPSYS3d by Mikkelsen [18]. The actuator line model is an aero-elastic, three-dimensional computational model that combines the full set of large eddy simulation (LES) filtered N-S equations with a volume force representation of the wind turbine blades. The volume forces are calculated based on tabulated values of $C_L$ and $C_D$ data and the local flow field at the blades. The main benefit of introducing the effect of the wind turbine blades as a source term in the N-S equations, instead of modeling the real physical boundaries, is that the mesh requirements go down drastically, as the boundary layer does not need to be resolved in order to accurately calculate the forces. The grid
studies performed indicate that resolutions of 25 points for a 40 meter rotor radius yield a far wake that may be considered to be grid independent. The ability to use relatively coarse meshes reduces computational time both directly, since few grid points are solved for, and indirectly, since larger time steps can be used without violating the Courant–Friedrichs–Lewy condition. Compared with solving a fully physical representation of the wind turbine, the actuator line model is at least 1 order of magnitude faster.

The forces exerted on the flow field by the rotor, and consequently the turbine loads, are calculated by using FLEX5 (see Øye [19]). FLEX5 is a state of the art BEM code based on the mode shapes approach. Both the blades and the tower can have as many modes as desired. At every time step, blade, damping, and stiffness matrices are recalculated, which amounts to making the code nonlinear. The FLEX5 model includes the normal engineering corrections applied to BEM: Prandtl tip correction, dynamic wake model and stall, oblique inflow, and meandering wake models. A description of these models can be found in Hansen [20].

The aero-elastic calculation is based on a two-way coupling between ELLIPSY3D and FLEX5, and can be described as:

- LES calculations in ELLIPSY3D are used to calculate the flow field in the domain
- the flow field at the position of the actuator lines is extracted and passed to FLEX5
- FLEX5 recalculates the velocity information to local velocity and angle of attack related to the actuator lines
- the local forces (in the airfoil section coordinate system) are found based on the local inflow angle, the pitch and twist of the blade, and tabulated values of $C_l$ and $C_D$ (the dynamic stall model is applied if needed)
- the forces are used to recalculate the deformation of the wind turbine structure and the actuator line positions
- the forces are passed back to ELLIPSY3D, transformed into the global CFD coordinate system based on the local inflow angle to the airfoil section and applied as a source term in the momentum equation

The model also includes atmospheric turbulence by introducing a mean shear and prescribed turbulent velocity fluctuations close to the rotor. These are also generated by volume force techniques in order to save computational effort.

- Atmospheric shear is included by distributed volume forces in the entire domain. The method to find these forces is to run a presimulation without actuator lines and to find the magnitude of the distributed forces that yields the desired wind shear through an iterative method. For more details, see Mikkelsen et al. [21].
- Atmospheric turbulence on top of the mean shear is included by introducing fluctuating forces in a $X$–$Y$ plane ($Z$ denotes the flow direction) located a few radii upstream of the turbine (for this work 3.5$R$ was used). The imported turbulence is generated with a Mann turbulence generator. The reason why turbulent fluctuations are introduced near the rotor as opposed to at the inlet boundary is to reduce the mesh requirements. Mesh refinements are thus only required close to the rotor without significant turbulent dissipation in the simulation. For more details, see Trolldborg et al. [22].

The ability of these methods to realistically model the atmospheric conditions and maintain the generated turbulence in the wake region, both in magnitude and in spectral distribution, was verified by Keck et al. [23]. Another investigation was carried out by Larsen et al. [24], where the wake predictions of the actuator line model were restricted to only use information from the same measurement points as a field measurement conducted with LIDAR equipment. Both methods used the same postprocessing. The idea was that this would lead to an “apples-to-apples” comparison. The result of the study shows that the actuator line captures both the velocity deficit and the turbulence distribution in the wake very well. Even with the simplified representation of the blades and the computationally low-cost representation of the atmospheric turbulence, the actuator line model is still a high-fidelity model with desirable capabilities for wake studies. More information about the actuator line model and some examples of wake examinations can be found in Mikkelsen [18], Trolldborg [25], and Ivanell [26].

**Wake Investigations With Actuator Line Simulations.** The approach taken to find an improved turbulence formulation in DWM is to first observe the physics of the wake, and then try to develop an adequate model capable of capturing the key properties. This requires a high quality set of data, gathered while controlling the most important properties of the inflow. For this investigation, the ambient wind speed and turbulence level have been the focus. Since it is hard to conduct full-scale measurements of the turbulence properties in the wake of a wind turbine with sufficient resolution in time and space and to control the inflow parameters, a set of ELLIPSY3D actuator line calculations were conducted to generate a database to support the development of an improved turbulence model in the DWM. Throughout the investigation, the same numerical settings and computational grid were maintained, apart from the wind speeds and the turbulence intensity. These were varied in order to test their influence on the wake turbulence distribution and the wake recovery. Wind speeds at levels 5 m/s, 10 m/s, and 15 m/s, and turbulence intensity levels of 0%, 6%, and 14% were tested. The investigations were carried out on a fully flexible representation of a N80 80 m diameter rotor.

**Numerical Setup.** The ELLIPSY3D actuator line calculations are based on LES filtered N–S equations where the larger eddies in the flow are resolved directly without any turbulence model. Eddies smaller than the grid size, also called subgrid scales or SGS, are treated by an eddy viscosity model. The eddy viscosity treatment of the smaller eddies is justified by the higher level of isotropy, which allows for a universal treatment of the turbulent energy in this part of the energy spectra. The universal treatment of small scales is only valid if the cell size is sufficiently small to resolve scales well into the inertial subrange. This condition was tested and fulfilled for all the simulations performed in the work (see Fig. 2). The dynamics and dissipation of the small eddy scales are modeled by the mixed scale model for SGS eddy viscosity described in Cavar [27]. The model parameters were selected according to the recommendations in the numerical sensitivity study performed by Trolldborg [25]. The force regularization parameter, $\Box$, which governs the width of the force distribution in the calculation domain, was given the value of two mesh elements. The appropriate time step is found by the restriction that the actuator line should not pass through an entire element in one time step. This is much more restrictive than the requirement that the Courant-Friedrichs-Lewy (CFL) number should be lower than unity, since the wind speed is much smaller than the tip velocity.

---

**Fig. 2** Sketch of the computational domain. The left figure is an X–Y plane showing the cross-section of the domain, and the right figure is an X–Z plane showing the domain from above. The outer solid box represents the computational domain. The rotor location is indicated by the solid black body. The dashed line/box indicates where the turbulent fluctuations are applied, and the solid box shows the refined region.
of the blade. For the NM80 turbine and the mesh used, this requirement yields a time step equivalent to 175 time steps per revolution. The convective terms are discretized using a hybrid scheme consisting of a 10% third order accurate Quadratic Upwind Interpolation for Convective Kinematics (QUICK) scheme and, a 90% fourth order accurate central difference scheme (CDS). The motivation for using a hybrid scheme is that the low numerical diffusion of the CDS is desired, but using the CDS alone is found to cause numerical instability, or wiggles, in the solution. By combining the CDS and the QUICK schemes these errors are avoided. Pressure–velocity coupling is obtained by using the SIMPLE algorithm. The PISO algorithm was also considered by Troldborg, since it is commonly used with unsteady flows, but it was concluded that SIMPLE gives the same result as PISO does for CFL numbers associated with the actuator line simulation, while using less computational time.

The calculations were carried out on a Cartesian grid in a rectangular domain of $10 \times 30 \times 52R$, in width, height, and flow direction, respectively (see Fig. 2). A refined mesh region was constructed to minimize numerical dissipation in the wake region. This refinement covered the domain from $3 \rightarrow 7 \rightarrow 0.4 \rightarrow 15 \rightarrow 52R$. The mesh in the refined region consists of square mesh elements corresponding to 25 cells per turbine radius resolution stretched 10% in flow direction, i.e., for a 40 m rotor radius the element size is $1.6 \times 1.6 \times 1.76 m$. Outside of the refined region, the elements are stretched towards the domain boundaries. In total, the mesh consists of 162 blocks of $48 \times 48 \times 48$ cells, yielding a total mesh count of $\sim 10^6$ cells.

The only wind turbine component considered in the simulation is the rotor. The center of the rotor was located at $5, 2, and 19R$. Flat ground is assumed in all simulations, and an atmospheric shear profile, corresponding to a power law profile of shear exponent of $\alpha = 0.15$, was used. The shear was generated with the approach proposed by Mikkelsen et al. [21]. Atmospheric turbulence was included by a turbulence plane ranging from 1–9, 0.4–4.4, and 15.5R, according to the method proposed by Troldborg et al. [22]. An investigation made by Keck et al. [23], conducted after this project, reached the conclusion that the shear level should be set to a value corresponding to the desired turbulence intensity (i.e., $\alpha = TI$), and that the turbulence plane should be located at least $6R$ in front of the turbine. The justifications for these settings are, first, that the turbulence will strive towards an equilibrium turbulence level dictated by the shear conditions (if atmospheric stability effects are neglected), and, second, that the imported Mann turbulence was found to contain less turbulent energy in the smaller scales. However, it was concluded that as the flow develops with downstream advection in the ELLIPSYS3D model, the spectral distribution is corrected by the energy cascade. Both these processes reach stable conditions over a transport distance of $6R$. Thus, the settings used in this work will lead to slightly lower turbulence intensity in the near wake, and, for the 6% case, the relatively high shear will cause higher turbulence intensity in the far wake. The turbulence intensity in the simulations, without any rotor influence, was obtained based on simulations performed in an empty domain and using the same computational mesh and input turbulence (see Table 1).

**Mesh Sensitivity Study.** As mentioned, the selected domain size and adopted model settings (the CDS-QUICK hybrid discretization scheme, the SIMPLE algorithm for pressure–velocity coupling, a force distribution parameter equal to two elements and a simulation time step limited by tip-speed ratio and mesh element size) are based on the numerical sensitivity study performed by Troldborg [25]. It was decided, however, that an additional mesh sensitivity study should be performed to investigate the solution dependency on size and resolution of the refined mesh region. The wind speed and turbulence intensity of the case chosen for the investigation were 5 m/s and 6%, respectively. The case was selected due to it being critical in the sense of having a very high level of rotor induction. Furthermore, some turbulence was desired to evaluate the dissipation of the numerical grid, but not so much as to overshadow the investigated parameters. Four levels of mesh resolution were tested: 14, 25, 38, and 51 points per radius. Two sizes of mesh refined regions were tested with a resolution of 25 points per radius, one with a cross-section of $2 \times 2$ rotor diameters and another with a cross-section of $3 \times 3$ rotor diameters. The mesh performance was evaluated based on its ability to capture the correct induction of the rotor, on the integrated axial momentum deficit and on turbulence distribution in the wake as well as on its influence on the turbulence spectrum and the meandering of the wake.

**Conclusions from the mesh sensitivity study:**

- For wake calculations, a resolution of 25 points per rotor radius captures the integrated linear momentum deficit and wake turbulence of the generated wake (see Figs. 3 and 4).

- To capture the sharp gradients of the induction near the tip region, a resolution of 38 points per radius was required (see Fig. 3). It should be noted that no tip correction was used in the mesh sensitivity study. This could have had an influence on the grid resolution needed to capture the correct tip loads.

- All tested resolutions were fine enough to capture the $-5/3$ slope in the energy spectrum associated with the inertial subrange. The assumption of isotropic turbulence in the SGS can therefore be considered fulfilled (see Fig. 5). The cutoff between resolved and unresolved scales changes with grid resolution as expected.

- Resolution has no significant effect on the meandering process.

- Increasing the size of the refined region to a cross-section of $3 \times 3$, instead of $2 \times 2$ turbine diameters, increased meandering of the wake center in the order of $2-3\%$ in the near wake and $10-11\%$ in the far wake. Another effect was that more energy was present in the small scales of the turbulent spectra (see Fig. 6). A plausible explanation could be that the wake in the simulation, which has a smaller refined wake region, leaves the refined region more often. The shear layer would then be drained of small scale turbulent energy that is transferred to the SGS and dissipated.

For the current study, a mesh resolution of 25 points per rotor radius in the refined region was concluded to give sufficient accuracy in the calculations. The effects of increasing the resolved domain were not considered to be important enough to justify the 125% increase in computational time for these calculations, but they are presented here as a reference to upcoming investigations for which wake meandering and small scale energy may be important parameters.

**Eddy Viscosity Distribution in Actuator Line Data**

As mentioned, the current eddy viscosity formulation in the DWM takes into account the ambient turbulence and the turbulence generated by the wake shear layer. Both terms, however, are described in such a way that the eddy viscosity can only vary in the flow direction. This results in a one-dimensional eddy viscosity expression that is uniform in radial direction. To evaluate if

<table>
<thead>
<tr>
<th>Distance</th>
<th>6% turbulence case</th>
<th>14% turbulence case</th>
</tr>
</thead>
<tbody>
<tr>
<td>0D</td>
<td>5.79</td>
<td>12.27</td>
</tr>
<tr>
<td>3D</td>
<td>6.71</td>
<td>13.17</td>
</tr>
<tr>
<td>6D</td>
<td>7.25</td>
<td>12.66</td>
</tr>
<tr>
<td>9D</td>
<td>7.34</td>
<td>12.29</td>
</tr>
<tr>
<td>12D</td>
<td>7.48</td>
<td>12.06</td>
</tr>
</tbody>
</table>
Fig. 3  The development of axial velocity in four different actuator line resolutions: 14, 25, 38, and 51 points per radii (p per R). The left figure is at the rotor plane, the middle figure is at 1D, and the right figure is at 3D downstream of the turbine. The 51 p per R case is missing at 3D as the computational domain used was too short to extract data so far downstream.

Fig. 4  The development of wake turbulence intensity in four different actuator line resolutions: 14, 25, 38, and 51 points per radii (p per R). The left figure is at the rotor plane, the middle figure is at 1D, and the right figure is at 3D downstream of the turbine. The 51 p per R case is missing at 3D as the computational domain used was too short to extract data so far downstream.
Fig. 5 The development of turbulent energy spectra in four different grid resolutions in the wake region: 14, 25, 38, and 51 points per radii (p per $R$). The figure shows the energy spectra in streamwise, vertical, and horizontal directions (left, middle, and right figure, respectively).

Fig. 6 The development of turbulent energy spectra in two sizes of the wake refined region in the actuator line resolutions: $4 \times 4$ and $6 \times 6$ radius. The figure shows the energy spectra in streamwise, vertical, and horizontal direction (left, middle, and right figure, respectively).
this formulation is adequate, the turbulence eddy viscosity distribution in the actuator line calculations will be approximated based on the resulting velocity field and turbulent kinetic energy. Two different methods have been used to approximate the (RANS) eddy viscosity from the LES simulations. The first method is based on the Johnson–King equations (see Menter [28]), and the second method uses a tabulated estimate for the characteristic length scale of the wake, thus enabling an eddy viscosity approximation directly by the eddy viscosity definition (see Eq. (8)). Both approaches are based on the turbulent kinetic energy content of the flow given by Eq. (4)

\[ k = 0.5 \left( \langle u^2 \rangle + \langle u^2 \rangle + \langle w^2 \rangle \right) \]  

(4)

The Johnson–King model is evaluated here, since it is especially developed for regions of flow with adverse pressure gradients where the production of turbulent kinetic energy is much larger than the dissipation. Traditionally, it is used to limit eddy viscosity in the shear–stress transport (SST) model in regions of separation; it is not traditionally used for free shear layer flows (here, the SST model used the \( k-e \) model instead). Since both of these conditions are fulfilled in the initial part of the wake, before the pressure has recovered and the turbulence has reached equilibrium with the mean flow, it proves to be an interesting turbulence model for wake flow close to the rotor. The Johnson–King model gives a direct approximation of the turbulent stresses (see Eq. (5))

\[ \tau_{\text{Stress}} = \rho \cdot a_1 \cdot k \]  

(5)

The constant \( a_1 \) is a model constant equal to 0.30. In a two-dimensional flow, the turbulent eddy viscosity, \( \nu_T \), is given by dividing the turbulent stresses by the mean flow gradient (see Eq. (6))

\[ \nu_T = \frac{\tau_{\text{Stress}}}{du/dr} \]  

(6)

Combining Eqs. (5) and (6) thus yields the approximation of eddy viscosity by the Johnson–King model

\[ \nu_T_{J-K} = \frac{\rho \cdot a_1 \cdot k}{du/dr} \]  

(7)

The second approach is based on the standard definition of the eddy viscosity (see Eq. (8)). The characteristic velocity scale is given by Eq. (9), where \( k \) is known from Eq. (4). Versteeg and Malalasekera [29] give a reference value for the characteristic length scales in wakes as per Eq. (10)

\[ \nu_T = l' \cdot u^* \]  

(8)

\[ u^* = k^{1/2} \]  

(9)

\[ l' = 0.16R \]  

(10)

Combining Eqs. (8)–(10) gives a second approximation of the turbulent eddy viscosity (see Eq. (11))

\[ \nu_T_{V-M} = 0.16R \cdot k^{1/2} \]  

(11)

The eddy viscosity of the actuator line model has been evaluated based on Eqs. (7) and (11) (see Fig. 7). Something worth noting in the two approximations is that Eq. (7) (plotted to the left) is linearly dependent on turbulent kinetic energy, whereas Eq. (11) (right set of figures) is proportional to the square root. The difference stems from the fact that the Johnson–King model assumes that the turbulent stresses are directly proportional to the realized turbulence level, while the normal eddy viscosity approach assumes that the turbulent stresses are based on the local ratio of turbulence production and dissipation. Both models predict a similar shape of the turbulence distribution in the wake, apart from the near wake where the Johnson–King model yields a lower eddy viscosity. The absolute level of turbulence seems to be consistently larger for the standard eddy viscosity formulations. This offset could be attributed to the use of a “rule-of-thumb” turbulent length scale, which of course has a large uncertainty when used in a specific application. The absolute level, however, is not of great importance in this investigation, as the focus lies on the regime before reaching a radially uniform eddy viscosity distribution. The downstream distance required for the eddy viscosity to reach a distribution that is independent of the radial coordinate is dependent on the ambient turbulence. For 0%, 6%, and 14% ambient turbulence intensities, wake transport distances of 15, 9, and 6D, respectively, are necessary, before a one-dimensional eddy viscosity is sufficient to describe the eddy viscosity in the wake. It is therefore concluded that an improved turbulence model for the DWM is indeed required.

Development of a Mixing Length Model in DWM

The fundamental idea of using an eddy viscosity formulation to simulate the turbulence in the DWM model is well motivated in our application. First, a computationally inexpensive turbulence model is essential, since the industry requires a fast tool that can be used in aero-elastic calculations of design loads. Second, the flow problem at hand is documented as a flow for which the use of a mixing length model to calculate the eddy viscosity is a good approach (see Versteeg and Malalasekera [29]). It is also reasonable to follow Ainslie’s approach in dividing the eddy viscosity contributions that stem from fundamentally different sources, in this case the ambient turbulence and the wake shear layer generated turbulence, as it is natural to assume that they require different treatments. The filter functions need to be kept in order to balance the initial nonequilibrium between the mean flow and the turbulence. In the present study, the filter functions as developed by Madsen et al. [1] are left unchanged. Furthermore, the assumption made by Ainslie that the free stream turbulence affects the whole cross-section of the wake in a similar way is kept. This assumption can be interpreted as the turbulent velocity and length scales associated with the ambient turbulence being invariant across the wake, which means that the eddy viscosity contribution due to ambient turbulence intensity can be seen as constant for a given cross-section.

Hence, the second part of the eddy viscosity caused by the shear layer is the focus for improvement. A natural first approach to develop this formulation is to use a multiple turbulent velocity scale description in the wake. The Ainslie eddy viscosity model is a simple version of the mixing length model, where it is assumed that only one characteristic turbulent length and velocity scale exists at any given downstream distance in the wake, i.e., \( l' = f(x) \) and \( u^* = f(x) \). While this assumption reduces the computational demand slightly, it limits the performance in regions with high mean flow gradients. The motivation for Ainslie’s choice to use a single velocity scale is based on the fact that Gaussian velocity profiles were used as initial condition in the original wake development model. Since the current DWM uses BEM induction as the input velocity field, multiple velocity scales are required to capture the turbulence distribution in the turbine wake before the flow has reached a state of smooth mean flow gradients. According to Sanderven [15], the downstream distance required before the wake reaches a Gaussian shape can be in the order of 5 diameters depending on rotor induction and ambient conditions.

According to the classical formulation of the mixing length model, the most common approximation is that the local turbulent velocity scale is based on the local strain rate and the turbulent length scale (see Pope [30]). In the DWM model, the local strain rate is equal to the local velocity gradient du/dt. If we keep the assumption of one characteristic length scale for each cross-section of the wake, the turbulent velocity scale distribution is given by Eq. (12)
The turbulent length scale $l^*$ in the DWM model is assumed to be equal to half the width of the wake. It is defined as the distance from the center of the wake to the radial position where the axial velocity is 95% of the free stream velocity. The resulting eddy viscosity that governs the shear generated turbulence is thus found by combining Eqs. (12) and (8), which results in Eq. (13)

$$u^* = \bar{u} \cdot \left| \frac{\partial \bar{u}}{\partial r} \right|$$  \hspace{1cm} (12)

$$\nu_T \text{Shear} = \nu^2 \left| \frac{\partial \bar{u}}{\partial r} \right|$$  \hspace{1cm} (13)

Using Eq. (13) to replace the second half of the RHS of Eq. (3), while keeping the model coefficient $k_2$ and the filter function $F_2$, yields the new eddy viscosity formulation (see Eq. (14))

$$\nu_T = F_1k_{amb}TI_{amb} + F_2k_2\nu^2 \left| \frac{\partial \bar{u}}{\partial r} \right| \left( \frac{1}{U_{amb} \cdot R} \right)$$  \hspace{1cm} (14)
The physical parameters considered are all the ambient turbulence intensity and the shear layer of the wake deficit. The contribution to the turbulent mixing due to free stream turbulence is assumed to be uniform over the cross-section of the wake. Thus, the first term of the eddy viscosity formulation is left unchanged. As dictated by the classical mixing length model, the local velocity gradient, $\alpha dx/dr$, and the turbulent length scale, $a$, are used to calculate turbulent mixing due to the shear layer. This leads to a two-dimensional eddy viscosity function, in which the turbulent stresses induced by the shear layer are proportional to the square of the velocity gradient.

**Development of Inlet Boundary Condition.** A consequence of changing the eddy viscosity formulation is that the inlet boundary condition needs to be modified. Since the turbulent stresses due to the wake shear layer in the mixing length model follows the square of the velocity gradient, a high level of turbulent mixing takes place close to the rotor if full induction is assumed at the rotor plane. If the same inlet boundary condition were applied as in the standard DWM version, this would generate a much too wide and smooth velocity field. As discussed above, the DWM model is only valid after the pressure has recovered. This means that the objective of the applied boundary condition in DWM is to yield a correct flow field after the initial two to three rotor diameters in the computational domain. Consequently, the shape and the depth of the appropriate boundary condition must be a function of rotor induction, wake recovery, and turbulent mixing inside the domain (which in turn is dependent on the turbulence model, the filter functions, and the model coefficients). Therefore, the initial deficit must be selected based on considerations of wake width and total integrated deficit desired in the wake after some reference location. In the discussion below, the inlet boundary condition is constructed so that the DWM velocity field agrees with the actuator line calculations at the cross-sections located more than three rotor diameters behind the rotor. The 3D cross-section is taken to mark the start of the computational domain, where the DWM model can be considered to be correct, and it will be referred to as the “point of DWM validity.”

In the present development, the assumption of full wake induction at the rotor plane is kept. A low initial velocity is required, since the omission of the pressure term means that no sink term for the axial velocity exists in the domain. The filter functions, which could have been used to modify the initial turbulent mixing and wake recovery, were left unchanged in this study. Therefore, the only factor that is modified is the wake expansion at the rotor. The width of the wake at the rotor plane was selected to minimize the difference in integrated momentum deficit between the DWM and the actuator line model at the cross-sections located 3, 6, and 9D downstream of the rotor. The integrated momentum deficit is based on an integration of velocity deficit ($U_{inlet} - U$) over a disc of 1.8R in radius, centered at the wake center. Using this approach, it turns out that no expansion at the rotor plane is required when using the proposed mixing length model, see Table 2.

The new inlet boundary condition is therefore based on full induction without prescribing any expansion of the wake at the rotor plane. The fact that less wake expansion should be included in the boundary condition for the mixing length model is intuitive when considering the difference between the two turbulence models. The expansion of the wake deficit is a function of the turbulent stresses in the shear layer. In the mixing length model, these stresses are greater compared to the standard DWM model, and therefore, a narrower deficit is required at the inlet boundary to yield the correct wide at the point of DWM validity. Another consequence of the new boundary condition is a reduced integrated momentum deficit compared to the boundary condition applied in the standard DWM model. The motivation for applying a reduced deficit lies in the fact that the boundary condition is designed to yield a correct velocity field at, and after, the point of DWM validity. The recovery of the wake in the transport process, from the rotor to the location three diameters downstream, is dictated by turbulent momentum transfer (TMT) into the wake from the free stream via the shear layer. The momentum transfer is a function of shear layer area and the magnitude of the turbulent stresses at the shear layer. This explains why the choice of turbulence model strongly influences the initial recovery of the wake. Approximations of the recovery of the wake deficit due to TMT by the standard DWM and the mixing length DWM models are given by Eqs. (15) and (16), respectively.

The coefficient $a_{wake}$ represents the fraction of wake expansion included at the rotor plane used by the standard DWM model. The first terms are related to the control area between the wake and the free stream at a cross-section of width $dx$ close to the rotor plane. The second term represents the magnitude of the turbulent stresses, which are proportional to the mean flow gradients. It is clear that there will be significant differences in the wake recovery due to the relative development of wake width and mean flow gradients of the two models. The validity of this approach was verified by comparing the wake width and the axial velocity distribution from the DWM mixing length model with the actuator line simulations in cross-sections located, respectively, at 3, 6, 9, and 12 diameters downstream of the rotor (see Fig. 9). A study of the resulting velocity field, with and without the modified boundary condition, was conducted to quantify the effect of the modified boundary condition. It was concluded that the new boundary condition improved the fit of the DWM mixing length model to the actuator line model according to the “standard error method,” as defined in Eq. (17), by 20%.

**Results and Discussion**

The model coefficients of the standard DWM and the mixing length DWM model (containing the new eddy viscosity formulation and inlet boundary condition) were calibrated to the actuator line wake data based on the four flow cases with wind speeds of 10 m/s and 15 m/s and turbulence intensities of 6% and 14%. The performance of the DWM models was evaluated based on the average standard error. The standard error is defined as the standard deviation in mean velocity between the actuator line and the DWM models (see Eq. (17)).

$$\text{Standard error} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{1}{N_d} \sum_{j=1}^{N_d} \sum_{k=1}^{N_d} \left( \frac{\text{ACL}_{i,j,k} - \text{DWM}_{i,j,k}}{\text{DWM}_{i,j,k}} \right)^2 \right)}$$

where the indexes $c, d, r$, and $r$ correspond to cases (i.e., variations in inflow conditions), downstream distance and radial position,
respectively. Thus, the constants, \(n_c\), \(n_{d,r}\) and \(n_{d,r}\), represent the number of cases, number of cross-sections, and number of data points per cross-section, respectively. For this investigation of the DWM models, the constants are equal to four flow cases (wind speeds of 10 m/s and 15 m/s, turbulence intensities of 6% and 14%), four cross-sections for each case (3, 6, 9, and 12D behind the rotor) and 80 points per cross-section. The variable \(\tilde{U}\) is the mean flow velocity as given directly by the models. Note that, statistically, no information was used in creating the mean velocities, \(\bar{U}\). Therefore, the sum of the square error should still be divided by the number of computational points, \(n_{c,d,r}\), to find the correct variance between the models, as opposed to dividing by \(n_{c,d,r} - 1\).

First, the same calibration procedure as proposed by Madsen et al. [1] was used. The basic assumption made in the calibration was that the \(k_2\) coefficient can be found through a calibration of the DWM models to laminar actuator line data. Since the reference data do not contain any influence from ambient turbulence, the results of the DWM model are invariant to the value of the \(k_1\) coefficient (see Eq. (14)). The second step is to keep the value of \(k_2\), and calibrate the \(k_1\) coefficient to the nonlaminar flow cases. By using this calibration method, the standard DWM formulation gave a standard error of 0.0270, and the mixing length DWM had a standard error of 0.0223, which corresponds to a reduction of 17%.

A further reduction in standard error was achieved when an alternative calibration algorithm was used. The first calibration procedure is based on the assumption that the ambient turbulence and the shear layer generated turbulence are independent of each other. In order to examine this assumption, consider the production term in the \(k\)-equation. \(P_k\) is proportional to the local Reynolds stresses times the mean velocity gradients. For the DWM, this implies that the amount of turbulence generated from the shear layer cannot be assumed to be independent of the ambient turbulence, as the turbulent production is enhanced by the existing turbulent fluctuations. A new calibration was performed, where the best values for \(k_1\) and \(k_2\) were found by a series of iterations. In the first iteration, \(k_1\) was assigned an initial value, which was held constant during the calculations, and a least-squares fit of \(k_2\) was calculated. In the second iteration, \(k_2\) was held constant, and an updated value for \(k_1\) was calculated. This was repeated until both values for \(k_1\) and \(k_2\) reached steady values. By using this method, the standard error was further reduced to 0.0245 for the standard DWM and to 0.0179 for the mixing length DWM model. This corresponds to reductions by 9% for the standard DWM model and by 20% for the mixing length DWM model, based on the alternative calibration procedure. Based on the later calibration method, the standard error of the mixing length DWM model is 27% lower than the standard DWM model.

Figure 8 shows the results of the calibration for the case of 10 m/s wind speed and 6% turbulence intensity, which is the case that most clearly illustrates the improvement achieved by modifying the eddy viscosity formulation. Comparing the velocity distributions three diameters downstream of the rotor in the two figures, it can be seen that the new eddy viscosity formulation performs better in regions with steep velocity gradients. This observation is consistently found in all tested flow cases.

A sensitivity study was conducted by varying the model coefficients and recording the changes in standard error. The conclusions of the study was that the modified DWM model is rather insensitive to changes in model coefficients smaller than 10%, which only led to less than a 2% increase in standard error. A second conclusion is that the model is less sensitive to changes in the \(k_2\) coefficient. Changing the value by as much as 30% only increased the standard error by 6%.

An additional study was conducted to investigate the influence of the modified boundary condition. A full model calibration using the iterative calibration procedure (as described above) with and without the modified boundary condition was performed. The standard error when the original boundary condition was used (i.e., with wake expansion at the rotor position) was 0.0223; this should be compared with 0.0179 for the new boundary condition, which corresponds to an improvement of 20%. The large improvement due to the modifications made to the boundary condition motivates further work on the topic. A further improvement could be achieved by optimizing the boundary condition together with the eddy viscosity coefficients and the filter functions, thereby completely controlling the initial turbulent mixing in the model. It would also be interesting to investigate if the boundary condition should be parameterized based on ambient conditions or turbine characteristics, or if a universal boundary condition is sufficient.

The calibrated DWM model shows good agreement with the actuator line data for all the extracted cross-sections (see Fig. 9). Two things should be noted when reading these results. First, the DWM model has been calibrated only to the actuator line model, not to field measurements. The accuracy of the proposed DWM model is therefore dependent on the ability of the actuator line model to
predict the flow field in a realistic manner. The authors consider the validations of the actuator line model to field data performed at Risø and DTU by, among others, Troldborg [25] and, most recently, by Larsen et al. [24], to justify the use of the actuator line as a method of development and calibration of lower order models. Second, it should be noted that the same data set has been used for both calibration and verification in this study. However, since only the two parameters governing the turbulent mixing of the DWM model ($k_1$ and $k_2$) have been fitted to actuator line data, and good correlation is obtained for all tested operational conditions at various downstream cross-sections in the wake, it is concluded that the high performance of the improved DWM model is not a consequence of overfitting to the verification data. The DWM model with the improved eddy viscosity formulation does in fact represent the physics of the wake to a high level.

It is important to remember that the measure of the standard error that is used to evaluate the model performance in this work, does not necessarily correspond to an increased ability to predict fatigue loads of the same magnitude. It only refers to the ability of the model to capture the mean flow velocity in a meandering frame of reference (i.e., following the wake movement). For future work, a separate study should be conducted on the effects of the improved ability to model the mean velocity on the ability to accurately model turbine loads.

Table 3 A study of the sensitivity for variations of the $k_1$ and $k_2$ coefficients to the standard error. The standard error in the table has been normalized to best fit the calibration above in order to increase readability. It can be seen that the standard error is relatively insensitive to variations; if a coefficient changes by less than 10%, the standard error increases by less than 2%.

<table>
<thead>
<tr>
<th>Variation in $k_1$ coefficient</th>
<th>−30%</th>
<th>−20%</th>
<th>−10%</th>
<th>−5%</th>
<th>0%</th>
<th>5%</th>
<th>10%</th>
<th>20%</th>
<th>30%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Variation in $k_2$ coefficient</td>
<td>1.430</td>
<td>1.326</td>
<td>1.258</td>
<td>1.225</td>
<td>1.195</td>
<td>1.169</td>
<td>1.147</td>
<td>1.111</td>
<td>1.088</td>
</tr>
<tr>
<td>−20%</td>
<td>1.262</td>
<td>1.187</td>
<td>1.129</td>
<td>1.105</td>
<td>1.065</td>
<td>1.065</td>
<td>1.045</td>
<td>1.021</td>
<td>1.013</td>
</tr>
<tr>
<td>−10%</td>
<td>1.140</td>
<td>1.084</td>
<td>1.045</td>
<td>1.031</td>
<td>1.020</td>
<td>1.013</td>
<td>1.008</td>
<td>1.008</td>
<td>1.007</td>
</tr>
<tr>
<td>−5%</td>
<td>1.095</td>
<td>1.050</td>
<td>1.021</td>
<td>1.011</td>
<td>1.005</td>
<td>1.001</td>
<td>1.001</td>
<td>1.007</td>
<td>1.021</td>
</tr>
<tr>
<td>0%</td>
<td>1.063</td>
<td>1.028</td>
<td>1.007</td>
<td>1.002</td>
<td>1.000</td>
<td>1.001</td>
<td>1.004</td>
<td>1.016</td>
<td>1.036</td>
</tr>
<tr>
<td>5%</td>
<td>1.042</td>
<td>1.016</td>
<td>1.005</td>
<td>1.004</td>
<td>1.005</td>
<td>1.009</td>
<td>1.015</td>
<td>1.034</td>
<td>1.058</td>
</tr>
<tr>
<td>10%</td>
<td>1.031</td>
<td>1.015</td>
<td>1.012</td>
<td>1.014</td>
<td>1.019</td>
<td>1.026</td>
<td>1.035</td>
<td>1.058</td>
<td>1.086</td>
</tr>
<tr>
<td>20%</td>
<td>1.041</td>
<td>1.040</td>
<td>1.050</td>
<td>1.058</td>
<td>1.068</td>
<td>1.080</td>
<td>1.093</td>
<td>1.123</td>
<td>1.157</td>
</tr>
<tr>
<td>30%</td>
<td>1.083</td>
<td>1.094</td>
<td>1.114</td>
<td>1.126</td>
<td>1.140</td>
<td>1.154</td>
<td>1.170</td>
<td>1.204</td>
<td>1.241</td>
</tr>
</tbody>
</table>
Conclusions

An improved eddy viscosity model has been developed for the DWM model. The model considers the same physical contributions to the turbulence in the wake as the original Ainslie model, i.e., free stream and shear layer generated turbulence. The main difference is that the eddy viscosity originating from the wake shear layer is based on a local turbulent velocity scale as opposed to assuming a single turbulent velocity scale for the entire cross-section of the wake.

The accuracy achieved with the modified eddy viscosity model is shown by comparing the average wake deficit found with the DWM model to that of the high-fidelity ELLIPSYS3D actuator line model calculations. The standard error between the mean velocity field of the DWM and the actuator line model are reduced by 27% by implementing an eddy viscosity formulation based on the mixing length model to calculate the turbulent stresses.

Nomenclature

Variables and Constants

\[ \alpha_i = \text{model constant in the Johnson–King equation equal to 0.30 (s)} \]

\[ \omega_{\text{wake}} = \text{coefficient of wake expansion in the standard DWM model (-)} \]

\[ b = \text{index referring to flow case number (-)} \]

\[ c = \text{index referring to cross-section (-)} \]

\[ k = \text{turbulent kinetic energy (m}^2 \text{s}^{-2} \text{-)} \]

\[ k_1 = \text{calibration constant for influence of ambient turbulence (-)} \]

\[ k_2 = \text{calibration constant for shear layer turbulence generation} \]

\[ n_c = \text{number of cross-sections in flow case, c (-)} \]

\[ n_{cs} = \text{number of data points in cross-section d and flow case e (-)} \]

\[ \nu_T = \text{turbulent eddy viscosity (m}^2 \text{s}^{-1} \text{-)} \]

\[ l = \text{turbulent length scale (m)} \]

\[ r = \text{radial coordinate, or radial index (m) or (-)} \]

\[ R = \text{turbine radius (m)} \]

\[ T_l = \text{turbulence intensity (-)} \]

\[ TMT = \text{turbulent momentum transfer (kg, m, s}^{-2} \text{-)} \]

\[ \tau_{\text{stress}} = \text{turbulent stress (m}^2 \text{s}^{-2} \text{-)} \]

\[ u = \text{axial velocity (m s}^{-1} \text{-)} \]

\[ u' = \text{velocity fluctuation (m s}^{-1} \text{-)} \]

\[ u = \text{turbulent velocity scale (m s}^{-1} \text{-)} \]

\[ U_{\text{undisturbed}} = \text{undisturbed free wind speed (m s}^{-1} \text{-)} \]

\[ U_{\text{min}} = \text{minimum speed in the wake deficit (m s}^{-1} \text{-)} \]

\[ r = \text{radial velocity (m s}^{-1} \text{-)} \]

\[ x = \text{axial coordinate (m)} \]

Functions

\[ F_1 = \text{filter function to model the delay in turbulent wake diffusion due to entrainment} \]

\[ F_2 = \text{Filter function included to compensate for the initial non-equilibrium between the mean velocity field and the turbulent energy content created due to the rapid change in mean flow gradients over the rotor} \]
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Abstract
The dynamic wake meandering model is an engineering wake model designed to physically model the wake deficit evolution and the unsteady meandering that occurs in wind turbine wakes. The present study aims at improving two features of the model:

1) the effect of the atmospheric boundary layer shear on the wake deficit evolution by including a strain-rate contribution in the wake turbulence calculation.
2) the method to account for the increased turbulence at a wake-affected turbine by basing the wake-added turbulence directly on the Reynolds stresses of the oncoming wake. This also allows the model to simulate the build-up of turbulence over a row of turbines in a physically consistent manner.

The performance of the modified model is validated against actuator line model results and field data from the Lillgrund offshore wind farm. Qualitatively, the modified dynamic wake meandering model is in fair agreement with the reference data. A quantitative comparison between the mean flow field of the dynamic wake meandering model with and without the suggested improvements, to that of the actuator line model, shows that the root-mean-square difference in terms of wind speed and turbulence intensity is reduced on the order of 30\% and 40\%, respectively, by including the proposed corrections for a row of eight turbines. Furthermore it is found that the root-mean-square difference between the actuator line model and the modified dynamic wake meandering model in terms of wind speed and turbulence intensity does not increase over a row of turbines compared to the root-mean-square difference of a single turbine.

Introduction
The dynamic wake meandering (DWM) model (Madsen et al. [1]) is a reduced-order wake model developed to capture the most important physical effects of wind turbine wake dynamics while maintaining low computational demand, making it suitable for design calculations. The current form of the DWM model consists of three separate parts, which are outlined below and shown in figure 1:

1. A steady-state, axisymmetric wake deficit is calculated based on the thin shear layer approximation to the Navier-Stokes (N-S) equations, as proposed by Ainslie [2, 3].
2. Stochastic, large-scale meandering of the wake deficit is applied. The wake deficit is assumed to act as a passive tracer that is translated horizontally and vertically by large-scale atmospheric turbulent fluctuations (eddies larger than twice the turbine rotor diameter), as suggested by Larsen et al. [4].
3. Small-scale wake-added turbulence is superimposed on the flow field that results from parts 1 and 2. The magnitude of the wake-added turbulence is based on the local depth and the radial gradient of the wake deficit (for further details see Madsen et al. [5]). In the current formulation, the wake-added turbulence only affects the loads at the downstream rotors. No coupling to the velocity and turbulence evolution of the wake of the downstream turbine is included.

![Diagram of wake meandering model](image)

Figure 1, an overview of the workflow of the DWM model.

The resulting wake dynamics are applied as input to an aero-elastic calculation to simulate the effects of operating a turbine in the wakes of others, as described by Madsen et al. [6]. In practice, the shape of the wake deficit is determined by the ambient wind speed and turbulence intensity, along with the turbine induction and distance between the wake-receiving and wake-emitting turbines. The small-scale turbulence is determined by the distance from the wake centre, and is superimposed onto the wake deficit in the meandering frame of reference (MFoR). Both of these contributions to the wake effects are time invariant. The dynamic effect in the DWM model is then created by the large-scale translation of the entire deficit, including the small-scale turbulence. The meandering is applied in the vertical and lateral directions only. Finally, the atmospheric shear is taken into account by superimposing the vertical shear profile on the calculated wake dynamics. The downstream rotor will therefore experience a sheared inflow, on which the mean wake deficit and the added small-scale turbulence are superimposed. The location of the wake deficit relative to the rotor is updated at every time step of the aero-elastic simulation.

In the current DWM formulation, the effect of atmospheric shear is added to the mean flow field only once the wake deficit has been calculated. A focus of this article is to include the effect of atmospheric shear-generated turbulence in the wake deficit calculation of the DWM model. This results in a more accurate wake deficit development in the far-wake region, where the vertical atmospheric wind shear is of the same order of magnitude or larger than the wake deficit shear, and therefore, is a non-negligible source of turbulence kinetic energy generation in the wake. The more comprehensive modelling of the far-wake turbulence dynamics also enables a more physically consistent wake-added turbulence formulation based on the turbulent stresses in the wake deficit calculations. Using the improved wake-added turbulence description, we also propose a method to include the wake-added turbulence from upstream wakes in the calculation of the wake deficit of a downstream rotor. This enables the DWM to simulate the mean flow field and the build-up of turbulence over a row of turbines in a more physically consistent manner.

The first section of the article describes the method used to calculate the wake deficit in the DWM model. This is followed by a brief summary of the computational fluid dynamics (CFD) actuator line (AL) models used for validating the proposed DWM model improvements. The two
following sections give the physical motivation and theory for including a contribution from atmospheric shear on the wake turbulence, along with a suggestion on how to practically include the effect in DWM calculations over a row of turbines. Finally, we present the results, discussion, and conclusion of the work.

The deficit calculations in the DWM model

The wake deficit in the DWM model is governed by the steady-state, axisymmetric thin shear layer approximation of the N-S equations in which momentum is given by

\[ u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( v_T r \frac{\partial u}{\partial r} \right) \]  

(1)

and continuity is maintained through

\[ \frac{1}{r} \frac{\partial}{\partial r} (rv) + \frac{\partial u}{\partial x} = 0. \]  

(2)

In these equations, the velocity components \( u \) and \( v \) are in the mean flow (\( x \)) and radial (\( r \)) directions, respectively, and \( v_T \) is an eddy viscosity. The main benefit in using the thin shear layer approximation is a significantly reduced computational cost. This is achieved by omitting the pressure gradient term, approximating the flow as axisymmetric, and assuming that the magnitude of the velocity gradients in streamwise direction is much smaller than those in radial direction. The fact that the pressure gradient is neglected means that there is no pressure-velocity coupling, and no need to solve an equation for pressure, which is often the most expensive part of the solution procedure. Further, as the flow is assumed to be axisymmetric, only one component of the momentum equation needs to be solved and the other velocity component is given by the continuity equation (which is otherwise unused, as there is no pressure-velocity coupling). Turbulent diffusion is accounted for with an eddy viscosity formulation, based on the following mixing length model described by the equation

\[ v_T = F_1 k_{amb} T I_{amb} + F_2 k_2 l^2 \left| \frac{\partial u}{\partial r} \right|. \]  

(3)

where \( \frac{\partial u}{\partial r} \) refers to the axial velocity gradient in radial direction, \( k_{amb} \) and \( k_2 \) are DWM model constants (the \( k_{amb} \) constant includes a length scale based on a hub height equal to the rotor diameter), \( T I_{amb} \) and \( U_{amb} \) are the ambient turbulence intensity and mean wind speed at hub height, \( R \) is the rotor radius, and \( l^* \) is the turbulence mixing length. \( F_1 \) and \( F_2 \) are filter functions included to govern the development of turbulent stresses. The filter functions are required, as no transport equation for turbulent kinetic energy is included in the turbulence closure of the DWM model. Without filter functions, the turbulence field would be in perfect equilibrium with the local strain-rate directly at the rotor. However, in wake modelling, the mean flow field changes abruptly at the rotor, but the process of the turbulence reaching a fully developed stage with the new local strain-rate is relatively long. The \( F_1 \) function is included to compensate for the effect on turbulence caused by the boundary condition treatment. To account for the pressure effects in the DWM model, the wake deceleration and expansion is applied at the inlet boundary, see eqs. (4) and (5). This generates unphysical large velocity gradients close to the rotor. Thus, the role of the \( F_1 \) filter function is to reduce the effect of the ambient turbulence close to the rotor to avoid this unphysical turbulence diffusion of the wake deficit. Consequently, the length of the \( F_1 \) function is taken to be 2 rotor diameters (D), which is roughly equal to the distance required for the pressure to recover behind the turbine according to Sanderse [7]. The \( F_2 \) filter function governs the development of turbulence generated by the wake shear layer. This process is seen to be approximately 10 D, based on AL simulations. The details and motivation for this turbulence formulation are given by Keck et al. [8].
The equation system described by eqs. (1–3) is solved using a finite-difference scheme in which a second-order central-difference scheme in the radial direction and a first-order upwind scheme in the mean flow direction are applied. As information only moves along the mean flow direction, a solution can be obtained by “marching” downstream, solving each axial position sequentially. For each location along the mean flow axis, the sequence to find the velocity field can be summarized by:

1. Solving the momentum equation for the streamwise velocity component at all radial positions explicitly using the value for radial velocity component and eddy viscosity from the previous location upstream. This yields a tridiagonal equation system in which all of the coefficients are known.
2. Using eqs. (2) and (3) above to compute the corresponding radial velocity and the eddy viscosity (once the streamwise velocity at the present axial position is known).
3. Proceeding to the next downstream location and repeating steps 1 and 2.

The boundary condition in the DWM model

Omitting the pressure gradient term in the equations has the consequence that the near wake region, where pressure is recovering and significant gradients are present, will not be accurately represented by the DWM model. According to Sanderson [7], this region is usually on the order of 2 D. The inaccuracy in this region is considered to be acceptable because the near wake is not of primary interest when modelling the effects of wakes on turbine operations, as long as the far-wake calculation remains accurate.

In the DWM model, the effect of the pressure gradient is considered to be negligible at a distance of 3 D behind the turbine. This location is referred to as the “point of DWM validity.” The inlet boundary condition is designed to artificially account for the effect of the neglected pressure gradient in such a manner that the resulting flow field after 3 D is accurately represented. This is done by including expansion and deceleration of the fluid at the rotor disc. The boundary condition is based on the turbine-specific, azimuthally and time averaged axial induction profile as a function of radial position in the rotor plane, \( a(r_{rot}) \). This is commonly found from an aero-elastic simulation. The pressure effects are included by scaling the turbine induction profile, both in magnitude (to account for deceleration) and the radial position where the induction is applied (to account for wake expansion), by the factors \( f_U \) and \( f_R \), respectively. The resulting inlet velocity distribution, \( U_{BC} \), as a function of wake radius, \( r_{BC} \), that is applied to the DWM calculations is given by

\[
U_{BC}(r_{BC}) = U_{amb}(1 - (1 + f_U)a(r_{rot}))
\]  

(4)

\[
r_{BC} = r_{rot} \sqrt{\frac{1 - (a)}{1 - (1 + f_R)(a)}}
\]  

(5)

where \( U_{amb} \) is the ambient wind speed at hub-height and the \( \langle \rangle \) operator denotes spatial averaging over the swept rotor disc.

A least square re-calibration to computational fluid dynamics AL data of the model parameters and \( F_2 \) filter function was performed with the proposed modification; a description of this is given later. Based on the calibration, the following values were applied in the calculations: \( f_U = 1.10, f_R = 0.98, k_1 = 0.587 \) and \( k_2 = 0.0178 \). The filter functions used are shown in figure 2.
Actuator line model
The DWM development presented in the article is driven by higher-order CFD predictions using AL turbine models. The fundamental processes that the proposed corrections attempt to mimic have been observed in CFD studies using the AL models, and the DWM model parameters have been calibrated against AL model calculations. The AL models used in this work are based on the formulation of Sørensen and Shen [9]. Each turbine blade is represented as a line along the blade axis, and the line is divided into a number of discrete segments. At each actuator line segment, a lift and drag force is calculated based on the local angle of attack, chord length, actuator width, and airfoil type using tabulated airfoil lift and drag properties, which are usually corrected for three-dimensional effects. These actuator forces are projected onto the CFD flow field as volumetric body forces, in this case, using a three-dimensional Gaussian projection. The body force field enters into the Navier-Stokes equations and creates the main effects of a turbine on the flow field, including axial induction, wake formation, and generation of blade tip and root vortices. The main benefit of the AL model is that the high grid resolution necessary to model the boundary layer of the blades is avoided. This significantly lowers the computational expense because fewer computational cells are required, which also allows for larger time steps without violating the Courant–Friedrichs–Lewy condition.

Two different implementations of the AL model are used for DWM development and validation in this work:
- The Ellipsys3D [10] AL model developed at the Technical University of Denmark (DTU) by Mikkelsen [11] and Troldborg [12].
- The OpenFOAM [13] implementation developed at the National Renewable Energy Laboratory (NREL) by Churchfield et al. [14].

There are many similarities between the two implementations of the AL models. They are both incorporated into large-eddy simulation (LES) solvers and solved over relatively coarse computational grids, with a resolution such that 50–60 grid cells span the turbine rotor. LES is an unsteady CFD method that solves the filtered Navier-Stokes equations, resolving the larger, energy-containing turbulent scales and modelling the effect of the remaining smaller scales.

The main difference between the models lies in the treatment of atmospheric shear and turbulence. The DTU implementation imposes a volumetric body force on the incompressible Navier-Stokes equations that generates a desired atmospheric shear and turbulent fluctuations. Shear is imposed by prescribing a volume force field over the entire domain. The magnitude of the volume forces is determined through a precursor calculation in which no turbines are included, and any desired profile can be prescribed as outlined by Mikkelsen et al. [15]. The atmospheric turbulence is imposed through fluctuating volume forces within a thin region located a few radii upstream of the wind turbine. The magnitude and fluctuations of the volume forces are based on a pregenerated turbulence field, which is translated into a force field by
one-dimensional momentum theory, as described by Troldborg et al. [16]. Keck et al. [17] validated this method for simulations of a wind turbine, represented by the EllipSys3D AL model, wake in natural atmospheric turbulence to field and wind tunnel data. The validation campaign comprised of validation of the evolution of turbulence intensity, turbulence spectra and wake meandering as a function of downstream distance for a range of common operating conditions.

The NREL implementation also solves the incompressible Navier-Stokes equation for motion, but thermal effects are accounted for through a Boussinesq buoyancy term. This term allows for the modelling of atmospheric stability (in this work, however, all simulations were carried out in neutral stratification). Rather than using a force field to create the atmospheric shear and turbulence, these effects are generated by running precursor atmospheric boundary layer calculations in a horizontally periodic turbine-free domain. After the turbulent boundary layer has developed to a quasi-equilibrium state, velocity and temperature information at the upstream boundaries are stored at every time step. This data is then used in the turbine simulations as time-dependent inlet boundary conditions. The benefit over the DTU implementation is that the shear and turbulence used for the wind turbine simulation are generated directly from the Navier-Stokes equations and that buoyancy effects on the turbulence production can be captured. The disadvantage is that the method is significantly more computationally expensive. The details of this method are outlined by Churchfield et al. [14].

Figure 3 shows a comparison of the input turbulence spectra in neutral stratification to the EllipSys3D AL model (prescribed by the Mann model (Mann [18] and [19]), thick lines), to that of the OpenFOAM AL model (generated by the precursor, thin lines). The input turbulence spectra of the normal stress components are in fair agreement for all scales above the spectral cut-off due to the grid size of the LES precursor calculations. The largest deviation is seen for the shear stress component (cyan line), which is lower in the OpenFOAM precursor compared to that of the Mann model.

![Figure 3, turbulent energy spectra of the input wind field to the EllipSys3D AL model (thick lines) and the OpenFOAM AL model (thin lines).](image)

Figure 4 shows the wake meandering resulting from the two models for a single turbine with a rotor diameter of 80m, represented as ALs, operating in 8m/s wind speed and 6% turbulence intensity. The wake meandering is quantified as the standard deviation of the wake centre. The method selected to find the wake centre in the two models is slightly different due to the
availability of data. In this work, the EllipSys3D AL simulations are setup to allow for analysis in the MFoR (i.e. in a coordinate system following the centre of the wake, which allows for studies of the wake deficit evolution). This requires storing planes of data in whole cross-sections of the wake and calculating the wake centre as the centre of gravity of the wake deficit at each time step. This procedure to find the wake centre in the EllipSys3D simulations is described in Keck at al. [17]. The OpenFOAM calculations are setup to be used as validation of the DWM model in the fixed frame of reference (FFoR, i.e. relative to a fixed location and therefore affected by both wake deficit evolution and wake meandering). To facilitate an analysis in the FFoR, data was stored in a lateral plane and in a vertical plane, with a joint axis aligned with the mean wake axis (i.e. the axis extending into the wake from the hub of the wind turbine in the mean wind direction). The wake centre position is found as the location where a simplified wake shape gives the best fit with the instantaneous wake deficit, see Keck et al. [20] for more details. The first algorithm has higher accuracy, but increases the amount of data that needs to be stored by an order of magnitude and the analysis to find the wake centre is more time consuming, relative to the second algorithm. Since it is not critical to the analysis of this study to accurately quantify the wake meandering of the OpenFOAM AL simulations (we are only interested in the resulting flow field at hub-height), the inexpensive second algorithm is applied to the OpenFOAM simulations. From figure 4 it is seen that the two models yields similar magnitude of wake meandering in both lateral (solid lines) and vertical (dashed lines) direction. This is expected as the input turbulence spectra in figure 3 are in fair agreement in large scales which dictates the meandering.

Figure 4, wake meandering downstream of a single turbine operating in 8m/s wind speed and 6% as modeled by the EllipSys3D AL model (red lines) and OpenFOAM AL model (blue lines). The wake meandering is quantified as the standard deviation of the wake centre, and normalized against rotor radius.

Atmospheric shear contribution to turbulence in the DWM deficit model

In the DWM model, the turbulent stresses are calculated based on the zero-equation eddy viscosity model shown in eq. (3). In a zero-equation eddy viscosity model, there is no transport equation for turbulent kinetic energy to maintain an integrated balance of production and dissipation. Instead, the eddy viscosity is directly proportional to the local mean flow gradients. Further, in all eddy viscosity models, the turbulent stresses are calculated as the product of the
eddy viscosity and the local velocity gradients. As a consequence, it is very important for the calculation of the turbulent stresses to apply the correct total mean velocity gradient in the model.

In the current formulation, only the wake deficit gradient is considered when calculating the turbulent stresses in the DWM model. This limitation has the undesirable effect that, as the wake deficit recovers, the turbulent stresses approach zero, resulting in unrealistically low turbulent stress levels in the far-wake region. An appropriate turbulence formulation should result in ambient turbulence conditions after the wake deficit has fully recovered. The proposed method is to include a strain-rate contribution from the atmospheric vertical wind shear when calculating the turbulent stresses. A difficulty, though, is that atmospheric shear is not axisymmetric, but the DWM model wake deficit formulation is.

The magnitude of the atmospheric shear gradient should be expressed as a function of ambient turbulence intensity to fit with the existing DWM input parameters. An appropriate dimensionless wind shear value can be found by estimating the non-dimensional characteristic velocity and length scale, $u^*_{ABL}$ and $l^*_{ABL}$, of the atmospheric turbulence, and using the relation

$$\frac{du}{dz_{ABL}} = \frac{u'_{ABL}}{l^*_{ABL}} \quad (6)$$

The velocity scale is based on the neutral atmospheric turbulence spectra, as calculated by the model proposed by Mann [18] and [19]. To be compatible with the DWM model parameters, the atmospheric velocity scale is formulated as a function of ambient turbulence intensity. This is achieved by relating the normal stresses (given by the turbulence intensity level) to the shear stresses in the atmosphere (which yield the velocity scale), through integration of the turbulent energy in the atmospheric turbulence spectra,

$$u^*_{ABL} = \left[ \left( T_{amb}^2 - \overline{u'w'} \right) \frac{u'_{ABL}}{\overline{u'w'}} \right]^{1/2} \quad (7)$$

where $T_{amb}$ is the ambient turbulent intensity and $\overline{u'w'}$ and $-\overline{u'w'}$ are the normal and shear stresses of the atmospheric turbulence, respectively. The overbar denotes time averaging. The atmospheric length scale is estimated using Monin-Obukhov scaling given by Ratto [21],

$$l^*_{ABL} = \frac{\kappa z}{R} \quad (8)$$

where $\kappa$ is the von Kármán constant, $z$ is the height above the ground level, and $R$ is the rotor radius. This atmospheric shear is calculated at a reference height of 100 m, and it is considered to be linear and have one uniform value in the whole simulation domain (i.e., it is invariant in downstream direction and height). Further, it is also assumed to be unaffected by the presence of the wake deficit. The effect of the atmospheric shear is to increase the local strain-rate, and thereby, the turbulent stresses in regions of low wake deficit gradients. This is typically the far-wake region, but also may include the regions close to the wake centreline and the rotor for nearly uniform induction profiles.

The strain-rate to apply in the DWM calculations should be a function of radial and axial position, where each value corresponds to the azimuthally averaged axial velocity gradient with respect to radial direction (as the deficit is based on two-dimensional calculation, variations in azimuthal directions cannot be captured). As the atmospheric shear is expressed in Cartesian coordinates ($du/dz$) and the wake deficit gradient is in axisymmetric coordinates ($du/dr$), an appropriate method is required to combine the two gradients to find the representative strain-rate. To illustrate the proposed method, the local radial gradient of axial velocity of the two velocity gradients is drawn as a function of azimuthal position for some arbitrary radial location in the wake deficit in figure 5. The wake deficit gradient (dashed lines) has a constant value as a function of azimuthal position, as the DWM model assumes axisymmetric flow. The contribution due to the atmospheric shear gradient (dotted lines) is a sinusoidal function over the azimuth, as
linear atmospheric shear is assumed over the cross section of the rotor. The combined local gradient (solid line) is the sum of the two contributions. Since the deficit calculation in the DWM model assumes an axisymmetric flow field, the representative value for the strain-rate to apply is the mean value in azimuthal direction. This value corresponds to the average height of the combined curve in figure 5.

Figure 5a and b, conceptual description of how the local representative velocity gradient (solid line) is calculated given the atmospheric shear (dotted line) in Cartesian coordinates (du/dz) and the wake deficit gradient (dashed line in axisymmetric coordinates (du/dr). Figure 3a (left) illustrates a case in which the magnitude of the wake deficit shear is larger than the atmospheric shear, and figure 3b (right) illustrates a case in which the atmospheric shear is larger.

An important observation is that when the magnitude of the wake-deficit gradient is larger than the atmospheric shear, the mean effect of the atmospheric gradient is zero, as shown in figure 5a. This is the same as saying the integral of the total local gradient is equal to the integral of constant wake deficit gradients. In this region, no correction due to atmospheric shear is required. The correction should therefore only give a nonzero contribution when the magnitude of the atmospheric shear gradient is larger than the wake deficit gradient.

When the magnitude of the atmospheric shear is larger than the wake deficit gradient, a part of the lower wake (A2 in figure 5b) will experience turbulent stresses acting in the opposite direction compared to the rest of the wake. Since the DWM model is based on an axisymmetric flow field, this situation cannot be handled in a strictly physically manner. Instead, the key feature to capture for the wake diffusion is the total magnitude of turbulent stresses. This magnitude is found by calculating the azimuthal average of the absolute value of local velocity gradient at each radial position. This gradient is then used to calculate the turbulent stresses. The geometrical interpretation of this concept is that the representative strain-rate to apply in the stress calculations corresponds to the average (absolute) distance between the combined curve and the x-axis in figure 5b. The representative strain-rate can thus be calculated using the equations

\[ A_{\text{Total}} \left( \frac{\partial u}{\partial r_{\text{DWM}}} \right) = \begin{cases} 2\pi \frac{\partial u}{\partial r_{\text{DWM}}} & \text{if } \left| \frac{\partial u}{\partial r_{\text{DWM}}} \right| \leq \frac{\partial u}{\partial z_{\text{ABL}}} \\ 2\pi \frac{\partial u}{\partial r_{\text{DWM}}} + A1 + A2 & \text{if } \left| \frac{\partial u}{\partial r_{\text{DWM}}} \right| > \frac{\partial u}{\partial z_{\text{ABL}}} \end{cases} \]  

(9)

\[ A1 = A2 = \int_{a1}^{a2} \frac{\partial u}{\partial z_{\text{ABL}}} \cdot \sin(x) \, dx - (a2 - a1) \frac{\partial u}{\partial r_{\text{DWM}}} \]  

(10)

\[ \frac{\partial u}{\partial r_{\text{Total}}} = \frac{A_{\text{Total}}}{2\pi} \]  

(11)

For a given radial position, the azimuthal section of the deficit in which the atmospheric shear contribution is larger than the wake deficit shear, i.e. between \( a_1 \) and \( a_2 \), are found by
\[
\begin{align*}
\arcsin\left(\frac{\partial u}{\partial z_{DW}}/\left(\frac{\partial u}{\partial z_{ABL}}\right)\right) \text{ and } \pi - \alpha_1, \text{ respectively. The strain-rate, as calculated by eq. (11), is used}
\end{align*}
\]

to calculate the turbulent stresses in the wake to incorporate the effect of the atmospheric shear on the wake diffusion. Rather than using the total velocity gradient in the turbulent stress term of the momentum equation, eq. (1), and because the momentum equation is only meant to solve for wake velocity and not a combined wake-atmospheric velocity, a scaled eddy viscosity, \( \nu_t' \), is introduced as
\[
\nu_t' = \nu_t \cdot \frac{\partial (u_{total})}{\partial (u_{DW})}. \tag{12}
\]
The original eddy viscosity is scaled at every computational node by the ratio of the corrected gradient with atmospheric shear effects to the wake deficit velocity gradient in the DWM solution. This has the desired effect of applying the appropriately scaled turbulent stresses, \( \tau \), in the wake deficit calculation
\[
\tau = \nu_t' \cdot \frac{\partial u}{\partial r_{DW}} = \nu_t \cdot \frac{\partial (u_{total})}{\partial (u_{DW})} \cdot \frac{\partial u}{\partial r_{DW}} = \nu_t \cdot \frac{\partial u}{\partial r_{total}}. \tag{13}
\]
A correction is included to ensure numerical stability in regions with wake deficit velocity gradients close to zero. Because the total mean velocity gradient according eq. (11) never approaches zero, numerical instabilities occur in the scaling of the eddy viscosity, as the last term of eq. (12) approaches infinity. This is solved by the application of a Wiener filter, \[21\]
\[
\frac{\partial u}{\partial r_{DW}} \approx \frac{\partial u^2}{\partial r_{DW} + k_{wiener}}. \tag{14}
\]
where \( \frac{\partial u}{\partial r_{DW}} \) is the azimuthally average wake deficit gradient and \( k_{wiener} \) is the Wiener constant. The value of the Wiener constant is selected based on the size of the atmospheric shear and the radial resolution of the DWM model, \( \Delta r_{DW} \). These properties are used to define the constant as they represent the magnitude of the nominator and the discretization error of the wake deficit gradient, which both influence the sensitivity of the eddy viscosity scaling factor
\[
k_{wiener} = 2 \frac{\partial u}{\partial r_{ABL}} \cdot \Delta r_{DW}^2. \tag{15}
\]
The effect of the proposed corrections on wake turbulence in a simulation run with a wind speed of 8 m/s and turbulence intensity of 14% is shown in figures 6 and 7. Figure 6 shows the local amplification of the turbulent stress given by second term of eq. 13. As described above, the turbulent stresses are not scaled at locations where the wake deficit gradients are larger than the atmospheric gradient. This is shown in the figure by the dark core in the majority of the wake region for the first 12D downstream of the rotor. The atmospheric shear correction influences the turbulent stresses close to the centre axis of the wake and outside the wake shear layer relatively close to the rotor. As the wake deficit recovers and the strain-rate caused by the wake is reduced, an effect on the turbulent stresses near occurs throughout the whole wake deficit. The effect of the atmospheric shear correction on the turbulent stresses is shown in figure 7. The averaging is carried out from the centre of the wake to 3 D in radial direction. The effect of atmospheric shear on the turbulence level is small over the first 5 D downstream of the turbine. At 5 D, it starts to increase, reaching about 30% to 100% higher average turbulent stress levels in the region from 15 D to 40 D.

The computational time to find the wake deficit in the DWM model increases by \( \sim 15\% \) by including the atmospheric shear contribution, from 2.25 to 2.64 seconds, when calculating the flow field over the first 15 D on a standard laptop. As the DWM model is designed to be used
with aero-elastic software, this increase in computational time is negligible compared to the time consumed by the aero-elastic software.

\( \frac{du}{dr_{Total}} \)

**Figure 6**, the local amplification of turbulent stresses caused by the atmospheric shear contribution, given by the second term of eq. (12) (i.e. \( \frac{du}{dr_{Total}} \)), as a function of radial and downstream position. The x-axis of the figure lies on the centreline of the wake. The ambient wind speed for the displayed case is 8 m/s and the turbulence intensity is 14%.

**Figure 7**, the normalized turbulent shear stress level, spatially averaged over the wake from the centre of the wake to 3 \( D \) in radial direction, as found by the unmodified DWM model (dashed blue line) and the shear corrected DWM model (solid black line) as a function of downstream position. The overbar operator refers to time averaging for the Reynolds stresses.

**DWM calibration**

After the atmospheric shear contribution to the turbulence stresses is implemented in the DWM model, a recalibration is required. This recalibration ensures that the newly implemented correction actually provides a better fit to higher-order CFD AL models (i.e., that more physics is captured), and to find the appropriate values for the model coefficients and the upstream boundary condition scaling parameters. The basis of the calibration is to minimize the average standard error (STE) of the DWM flow field compared to results extracted from EllipSys3D AL simulations. The reason that the DWM model is calibrated to the EllipSys3D AL results, and not the OpenFOAM AL model, is that data from the EllipSys3D AL simulations are available in
planes covering the whole cross-section of the wake. Having planes of the data covering the wake cross-section enables calibration of the wake deficit formulation in the DWM model to be conducted in the MFoR, thus removing the influence of wake meandering. This procedure is described in Keck et al. [17]. The STE is defined as the standard deviation in mean velocity between the actuator line and the DWM models

\[
STE = \sqrt{\frac{1}{n_c} \sum_{c=1}^{n_c} \frac{1}{n_{c,d}} \sum_{d=1}^{n_{c,d}} \left( \frac{1}{n_{c,d,r}} \sum_{r=1}^{n_{c,d,r}} \left( \bar{U}_{c,d,r} - \bar{U}_{c,d,r}^{DWM} \right)^2 \right)}
\]

(16)

where the indexes \( c, d, \) and \( r \) correspond to cases (i.e., variations in inflow conditions), downstream distance and radial position, respectively. The constants, \( n_c, n_{c,d}, \) and \( n_{c,d,r} \) represent the number of cases, number of cross sections, and number of data points per cross section, respectively. In this calibration, the constants are equal to six flow cases (wind speeds of 6 m/s and 10 m/s, turbulence intensities of 6%, 10% and 14%), five cross-sections for each case (3, 4.5, 6, 7.5, and 9 D behind the rotor) and 80 points per cross section (radial coordinates from the rotor centre to 1.6 R). The calibration is carried out in three steps, all based on the gradient-based simplex method of Lagarias et al. [23], which is also outlined in the Matlab User Guide [24].

**Step 1: Calibrate the boundary condition**

The DWM inlet boundary condition is calibrated to yield a velocity field as close as possible to the Ellipsys3D AL mean velocity field at 3 D behind the rotor. As discussed earlier, this is necessary in order to account for the effects of the omitted pressure gradient on the wake deficit development in the DWM model. The pressure gradient effects (expanding and reducing the velocity of the initial deficit caused by turbine induction) are captured by the scaled inlet boundary condition. The boundary condition is, therefore, a function of four model parameters: the inlet deficit modification parameters \( f_U \) and \( f_R \), along with the eddy viscosity constants and the filter functions from 0–3 D, \( k_1 F_1, 0-3D \) and \( k_2 F_2, 0-3D \).

**Step 2: Calibrate filter functions \( F_2 \)**

The \( F_2 \) filter function is included in the DWM model to govern the development of turbulence generated by the wake shear layer. Such a function is required, as the turbulence closure of the DWM model is a zero-equation eddy viscosity model. Because no transport equation is modelled, the turbulence is calculated based on the local mean flow gradient. The mean flow field over the rotor changes very abruptly, and steep mean flow gradients are created very close to the turbine. The turbulence, on the other hand, requires distance to reach equilibrium with the mean flow. In many cases, this is on the order of 6 to 10 D downstream of the turbine. This effect is captured by the \( F_2 \) function. The \( F_1 \) function is related to the treatment of the pressure field in the boundary conditions of the DWM model. The pressure field recovers in the first two rotor diameters downstream of the turbine. Therefore, no additional calibration is made to the \( F_1 \) function (see eq. (17)), which is assumed to follow the suggestion given in Madsen et al. [1].

The \( F_2 \) filter function is found by using the \( k_1 \), the \( f_U \) and \( f_R \) parameters from step 1, and running the simplex optimization to find the optimum value of \( k_2 F_2 \) at different downstream positions. The calibration is performed at 3, 4.5, 6, 7.5, and 9 D against single Ellipsys3D AL mean velocity cross sections. This yields the optimum value of \( k_2 F_2 \) at five locations in the wake. Since it is desired to have a smoothly increasing filter function that reaches unity in the far-wake, an \( F_2 \) filter function is constructed by fitting an exponential saturation function through the five points. The applied filter functions are given by eqs. (17) and (18), respectively, where \( x \) refers to the downstream position expressed in rotor diameters relative to the wake-emitting turbine. The \( F_1 \) filter function varies linearly from 0–1 over the first two diameters of flow to compensate for the boundary conditions treatment of the DWM model. The \( F_2 \) filter function consists of two parts; the first part is related to the boundary condition treatment, and the second part to the development of shear layer generated turbulence in the wake.
Step 3: Global calibration of $k_1, k_2, f_U$ and $f_R$

In this step, simplex optimization is performed on the four model parameters using the entire Ellipsys3D AL dataset with all cases and all cross sections, and also using the filter function found in step 2. The values $k_1, k_2, f_U$ and $f_R$ found previously, are used as initial conditions to the optimization algorithm. This step fine tunes these model parameters.

The STE with the atmospheric shear contribution to turbulence included is 5.3% smaller than for the existing DWM model, which is reduced from 0.017 to 0.016. This reduction is an indication that the atmospheric shear contribution does capture a relevant physical process of the wake dynamics and recovery.

Improved wake-added turbulence formulation

After including the contribution of the atmospheric shear gradient in the calculation of the turbulent shear stresses in the DWM deficit calculations, the far-wake stresses are maintained at realistic levels. This makes it possible to formulate an expression for wake-added turbulence, which is consistent with the simplified Navier-Stokes solution that govern the velocity deficit. We propose that after including the correction for atmospheric turbulence, the wake-added turbulence at a downstream rotor should be based on turbulent shear stresses used in the wake deficit calculations of the upstream, oncoming wake. This would result in a more realistic build-up of turbulence intensity over a row of turbines, compared to using the ambient turbulence intensity level to prescribe the wake evolution, as is the current standard method. The most straightforward method for coupling the wake turbulence of the upstream rotor to the inflow of the downstream rotor is through the turbulence stresses of the oncoming wake. This requires the turbulent stresses in the deficit calculation to be expressed as a local estimation of the turbulence intensity before being applied in the DWM calculations for the next rotor. This can be achieved by approximating the turbulent stresses in the normal direction based on the turbulent shear stresses using the relation,

\[
\overline{uw'} = u'_{rms}w'_{rms} \cdot C_{uw'}
\]  

(19)

where $C_{uw'}$ is the correlation coefficient between axial and radial velocity fluctuations, and $u'$ and $w'$ is the axial and radial fluctuations in the wake respectively. The over-bar denotes time averaging and the subscript rms refers to the root-mean-square of the fluctuating components over time. Rewriting the radial velocity fluctuations as,

\[
w'_{rms} = \frac{w'_{rms}}{u'_{rms}} u'_{rms}
\]  

(20)

inserting eq. (20) into eq. (19) and rearranging the terms yields,

\[
\overline{uw'} = u'_{rms} \cdot u'_{rms} \cdot \frac{w'_{rms}}{u'_{rms}} \cdot C_{uw'}.
\]  

(21)

By using the fact that the axial fluctuations are perfectly correlated with themselves (i.e. $u'_{rms}u'_{rms} = \overline{uu'}$), eq. (21) can be arranged to estimate the streamwise component of the Reynolds stress as,

\[
\overline{uu'} = \frac{1}{C_{uw'}(w'_{rms}/u'_{rms})} \cdot \overline{uw'}.
\]  

(22)
The correlation coefficient, $C_{u'u'}$, and the ratio of wake generated turbulence is different compared to atmospheric turbulence due to the higher degree of isotropy and short turbulent length scale. In this work, these properties have been given the values of 0.3 and unity, respectively, based on the findings of Larsen et al. [25]. Inserting the dimensionless DWM shear stresses into eq. (22) and taking the square root yields an approximation of the turbulence intensity in the DWM model (left term under the max-operator in eq. (23)). As the output of eq. (23) will be used to estimate the turbulence at downstream rotors in a FFoR, a correction is included to ensure that the turbulence intensity in the wake region always assumes a value that is equal or greater than the ambient turbulence intensity ($T_{I_{amb}}$). This correction is required for two reasons: 1) to remove regions of low turbulence in the wake deficit (these exist at the wake axis due to symmetry effects on the mean gradient), and 2) to set the ambient turbulence value at all computational nodes outside of the wake deficit (where the deficit model does not contain any turbulent stresses) before adding the effect of wake meandering to find the turbulence at a downstream turbine. The effect of this correction can be seen in figures 8 and 9.

$$T_{I_{DWM MFoR}} = \max \left( \frac{1}{C_{u'u'}(w'_{\text{rms}}/u'_{\text{rms}})} \cdot T_{\text{stress DWM}}, T_{I_{amb}} \right).$$  \hfill (23)

Eq. (23) yields a local value of wake turbulence intensity for each computational node in the DWM domain, $T_{I_{DWM MFoR}}$. The DWM deficit module outputs the wind speed (eq. (1)) and turbulence distribution (eq. (23)) in the MFoR (i.e., without any large-scale movements). The meandering can be viewed as a series of wake segments in which the wake centre has a stochastic offset in lateral and vertical direction according to some statistical distribution. If this distribution of the meandering is known, it is possible to calculate the average wind field and turbulence intensity at the downstream rotor by calculating the convolution between the deficit (both wind speed and variance, i.e. the square of $T_{I_{DWM MFoR}}$ from eq. (23)) in MFoR and the distribution of the wake centre in the vertical and lateral direction due to wake meandering as follows

$$\theta_{DWM FFoR} = \iint \theta(y - y_m, z - z_m)_{DWM MFoR} \cdot PDF_m(y_m, z_m) \, dy_m \, dz_m.$$  \hfill (24)

In this equation, $\theta$ represents the wind speed or variance distribution in the MFoR; $y_m$ and $z_m$ are the local coordinates in the MFoR; and PDF$_m$ is the probability density function for the meandering distribution. In this work, a Gaussian distribution is used to describe the meandering of the wake deficit. The standard deviation of the wake deficit location in lateral and vertical direction is extracted from Ellipsys3D AL calculations, where the wake centre is taken to be the centre of gravity of the wake deficit in a plane perpendicular to the mean flow. The subscripts FFoR and MFoR refer to the fixed and meandering frame of reference. Eq. (24) results in a wind speed and variance distribution in FFoR.

Using the DWM model to conduct simulations over a row of wind turbines, the flow field in FFoR is used to find the turbulence intensity and velocity distribution to apply as "ambient conditions" at the downstream rotor. However, as the deficit calculation of the DWM model is based on an axisymmetric formulation, the flow field in FFoR needs to be transformed using eqs. (25) and (26), before it can be applied as boundary conditions at the subsequent rotor. The input velocity field to the wake-affected turbine is a function of radial coordinate ($r$), whereas the input turbulence intensity is a single number representing the mean value over a cross section of the wake (due to the eddy viscosity model, it is nontrivial to couple the turbulence distribution in the oncoming wake to the subsequent wake deficit evolution).

$$U_{\text{axisym}}(r) = \frac{1}{2\pi a} \int_0^{2\pi} \int_{r-a}^{r+a} U_{DWM FFoR}(y_{WTG} + r \cos(\alpha), z_{WTG} + r \sin(\alpha)) \, dr \, d\alpha$$  \hfill (25)

$$T_{I_{WTG}} = \frac{1}{2\pi a} \int_0^{2\pi} \int_0^{R_w} T_{I_{DWM FFoR}}^2(y_{WTG} + r \cos(\alpha), z_{WTG} + r \sin(\alpha)) \, dr \, d\alpha$$  \hfill (26)
\( R_w \) is the initial width of the wake deficit in the DWM model and is calculated by eq. (5) by applying the rotor radius as \( r_{rot} \) value. The mean turbulence intensity level given by eq. (26) represents the mean turbulence intensity in the scales that affect the wake deficit evolution (roughly corresponding to eddies smaller than 2 D, according to Larsen et al. [4]). This is, therefore, the appropriate value to use when coupling the turbulence intensity of the wake to the downstream evolution of the wake-affected wind turbine. However, to find the total turbulence intensity at the downstream turbine (in FFoR), which is relevant to loads or when comparing to reference data, a contribution that is caused by the meandering of the mean velocity deficit needs to be included. This is referred to as the “apparent turbulence intensity”,

\[
T_{IM}(y, z) = \sqrt{\int \int (U(y - y_m, z - z_m)_{MFO} - U_{FFoR}(y, z))^2 \cdot PDF_m(y_m, z_m) \, dy_m \, dz_m}
\]  

(27)

where the first term can be thought of as the distribution of wind speeds at location “\( y, z \)” due to the meandering deficit and the second term represents the mean wind speed in FFoR. The contribution of eq. (24) and (27) can be considered as independent because of the split in scales, which means that the total turbulence intensity in FFoR can be found by eq. (24):

\[
T_{I_{tot\,FFoR}} = \sqrt{T_{I_{M}}^2 + T_{I_{DWM\,FFoR}}^2}
\]

(28)

A method for applying the DWM model to a row of wind turbines
An investigation using the DWM model, including the new formulation for atmospheric shear contribution and wake-added turbulence, was conducted for a case of eight turbines aligned with the wind direction. The goal of the investigation was to quantify the effect of the DWM model improvements on the power prediction along a row of turbines.

The first rotor experiences the ambient wind speed and turbulence intensity. For the downstream turbines, new inflow conditions need to be calculated using eqs. (24–26), and will include the wake deficit, wake meandering and an increased small-scale turbulence level. The resulting inflow conditions will be a function of the upstream turbine’s operational characteristics, the ambient conditions, and the distance between the turbines.

The mean wind speed and turbulence intensity, eqs. (25) and (26), are used to find the appropriate induction and turbulent mixing in the eddy viscosity model for the downstream rotors. The mean wind speed as a function of radial position, given by eq. (25), is also used to keep track of the mean flow field over the entire row of turbines. The induction of the turbine (including the scaling of the deficit by \( f_U \) and \( f_R \) according to the DWM boundary condition according to eq. (4) and (5)) is linearly superimposed onto the oncoming averaged wind field. The resulting flow field is used as the inlet boundary condition in the DWM model deficit calculation, and is thus a combination of the incoming non-uniform wind and turbine induction. The same procedure is used at the subsequent rotors in the row.

Using this method, both the reduction in mean wind and the increase in turbulence intensity are being built up over the row of turbines. It is, however, assumed that the scale of the increased turbulence in the wake deficit is sufficiently small to avoid affecting the large-scale wake meandering. Therefore, the meandering statistics are not changed over the row of turbines, and are maintained based on the larger scale fluctuations in the ambient winds for all turbines in the row.

The implementation of the DWM model used to investigate the effects of the atmospheric shear contribution to turbulence and the build-up of turbulence over a row of turbines is not coupled to an aero-elastic software. Therefore, power is estimated directly from the oncoming flow field. Because the instantaneous power production is a function of the cube of the local wind speed (below rated power), the time averaged wind speed field cannot be used directly for power estimations. To account for dynamic effects on power production due to partial wake operations
caused by meandering, or the wind direction not being perpendicular to the row of turbines, a separate velocity field for power estimation is calculated using the equation

\[ U_{\text{power FFoR}} = \sqrt[3]{\iint U^3(\mathbf{y} - \mathbf{y}_m, z - z_m) \, \text{DFoR} \cdot \text{PDF}_m(\mathbf{y}_m, z_m) \, dy_m \, dz_m}, \]  

(29)

where again \( y - y_m \) and \( z - z_m \) are the local coordinates in the MFFoR and \( \text{PDF}_m \) is the probability density function for the meandering distribution. \( U_{\text{power FFoR}} \) is the cube root of the mean value of the cube of the wind speed field in the FFoR. When this quantity is applied for power estimation, the effect that instantaneous power production is based on the local wind speed to the power of three is captured. By applying \( U_{\text{power FFoR}} \) in eq. (25) an expression for the velocity field for power estimation as a function of radial position, \( U_{\text{power}}(r) \), is found. The power production of the turbines may then be estimated using the equation,

\[ P_{\text{WTG}} = \int_0^R \left\{ \left( 4a(r) \cdot (1 - a(r))^2 \right) \cdot \frac{1}{2} U_{\text{power}}^2(r) \cdot U_{\text{power}}(r) \right\} \cdot f_{\text{mek}} \cdot 2\pi r \, dr \]  

(30)

where \( a(r) \) is the azimuthally averaged rotor induction. The first term under the integration is an estimation of the coefficient of power, \( C_p \), followed by the kinetic energy per unit mass at the rotor, mass flow, and a factor for system losses from mechanical power to electricity (\( f_{\text{mek}} \) is estimated to be 0.9). Note that \( a(r) \) refers to the average turbine induction and is not scaled by \( f_U \) and \( f_R \), as in the DWM model boundary condition.

Results and Discussion

Validation of wake turbulence based on DWM model-predicted Reynolds stress

The method described by eqs. (19–23) for estimating the turbulence intensity in the wake of the DWM model based on the turbulent stresses is validated by comparing the mean turbulence intensity in the wake as a function of downstream distance to the Ellpisys3D AL model calculations of Keck et al. [17]. Because the DWM model deficit equation is designed to handle the wake deficit development without meandering, it is compared to AL data in the MFFoR, (i.e. following the centre position of the wake deficit).

In the first analysis, the turbulence intensity found by eq. (23) was investigated without including the correction to ensure that the local turbulence intensity is always equal to or larger than the ambient turbulence intensity (i.e., using only the left term under the max operator of eq. (23)). This term represents the turbulent stresses that act on the wake deficit in the DWM model. The results in figure 8 show the mean turbulence intensity over a cross section of the wake as a function of downstream distance.

Figure 8 shows the effect of including the ABL shear contribution in the eddy viscosity calculation of the DWM wake deficit for three different ambient turbulence intensities: 6% (A), 10% (B) and 14% (C). All cases conducted for a single wind turbine with a rotor diameter of 80 m, operating in neutral stratification with a mean wind speed of 8 m/s. The figure show that the inclusion of the ABL shear contribution results in a higher mean turbulence level in the wake of the DWM model, relative to the unmodified DWM model. The effect is larger for higher turbulence intensity as the ABL shear gradient increases with turbulence intensity under neutral stratification. Compared to the unmodified DWM version, the turbulence predictions of the modified DWM model agree better with the AL reference data. The largest improvements are seen in the far-wake region (where the wake deficit shear is small) and the effect increase with increasing ambient turbulence intensity (as the ABL shear increases). The modified DWM model slightly over-predicts the turbulence intensity between 4 and 6 D behind the rotor. The over-prediction is on the order of 0.5–1.0 percentage points (pp, i.e. \( \Delta TI \)). The far-wake turbulence agrees well for the 6% and 10% cases (A and B), but is underpredicted for the 14% case (C). At 10–12 D, the turbulence intensity of the 14% case is underpredicted by \( \sim 2.5 \)pp.
Figure 8a-c, the effect of the atmospheric shear correction on the mean turbulence intensity of wake in the meandering frame of reference as function of downstream distance from the wake-emitting turbine and ambient turbulence intensity. The wake turbulence evolution of the DWM models is compared to that of the EllipSys3D AL model for a turbine operating in ambient turbulence intensities of 6% (A), 10% (B) and 14% (C).

As mentioned earlier, before coupling the turbulence intensity estimation to calculate the average turbulence intensity at the downstream turbine, the low turbulence regions are corrected by the ambient turbulence intensity (right term of eq. (23)). These low turbulence intensity regions in the DWM model exist at a location where the velocity gradient of the deficit is close to zero. The turbulence in these regions will become low, as there is no transport equation for turbulent stresses in the DWM model, and the ABL shear correction will not have full effect due to a Wiener filter (included for numerical stability). To avoid having these effects influence the intra-turbine wake turbulence coupling, eq. (23) ensures that the minimum wake turbulence is equal to the ambient turbulence intensity level. Applying this correction yields the results presented in figure 9 for the modified DWM model. The main difference occurs in the far-wake region at high turbulence intensities, where the deviations are significantly smaller than in figure 8, and allows for a more realistic coupling of turbulence intensity to the downstream turbines.

Figure 9, the DWM (dashed lines) and the EllipSys3D AL (solid lines) model-predicted turbulence intensity in the meandering frame of reference as a function of downstream distance from the wind turbine.

The effect of the proposed DWM model improvements
The influence of the proposed atmospheric shear contribution and turbulence build-up is examined by simulating flow through a row of eight wind turbines. The wind speed is 8 m/s, the
turbulence intensity is 6% and the mean flow direction is along the row of turbines. We studied two different turbine spacings: 6D and 10 D.

Figure 10 shows the effect on power output of the individual turbines as the various effects in the DWM model are enabled and disabled. By comparing the power output for the row of turbines when all DWM effects are enabled (black solid lines) to the output if turbulence build-up is not considered (dot-dashed black lines), it is apparent that the effect of turbulence build-up is sensitive to turbine spacing. At 6 D spacing, turbulence build-up has an effect on the wake loss that is twice as large as the effect of wake meandering, but with 10 D spacing, the effect is only about 55% of that caused by wake meandering. The effect on power caused by the atmospheric shear contribution to turbulence is about 5% and 20% of the effect of wake meandering at 6 D and 10 D, respectively. Compared to the total power losses due to wake effects of the unmodified DWM model, the inclusion of wake-added turbulence and turbulence build-up over the row of turbines reduced the predicted wake losses by 9% for the 6 D case and 6% for the 10 D case. The atmospheric shear contribution to turbulence in the DWM model further reduced the power loss by about 0.8% at 6 D spacing and 1.5% for the 10 D case.

Figure 10a and b, illustrates the individual effect of the DWM model functionalities by showing the predicted power output of eight wind turbines operating in a row aligned with the mean wind direction at 6 D (A) and 10 D (B) spacings with various effects enabled.

Table 1, the development of turbulence intensity and wind speed over the row of wind turbines with the proposed atmospheric shear effect and wake turbulence build-up. The ambient conditions for both cases were 8 m/s wind speed and 6% turbulence intensity.

<table>
<thead>
<tr>
<th>WTG 1</th>
<th>WTG 2</th>
<th>WTG 3</th>
<th>WTG 4</th>
<th>WTG 5</th>
<th>WTG 6</th>
<th>WTG 7</th>
<th>WTG 8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mean wind speed [m/s]</strong></td>
<td>8.00</td>
<td>5.90</td>
<td>6.00</td>
<td>6.00</td>
<td>5.97</td>
<td>5.95</td>
<td>5.95</td>
</tr>
<tr>
<td>6D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10D</td>
<td>8.00</td>
<td>6.65</td>
<td>6.62</td>
<td>6.57</td>
<td>6.55</td>
<td>6.54</td>
<td>6.54</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>WTG 1</th>
<th>WTG 2</th>
<th>WTG 3</th>
<th>WTG 4</th>
<th>WTG 5</th>
<th>WTG 6</th>
<th>WTG 7</th>
<th>WTG 8</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Turbulence intensity [%]</strong></td>
<td>6.0</td>
<td>12.1</td>
<td>13.4</td>
<td>13.9</td>
<td>14.3</td>
<td>14.5</td>
<td>14.6</td>
</tr>
<tr>
<td>6D</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10D</td>
<td>6.0</td>
<td>9.7</td>
<td>10.1</td>
<td>10.3</td>
<td>10.4</td>
<td>10.5</td>
<td>10.6</td>
</tr>
</tbody>
</table>

These findings show that the proposed DWM model improvements have significant effects on the DWM deficit development. They not only influence the wake turbulence (which is the direct effect), but they also affect the mean wind speed and thereby power predictions. Table 1 shows the development of turbulence intensity and wind speed along the rows for the two presented
cases. The results suggest that an equilibrium wind speed is reached already at the second or third turbine inside the park. The turbulence requires much longer to become fully developed, and an equilibrium value is not reached before the fifth or sixth turbine. This suggests that an approach in which only the nearest upstream wake deficit affects a given turbine might be an acceptable simplification. However, for an accurate turbulence representation, the influence of more upstream wakes should be considered.

Lillgrund wind farm

The performance of the suggested DWM improvements are tested against field data and OpenFOAM AL results for the offshore Lillgrund wind farm. The power production of the Lillgrund wind farm is estimated by both the unmodified and the modified DWM models and compared to the field data presented by Dahlberg [26] and the OpenFOAM simulations of Churchfield et al. [27]. The wind speed and turbulence fields of the DWM models were compared to the OpenFOAM data, and agreement between the two models was evaluated by using eq. (16).

To simulate the Lillgrund wind farm with the DWM model, the rotor induction for the turbines is required. Since this information is not publicly available, an approximate rotor description was developed based on the publically available power curve and blade profile family. This rotor description is used in the OpenFOAM AL simulation of the wind farm. The induction vector used in the DWM model for the Lillgrund turbines is based on the time-averaged velocity field at the rotors in the OpenFOAM simulation. First, the velocity field at the rotor is time-averaged and transformed from the Cartesian grid to a vector of axisymmetric values. Then, the azimuthally averaged induction vectors required by the DWM model are found by dividing the axisymmetric velocity vector at the rotor by the oncoming wind speed. For the first rotor, the ambient wind speed is used. For the wake-affected turbines, the oncoming wind speed is found by running a DWM simulation for a single rotor, and calculating the mean wind speed at the location of the downstream turbine using eqs. (21) and (22).

The layout of the Lillgrund wind farm is shown in figure 11a. The analysis presented in this article is performed for rows B (turbines 15–8) and D (turbines 30–24). Row B contains eight wind turbines that are equidistantly spaced 4.4 D apart. Row D contains seven wind turbines separated by 4.4 D; however, the turbine that would have been the fourth in this row was omitted from the actual wind farm because the water depth is too shallow to allow access by construction boats, so there is an 8.8-D gap between turbines 28 and 27.

![Figure 11a and b, layout of Lillgrund wind farm (A), and mean wind speed distribution from the OpenFOAM simulation at a hub height of 65 m (B).](image)

The simulations are run in a neutral atmosphere (although there is a stable capping inversion at roughly 800 m above the surface), with a mean wind speed of 9 m/s and a turbulence intensity of 6.2%. The mean flow direction is perpendicular to the rows. The OpenFOAM data is based
on a full-scale simulation of the entire wind farm. The duration of the AL simulation is a trade-off between computational cost and uncertainty in the resulting flow field. As a “standard” AL simulation over the wind farm requires on the order of 500,000 CPU-hours to simulate the flow field for a 10 minute period, the simulations times were required to be kept around 10 minutes to maintain acceptable time consumption with the computational resources available. As shown in figure 11b, a consequence of the relatively short simulation time is that the average wind speed approaching the turbines was not entirely uniform in the whole domain. In the figure, streaks of lower (higher) mean wind speed are seen as lighter (darker) areas. An example of a low-velocity streak that could have some influence on the results is hitting turbine 15 (i.e., the first turbine of row B). This inhomogeneity of the incoming flow field should be seen as a source of uncertainty on the order of 0.165 m/s in terms of wind speed and 0.53pp in terms of turbulence intensity. This corresponds to the spatial standard deviation of the average wind speed and turbulence intensity upstream of the wind farm.

A second term of uncertainty due to the short averaging time is the misalignment of the wake deficits, relative to the mean wind direction, due to the stochastic wake meandering, see figure 12. This uncertainty component, \( \sigma_{\text{misalignment}} \), is estimated using eq. (31),

\[
\sigma_{\text{misalignment}} = \frac{\sigma_M}{\sqrt{n}} \tag{31}
\]

where \( n \) is the number of independent samples of wake centre position, \( \sigma_M \) is the wake meandering given as the standard deviation of the wake centre position, and \( \frac{\partial \theta}{\partial r} \) is the radial gradient of the studied parameter (for this application axial velocity or turbulence intensity). An estimation of the uncertainty is obtained by assuming: 1) 100 independent samples of wake centre position over the 10 minute simulations, 2) a representative standard deviation of the wake centre position equal to 11.2 meters (based on simulations by Keck et al. [17]), 3) a wake velocity gradient of 0.06 m/s per m and turbulence intensity gradient of 0.25 pp per meter. Applying these numbers is eq. (31) yields an uncertainty of 0.067 m/s in terms of wind speed and 0.28pp in terms of turbulence intensity. However, the average wake deficit and turbulence profiles due to the turbines are still on an order of magnitude larger than the combined uncertainty caused by the low averaging time, which allowed for a high-quality comparative analysis.

The uncertainty in terms of power production is based on the combined root-square sum (RSS) of the abovementioned sources of uncertainties in wind speed (which is equal to 0.178 m/s). The uncertainty in the power production is estimated as the ratio of power production based on the mean wind plus the combined uncertainty of the wind speed, to power production based on the mean wind speed alone. This yielded an uncertainty in power production of 6%.

By comparing the power production estimates presented in figure 13, we see that the unmodified DWM model (red lines) predicts lower power production under multiple wake
conditions compared to the modified DWM model (black lines). This prediction is expected, as the turbulence build-up in the modified DWM model will lead to a faster wake recovery. Compared to the OpenFOAM AL model (green lines) and the field data (blue lines), the unmodified DWM model underpredicts power production of the row of turbines.

![Figure 13a and b, power production of the wake-affected turbines at row B (A) and D (B) at the Lillgrund wind farm. The green lines are OpenFOAM results, blue lines are field data, and black and red lines are the DWM prediction with the modified and unmodified versions, respectively.](image)

In general, the power prediction made by the modified DWM model agrees with the OpenFOAM AL model and the field data. The main deviation seen is the power estimation for the fourth turbine in row D, i.e., the turbine with a larger separation to the upstream turbine, where the DWM model increases slightly more than the OpenFOAM AL model and the field data. We also see that both the modified DWM model and the OpenFOAM AL model overpredict power production for the last three turbines in the rows, compared to the field data. A likely explanation for these deviations is that the field data contain some effect that is not included in the numerical simulations. The DWM model code was run with the same input as the OpenFOAM simulation, which was a neutrally stratified atmosphere with a wind speed of 9.0 m/s and a turbulence intensity of 6.2%. Although the simulations matched the observed average inflow wind speed and turbulence intensity for this wind direction, the difference in predictions for the rear of the wind farm may be caused by the fact that the field data was collected over many months. Over that time period, there was undoubtedly a range of atmospheric stability and wind speed, unlike in the fixed condition simulations. This range may affect the wake propagation and power production. The field data is only binned by wind direction at the first turbine and wind speeds outside of the turbines’ region 2 (in which wake effects are maximum) are not included in the average.

Table 2 gives a quantitative analysis of the differences in mean wind speed and turbulence intensity distribution over the two rows of turbines. The table shows the STE between the OpenFOAM AL model and the DWM models calculated based on the mean flow field according to eq. (16). The values in the table are based on a single case of ambient conditions: wind speed of 9 m/s and turbulence intensity of 6.2%. For all turbines, data were collected at the cross sections located 3 and 4 D downstream of the rotor, apart from turbine 3 in row D (i.e., turbine 28 in figure 11a) where data were collected at 3, 4, 5, 6, 7, and 8 D behind the rotor. This is due to the longer undisturbed wake evolution of turbine 28. The data at used in the flow field analysis were collected from along a lateral line at hub height at each cross section. The line was 3.2 D of length, oriented perpendicular to the mean flow direction and centred on the axis of the turbine (thus extending 1.6 D in lateral direction from the mean wake centre).
Table 2, the STE in terms of mean wind speed and turbulence intensity level as a function of turbine position for the modified DWM and unmodified DWM models compared to the OpenFOAM AL model. The values are found using eq. (16) and the analysis is carried out for row B (left table) and D (right table).

<table>
<thead>
<tr>
<th></th>
<th>STE WS unmod DWM (m/s)</th>
<th>STE TI unmod DWM [%]</th>
<th>STE WS mod DWM (m/s)</th>
<th>STE TI mod DWM [%]</th>
<th></th>
<th>STE WS unmod DWM (m/s)</th>
<th>STE TI unmod DWM [%]</th>
<th>STE WS mod DWM (m/s)</th>
<th>STE TI mod DWM [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>WTG 1</td>
<td>0.38</td>
<td>2.11</td>
<td>0.38</td>
<td>2.11</td>
<td>WTG 1</td>
<td>0.60</td>
<td>2.10</td>
<td>0.60</td>
<td>2.15</td>
</tr>
<tr>
<td>WTG 2</td>
<td>0.51</td>
<td>2.39</td>
<td>0.46</td>
<td>1.81</td>
<td>WTG 2</td>
<td>0.46</td>
<td>1.70</td>
<td>0.43</td>
<td>1.28</td>
</tr>
<tr>
<td>WTG 3</td>
<td>0.63</td>
<td>2.88</td>
<td>0.40</td>
<td>1.93</td>
<td>WTG 3</td>
<td>0.20</td>
<td>1.54</td>
<td>0.17</td>
<td>1.05</td>
</tr>
<tr>
<td>WTG 4</td>
<td>0.69</td>
<td>3.48</td>
<td>0.47</td>
<td>2.21</td>
<td>WTG 4</td>
<td>0.55</td>
<td>2.67</td>
<td>0.40</td>
<td>1.50</td>
</tr>
<tr>
<td>WTG 5</td>
<td>0.80</td>
<td>3.41</td>
<td>0.48</td>
<td>1.78</td>
<td>WTG 5</td>
<td>0.65</td>
<td>3.01</td>
<td>0.43</td>
<td>1.35</td>
</tr>
<tr>
<td>WTG 6</td>
<td>0.86</td>
<td>2.80</td>
<td>0.55</td>
<td>2.02</td>
<td>WTG 6</td>
<td>0.71</td>
<td>3.62</td>
<td>0.44</td>
<td>1.70</td>
</tr>
<tr>
<td>WTG 7</td>
<td>0.98</td>
<td>3.23</td>
<td>0.69</td>
<td>1.80</td>
<td>WTG 7</td>
<td>0.68</td>
<td>3.38</td>
<td>0.32</td>
<td>1.88</td>
</tr>
<tr>
<td>WTG 8</td>
<td>1.02</td>
<td>4.24</td>
<td>0.61</td>
<td>1.18</td>
<td>Mean</td>
<td>0.73</td>
<td>3.07</td>
<td>0.51</td>
<td>1.86</td>
</tr>
</tbody>
</table>

The two leftmost columns in the tables are the STE between the OpenFOAM AL model and the unmodified DWM model, and the two rightmost columns represent the OpenFOAM AL results compared to the modified DWM model. The table shows that the STE, in terms of mean wind speed, is reduced from 0.73 m/s to 0.51 m/s for row B (31.1%), and 0.55 m/s to 0.40 m/s for row D (27.4%). The reduction in STE for turbulence intensity for row B is 3.07 pp to 1.86 pp (39.4%), and 2.58 pp to 1.59 pp (38.4%) for row D. Excluding the first turbine, the reduction in STE for waked turbines is found to be 31.8% for wind speed and 43.5% for turbulence intensity, by applying the proposed correction to the DWM model. The STE number should be evaluated with the uncertainty of the AL data in mind. As discussed earlier, the uncertainty of the AL simulations, which is caused by the relatively short simulation times, will increase the STE linearly. The uncertainty, 0.178 m/s and 0.60 pp for turbulence intensity, could therefore be considered to be the cause of ~39% of the discrepancies in wind speed profiles and ~35% for the turbulence intensity profiles over the rows of turbines.

Note that the STE for the modified DWM model does not increase significantly as a function of turbine position in the row. In fact, the combined STE of the first turbines is actually higher than the mean for the entire row, considering both wind speed and turbulence intensity. The unmodified DWM model has a clear trend of increasing STE numbers with turbine position. Furthermore, by comparing the STE of WTG3 in row D (i.e., the turbine with the longer undisturbed wake) to the STE of the other turbines, the DWM model agrees better with the AL model at larger downstream distances. The main reason for the increased agreement at downstream is that the gradients of the deficit are smaller, so the comparison is less sensitive to misalignment of the wake centre or difference in the wake width.

The improved agreement between the modified DWM model and the OpenFOAM AL model is also illustrated by showing the turbulence intensity, figure 14, and mean velocity, figure 15, at cross-sections located 2D, 3D and 4D downstream of turbine 1, 5 and 8 in row B of the Lillgrund wind farm. From the top row of panels (A, B and C), it can be seen that the suggested DWM modifications have little effect on the flow field in a single wake. This is due to the short distances and low turbulence intensity (6.2%), which means that the ABL shear correction has little effect, and since it is the first turbine of the row the turbulence build-up does not affect the solution.

The middle row of panels (D, E and F) shows that the DWM modification improves the agreement both in terms of wind speed and turbulence intensity when studying the wake after the fifth turbine. In terms of turbulence intensity, figure 14 shows that the unmodified DWM model (dashed red lines) under-predicts the turbulence in the wake centre and outside of the wake shear layer, but over-predicts turbulence intensity of the wake shear layer compared to the AL model. The modified DWM model (solid black lines) over-predicts the turbulence levels in the wake shear layer slightly more than the unmodified model, but overall captures the turbulence level outside of the "peaks" well. The average turbulence intensity level predicted by
the modified DWM model is therefore closer the AL model results. The middle row of figure 15, shows that the increased turbulence level of the modified DWM model results in a fast recovery, which is closer to that of the AL model. Both DWM implementations over-predict the depth of the deficit in the centre region, and under-predict the width of the wake deficit relative to the AL model results.

The bottom row of panels (G, H and I) shows the same that the same trends as previously discussed panels (D, E and F). The main differences are that both DWM implementations captures turbulence intensity of the wake shear layer better, and that both implementations over-predict the depth of the wake deficit slightly more after the eighth turbine.

It is worth noticing that the wind speed and turbulence fields of the DWM models, compared to the OpenFOAM AL flow fields, also agree fairly well at 2 D (panels A, D and G). This observation suggests that the pressure effects of the upstream rotor are small in that region, and that DWM could be valid down to 2 D. The STE at 2 D, however, is roughly four times larger than the STE at 3 D.

![Figure 14a - i, the lateral turbulence intensity distribution at hub height of the OpenFOAM model (blue lines), the modified (black lines) and unmodified (dashed red lines) DWM models. The presented data is extracted 2D (left column), 3D (middle column) and 4D (right column) behind the 1st (top row), 5th (middle row) and 8th (bottom row) over row B of the Lillgrund wind farm.](image)
Figure 15a-i, the lateral mean velocity distribution at hub height of the OpenFOAM model (blue lines), the modified (black lines) and unmodified (dashed red lines) DWM models. The presented data is extracted 2D (left column), 3D (middle column) and 4D (right column) behind the 1st (top row), 5th (middle row) and 8th (bottom row) over row B of the Lillgrund wind farm.

Conclusion

This article presents a method to include the effect of the vertical atmospheric wind shear in the wake deficit calculation of the dynamic wake meandering (DWM) model. The main motivation behind the development is that, without the influence of the atmospheric shear, the turbulent stresses used in the DWM model wake deficit diffusion term will be too low in the far-wake region because the wake deficit gradient alone does not yield the representative strain-rate of the local velocity field. As a consequence of the improved far-wake turbulence description, the investigators have also proposed a physically consistent method for modelling the evolution of turbulence over a row of wind turbines.

After investigating the effect on the mean wind field, turbulence distribution, and power predictions by the proposed modifications, we conclude that the build-up of wake-added turbulence over the row of turbines and, to a lesser extent, the atmospheric shear contribution to wake turbulence, are significant contributors to the wake recovery process.

The modified DWM model was calibrated based on results from the Ellipsys3D AL model. The calibration was performed by varying the DWM model coefficients, based on a simplex optimization algorithm, to achieve the best agreement between the mean velocity field of the DWM model and the Ellipsys3D AL model. The azimuthally averaged velocity field in cross sections located 3 rotor diameters (D), 4.5 D, 6 D, 7.5 D, and 9 D downstream of the turbine,
from cases with ambient wind speeds of 6 m/s and 10 m/s, and turbulence intensities of 6%, 10%, and 14%, were used in the calibration. The average normalized deviation between the resulting velocity fields of the two models for all tested cases and cross sections was 0.0162.

The performance of the modified DWM model was evaluated by comparing the results of the DWM models to the results of the OpenFOAM AL model. It was shown that using the modified DWM model resulted in a reduction of the STE between the DWM model and the OpenFOAM AL model. The reduced mean difference in wind speed was on the order of 30%, and the reduced mean difference in turbulence intensity was on the order of 40% for a row of eight turbines. It was also shown that the standard error (STE) in wind speed and turbulence intensity between the OpenFOAM AL model and the modified DWM model does not increase over a row of turbines compared to the STE seen for a single turbine.

With the proposed model correction, the DWM model now contains a physically consistent method for modelling the development of the wind speed and turbulence field as the wind flows through a row of turbines in a wind farm. As the flow field is physically modelled, the DWM model can be used to extract both loads and power estimations from the same model (this is a capability that other engineering models in the wind industry are lacking). This capability, as well as the fact that the computational speed of the DWM model is maintained at sufficiently low levels to enable design calculations, allows wind farm or wind turbine designers to optimize the performance of both power production and loads simultaneously. Ultimately, this could enable the development of a comprehensive wind farm design philosophy and better wind farm control algorithms.

References


IV: On Atmospheric Stability in the Dynamic Wake Meandering Model
On Atmospheric Stability in the Dynamic Wake Meandering Model

Rolf-Erik Keck¹,², Martin de Maré¹,², Matthew J. Churchfield³, Sang Lee³, Gunner Larsen² and Helge Aagaard Madsen²

¹ Rotor Systems, Vestas Wind Systems A/S, DK-4000 Roskilde, Denmark
² Wind Energy Department, Risø DTU National Laboratory for Sustainable Energy, DK-4000 Roskilde, Denmark
³ National Renewable Energy Laboratory, 15013 Denver West Parkway, Golden, CO 80401 USA

Corresponding author:
Rolf-Erik Keck – rolf.keck@gmail.com

Abstract

The present study investigates a new approach for capturing the effects of atmospheric stability on wind turbine wake evolution and wake meandering using the dynamic wake meandering model. The most notable impact of atmospheric stability on the wind is the changes in length and velocity scales of the atmospheric turbulence. The length and velocity scales in the turbulence are largely responsible for the way in which wind turbine wakes meander as they convect downstream. The hypothesis of the present work is that appropriate turbulence scales can be extracted from the oncoming atmospheric turbulence spectra and applied to the dynamic wake meandering model to capture the correct wake meandering behaviour. The ambient turbulence in all stability classes is generated using the Mann turbulence model, where the effects of non-neutral atmospheric stability are approximated by the selection of input parameters.

In order to isolate the effect of atmospheric stability, simulations of neutral and unstable atmospheric boundary layers using large-eddy simulation are performed at the same streamwise turbulence intensity level. The turbulence intensity is kept constant by calibrating the surface roughness in the computational domain. The changes in the turbulent length scales due to the various atmospheric stability states impact the wake meandering characteristics and thus the power generation by the individual turbines.

The proposed method is compared with results from both large-eddy simulation coupled with an actuator line model and field measurements where generally good agreement is found with respect to the velocity, turbulence intensity, and power predictions.

Introduction

The dynamic wake meandering (DWM) model is a low-fidelity wind turbine wake model which was first developed at Risø DTU in 2003 (Madsen et al. [1, 2] and Larsen et al. [3]). The objective of the DWM model is to capture the large-scale meandering motion of the wake deficit as it convects downstream and predict the resulting wind turbine loads and power production, with a computational cost significantly lower than computational fluid dynamics (CFD). The wake deficit development and its meandering motions have been identified through field observations as the dominant factors in the production of wind turbine fatigue loads. An important observation is that large-scale movements of the wake deficit affect the loads of a wind turbine differently than small-scale turbulence. This implies that describing the wake turbulence with a single turbulence intensity parameter, as in the case of the Frandsen model [4], is not sufficient to accurately account for the effects of wake operations on a wind turbine.
In the DWM model, this effect is captured by assuming a split in turbulence scales in which the small-scales affecting the wake deficit evolution can be treated independently from the large turbulent scales that drive the meandering of the wake. Larsen et al. [3] provide a thorough description of the wake meandering method in the DWM, and propose a “cut-off eddy size,” which distinguishes the small-scale turbulence (affecting the wake deficit evolution) from the large-scale turbulence (governing the wake meandering) of two rotor diameters. The meandering approach is validated with measurement data from the Tellus rotor (Bingöl et al. [5] and Trujillo et al. [6]). The wake meandering motion was measured using a LIDAR unit mounted on top of the nacelle.

The wake deficit model implemented in the DWM is based on the work of Ainslie [7, 8]. Ainslie applied a thin shear layer approximation of the Navier-Stokes (N-S) equations in which the turbulent closure is a simple eddy viscosity formulation. This method predicts the mean wake flow behind a wind turbine. Recently, an improved eddy viscosity model was proposed by Keck et al. [9], where a two-dimensional eddy viscosity model was included in the DWM model to better represent the radial distribution of the turbulent energy.

The DWM model also includes an expression to account for wake-added turbulence, turbulence created in the wake shear layer that is in addition to the ambient turbulence. Madsen et al. [10] implemented a wake-added turbulence formulation based on the local depth and the radial gradient of the wake deficit. While this correction well accounts for additional mechanical loads caused by the small-scale turbulence, it is not coupled to the wake deficit evolution and does not affect the development of the wakes of downstream rotors. An alternative method to capture wake-added turbulence is described by Keck et al. [11], where the turbulent stresses in the oncoming wake are used to calculate the wake turbulence intensity level at the next downstream turbine. Furthermore, the wake-added turbulence in this formulation is coupled to the wake deficit evolution at the downstream rotor, allowing for increased turbulence to build-up over a row of wind turbines.

The present work is aimed at developing a model to capture atmospheric stability effects in the DWM model. The impact of atmospheric stability on turbine wake evolution has been shown in the past. Ainslie [7] investigated the effect of atmospheric stability on meandering wakes as early as in the 1980s. However, as pointed out by Barthelmie et al. [12], few current engineering wake models incorporate the effects of atmospheric stability.

The fundamental process of atmospheric stability is well described by Obukhov [13] and Monin and Obukhov [14], in which the buoyancy-induced momentum and heat transfer affect both the turbulent length and velocity scales of the atmospheric boundary layer (ABL). A correction for the effects of stable stratification was proposed by Businger et al. [15]. The effect on ABL shear was later verified experimentally by Kirchhoff and Kaminsky [16]. In later work, a simple model for the effects of atmospheric stability on shear was also proposed by Irvin et al. [17], including a correction for stable stratification by Zoumakis [18].

The effect of atmospheric stability on wake evolution, turbine loads, and power production has become an emerging research topic. A number of studies have documented the influence of the atmospheric stability on turbine loads and power both experimentally (Barthelmie et al. [19], Wharton et al. [20], Schepers et al. [21], and Hansen et al. [22]) and numerically (Sathe et al. [23], Churchfield et al. [24], Lee et al. [25], and Lavely et al. [26]). The physical mechanism of the non-neutral ABL is to enhance (unstable) or dampen (stable) turbulent fluctuations through buoyancy forces. A modified turbulence length scale is another important feature of the non-neutral ABL. Peña et al. [27] showed that modelling atmospheric stability effects by modifying the turbulence intensity alone is not sufficient. Both the shift in length and velocity scale should be explicitly modelled to capture the full effect of the non-neutral atmosphere.
The work presented in this paper is a continuation of the research described by Keck et al. [11]. An important aspect of that article was that a strain-rate contribution from the ABL needs to be included in the wake deficit calculations to accurately model the turbulent stresses in the DWM model. The effect of the strain-rate contribution and the build-up of turbulence over a row of turbines were shown for neutral stratification. The present study will build upon the previous model augmentations to capture the effect of atmospheric stability on the wake dynamics. Since the length and velocity scales of the atmospheric turbulence change as a function of atmospheric stability, the fraction of ambient turbulent energy that affects the wake deficit evolution and the fraction that affects wake meandering, as well as the ABL shear, will change.

The objectives of this work are to:
1. Incorporate the effect of non-neutral stratification on the wake evolution in the DWM model
2. Quantify the effects on the flow field and power production of wake-affected turbines by the proposed correction
3. Validate the atmospheric stability corrected DWM model to reference data.

The article will first give a description of the DWM model as formulated prior to the atmospheric stability effect implementation to serve as baseline in the code frame-work development. This is followed by a brief description of the large-eddy simulation (LES) combined with an actuator line (AL) rotor model used to validate the proposed method. The next sections briefly describe the fundamental physics of the atmospheric stability followed by the formulation of the stability model in DWM. Finally, the result section shows 1) the effect of atmospheric stability on the ambient turbulent spectra, wake meandering, and the power production of wake-affected turbines; 2) the effect of the included atmospheric stability formulation in the DWM model; and 3) a validation of the proposed DWM model to predict the wake evolution in non-neutral atmospheric conditions by comparing the flow field and power production to the LES-AL model and field data from the North Hoyle and OWEZ offshore wind farms.

Dynamic Wake Meandering model

The baseline version of the DWM model used in this study is based on Madsen et al. [2], but employs the two-dimensional eddy viscosity model proposed by Keck et al. [9] and the wake-added turbulence with a strain-rate contribution from the ABL, also proposed by Keck et al. [11]. The wake meandering applied is based on the same principles as proposed by Larsen et al. [3]; however, a wake transport velocity equal to 80% of the free-stream velocity (as proposed by Keck at al. [28]) is employed rather than using the full free-stream velocity as proposed by Larsen et al. [3].

Wake deficit module

The wake deficit in the DWM model is governed by the steady state, axisymmetric thin shear layer approximation of the Navier-Stokes (N-S) equations in which momentum is governed by

\[
\frac{1}{2} \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial r} = \frac{1}{r} \frac{\partial}{\partial r} \left( u v r \frac{\partial u}{\partial r} \right)
\]

(1)

and continuity is maintained through

\[
\frac{1}{r} \frac{\partial}{\partial r} (rv) + \frac{\partial u}{\partial x} = 0
\]

(2)

In these equations, the velocity components u and v are in the mean flow (x) and radial (r) directions, respectively, and \( \nu_t \) is the eddy viscosity. The turbulent diffusion is accounted for with an eddy viscosity formulation based on the following mixing length model described in dimensionless form by the equation,
where $k_{amb\ DWM}$ and $k_{2\ DWM}$ are model constants (the $k_{amb\ DWM}$ constant includes a length scale based on a hub-height equal to $2R$), $T_{I\ amb}$ and $U_{amb}$ is the ambient turbulence intensity (std(u)/$U_{amb}$) and mean velocity at hub-height, and $l^*$ is the turbulence mixing length of the wake-added turbulence. $F_1$ and $F_2$ are filter functions that govern the development of turbulent stresses in the absence of a transport equation for turbulence. The details and motivation for this turbulence formulation are provided in Keck et al. [9] and the boundary condition and filter functions applied in this work are described in Keck et al. [11].

Before applying the eddy viscosity from eq. (3) in eq. (1), it is scaled to include a strain-rate contribution due to the ABL shear, $du/dz_{ABL}$ by eq. (4) and (5).

\[
\frac{du}{dr}_{Total} = \left(\frac{du}{dr}_{DWM} + \frac{1}{\pi} \int_{\alpha_1}^{\alpha_2} \left(\frac{du}{dz}_{ABL} \cdot \sin(x)\right) \, dx \right) - \left(\alpha_2 - \alpha_1\right) \frac{du}{dr}_{DWM}, \quad \frac{du}{dr}_{ABL} \quad \frac{du}{dr}_{DWM} < \frac{du}{dr}_{ABL}
\]

\[
V'_t = V_t = \frac{du}{dr}_{Total} \div \frac{du}{dr}_{DWM}
\]

where $du/dr_{DWM}$ is the azimuthally average wake velocity gradient in the wake deficit region modelled by the DWM model, $du/dr_{Total}$ is total velocity gradient with the ABL shear contribution included, and $\alpha$ is the angular locations where the effect of the atmospheric shear in cylindrical coordinates is larger than the wake deficit shear. $\alpha_1$ and $\alpha_2$ are found by $\arcsin\left(\frac{du}{dr_{DWM}} / \frac{du}{dr_{ABL}}\right)$ and $\pi - \alpha_1$, respectively. The details of this correction can be found in Keck et al. [11]. The equation system described by eqs. (1) - (5) is solved using a finite-difference scheme, in which a second-order central-difference scheme in the radial direction and a first-order upwind scheme in the mean flow direction are applied. As information only moves along the mean flow direction, a solution can be obtained by “marching” downstream, solving each axial position sequentially.

**Turbulence intensity in the deficit module**

The wake-added turbulence in the DWM model is used to include the contribution of small-scale turbulence generated by the shear layer in the wake at the downstream turbine. This affects the loads and induction of the downstream turbine; however, the most important effect is the influence on the wake evolution of the wake-receiving turbine. The wake-added turbulence is calculated directly by the turbulent stresses in the wake deficit calculation as

\[
T_{I\ DWM\ MFoR} = \max \left( \frac{1}{C_{uw'w'}} (w'_{rms}/w'_{rms}) \cdot \tau_{stress\ DWM} \cdot T_{I\ amb} \right)
\]

where the coefficient $C_{uw'}$ and the ratio $w'_{rms}/u'_{rms}$ describe the relationship between axial and radial turbulent fluctuations in the wake. These relations are different compared to atmosphere turbulence due to the significantly smaller length scale and the increased degree of anisotropy of wake turbulence. In this work, the correlation coefficient is given the value 0.3, and the ratio $w'_{rms}/u'_{rms}$ is set to unity based on the findings of Larsen et al. [29]. The subscript $MFoR$ denotes “meandering frame of reference”, i.e., expressed in the reference frame following the centre of the wake deficit and the meandering movements.
The effect of wake meandering

The DWM deficit module outputs the wind speed and turbulence intensity distribution in MFoR (i.e., without any large-scale movements). The meandering can be viewed as a series of wake segments in which the wake centre has a stochastic offset in lateral and vertical direction according to some statistical distribution. If the distribution of the meandering is known, it is possible to calculate the average wind field and turbulence intensity in the FFoR as the convolution of the deficit in the MFoR (both wind speed and variance, i.e., the square of $T_{DWM\,MFoR}$ from eq. (6)) and the distribution of the wake centre in the vertical and lateral direction due to wake meandering as follows:

$$\theta_{DWM\,FFoR}(y, z) = \iint \theta(y - y_m, z - z_m)_{DWM\,MFoR} \cdot PDF_m(y_m, z_m) \, dy_m \, dz_m$$

(7)

In this equation, $\theta$ represent the wind speed or variance, $y, y_m$ and $z, z_m$ are the local coordinates in the MFoR, and $PDF_m$ is the probability density function for the meandering distribution. The subscripts FFoR and MFOre refer to fixed and meandering frame of reference (i.e., the probability of finding the wake centre at a certain location in a fixed plane perpendicular to the flow direction). The method used to find this meandering distribution is described in the “wake meandering as a function of atmospheric stability” section. The distribution of mean velocity and turbulence intensity in FFoR, given by eq. (7), is used to 1) estimate the “ambient conditions” at downstream rotors to allow for intra-turbine coupling, and 2) find the mean flow field in the simulation domain. For more information see Keck et al. [11].

Atmospheric stability

Atmospheric stability is related to the vertical distribution of virtual potential temperature, which has an important effect on the turbulence in the atmosphere due to buoyancy effects. Virtual potential temperature is the absolute temperature, with the temperature change due to expansion with altitude and moisture effects removed. In a stable atmosphere, the buoyancy forces suppress the vertical fluctuations, whereas the vertical fluctuations are enhanced in an unstable atmosphere. The neutral condition, in which buoyancy effects have negligible influence on the vertical turbulence, is only experienced a fraction of the time in the atmosphere (see Sathe et al. [23]).

The stability of the atmosphere is dictated by the direction of the heat transfer at the surface. When heat is transferred from the surface upwards this leads to an unstable ABL in which air of higher virtual potential temperature lies under air of virtual lower potential temperature. When the heat flux is directed into the surface, the air becomes cooler near the surface, and the ABL is stable. In simple terms, this can be expressed by saying that when the surface is warmer than the air, an unstable atmosphere will develop and when the surface is cooler than the air, the ABL will be stable (Stull [30]).

The most common measure to characterise atmospheric stability is the Monin-Obukhov length scale (M-O length), see Obukhov [13],

$$L = -\frac{\bar{\theta} u^{2}}{\kappa g (w' \theta')}$$

(8)

where $\bar{\theta}$, is the virtual potential temperature, $\kappa$ is the von Karman coefficient, $g$ is the gravitational constant, and $u^{*}$ is the friction velocity. The overbar denotes time averaging and the prime symbol (') denotes fluctuation about the mean value. The physical meaning of the M-O length scale is that it is the height above the ground at which the production of turbulent energy due to buoyancy effects is equal to turbulent production due to the strain-rate of the velocity field. It is thus an estimate of the height at which buoyancy effects become important for the turbulence dynamics (Wyngaard [31]). This interpretation of the M-O length shows that numbers of large absolute value indicate near-neutral atmospheric stability, since it indicates that buoyancy-driven turbulence is negligible in a large part of the boundary layer, and numbers of small absolute value represent strong influence of buoyancy. The sign of the length scale indicates the direction of the heat flux and, thereby whether the atmosphere is
stable or unstable. The exact numbers used to characterise the stability classes as a function of M-O length varies between sources. For this investigation, the definition of Peña et al. [27], given in table 1, is used.

<table>
<thead>
<tr>
<th>Stability class</th>
<th>very stable</th>
<th>stable</th>
<th>near stable</th>
<th>neutral</th>
<th>Near unstable</th>
<th>unstable</th>
<th>very unstable</th>
</tr>
</thead>
<tbody>
<tr>
<td>M-O Length</td>
<td>10 &lt; L &lt; 50</td>
<td>50 &lt; L &lt; 200</td>
<td>200 &lt; L &lt; 500</td>
<td>abs(L) &gt; 500</td>
<td>-500 &lt; L &lt; -200</td>
<td>-200 &lt; L &lt; -100</td>
<td>-100 &lt; L &lt; -50</td>
</tr>
</tbody>
</table>

**Mann turbulence model**

The Mann turbulence model [32, 33] combines an eddy-lifetime assumption with rapid distortion theory to transform an isotropic spectral tensor to an anisotropic spectral tensor. The anisotropic spectral tensor, \( \Phi_{ij}(k) \), depends on three input parameters to characterise the turbulence: the product of the spectral Kolmogorov constant and the rate of dissipation to the power of two-thirds (\( \alpha z^{2/3} \)), turbulence length scale (\( L_{Mann} \)), and degree of anisotropy (\( \Gamma \)). The Mann turbulence model can be used to generate a three-dimensional box containing random incompressible anisotropic turbulence. In applications it is customary to interpret the streamwise dimension as dependent on time using Taylor's frozen turbulence assumption.

The spectral tensor can be used to find the power density spectra of any Reynolds stress component in any direction by spectral integration in the spectral tensor in Fourier space.

\[
F_{ij}(k_z) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_{ij}(k) dk_2 dk_3
\]

As the spectral tensor itself is the Fourier transform of the (idealised) correlation function of the turbulence, it can also be used directly to calculate statistical properties of the synthetic turbulence by inverse Fourier transform according to the relation,

\[
R_{ij}(r) = \int_{-\infty}^{\infty} \Phi_{ij}(k) e^{-i k \cdot r} dk = \langle u_i(x) u_j(x + r) \rangle
\]

From this it follows that the integral turbulent length scale in any direction can be found by eq. (11).

\[
L_i = \int_{0}^{R_{ij}(r)>0} \frac{R_{ij}(r)}{R_{ij}(0)} dr
\]

As indicated by the upper integration limit, the integration should only be carried out over the initial region with positive correlation. The turbulence velocity scale (or friction velocity), \( u^* \), can also be obtained by the correlation function using eq. (12), where \( R_{ij}(0) \) is the equivalent to the shear stress \( \langle u^* w^* \rangle \).

\[
u^* = \sqrt{|R_{13}(0)|}
\]

The Mann turbulence model is derived to generate atmospheric turbulence in neutral stratification. However, Peña et al. [27] showed that with appropriate parameter selection the Mann model can be used to generate atmospheric turbulence with similar characteristics as non-neutral atmospheric turbulence. By applying the Mann parameters suggested by Peña et al. [27] and using eqs. (9)-(12) it is possible to estimate Reynolds stresses and turbulent length and velocity scales of the atmospheric turbulence in non-neutral atmospheric conditions.
Incorporating atmospheric stability effects into the DWM model

The eddy viscosity formulation used in the DWM model was not derived to include buoyancy effects due to non-neutral atmospheric stability. The hypothesis of this work is that the effects of atmospheric stability can be emulated in the DWM model by changing the length and velocity scales of the atmospheric turbulence. The characteristic length scale for an unstable atmosphere is larger than for a neutral or stable atmosphere. The effect of this shift in turbulent length scale spectra of the atmospheric turbulence is illustrated in Figure 1. The turbulence, which affects the wake meandering versus the wake deficit evolution, can be separated by applying filter based on the $jinc$-function (Goodman [34], for more details see eq. (15)). It can then be seen that the atmosphere turbulence spectra in an unstable atmosphere (top row) has a smaller portion of energy in the scales affecting the wake deficit evolution (right figures), and a larger portion in the wake meandering scales (middle figures) compared to the stable case (bottom row). The black line included in the left figures shows the $jinc$-function filter.

To illustrate the effect of atmospheric stability on wake simulations with the DWM model, consider the situation in which atmospheric stability is varied while maintaining constant turbulence intensity (where turbulence intensity only accounts for variance in the streamwise flow). The atmospheric turbulence velocity scale ($u'_{ABL}$) will be approximately constant as a consequence of the constant turbulence intensity. The turbulence length scale of the atmosphere ($l'_{ABL}$), however, will vary as a function of atmospheric stability. This will have three important effects on the wake dynamics of the DWM model:

1. The ABL shear that is input to the DWM model deficit equation via eq. (4) would increase with increasing atmospheric stability. Shorter length scales means larger vertical velocity gradients.

   \[
   \frac{du}{dz_{ABL}} \approx \frac{u'_{ABL}}{l'_{ABL}} \tag{13}
   \]

2. The turbulent energy in scales larger than 2D, affecting the wake meandering, decreases with increasing atmospheric stability.

3. For a given turbulence intensity, the amount of energy in scales smaller than 2D, which is assumed to affect the wake deficit evolution, increases with increasing atmospheric stability.

ABL length and velocity scales as a function of atmospheric stability

By applying the parameters suggested by Peña et al. [27] in the Mann model, the turbulent energy spectra in the non-neutral atmosphere can be approximated. The resulting spectral tensor can be used to estimate the atmospheric turbulent length scale as a function of atmospheric stability using eq. (11). The velocity scale of the atmospheric turbulence can be computed from eq. (12), but as the ambient turbulence intensity is an input parameter to the DWM model, it is more practical to relate the turbulence velocity scale to the turbulence intensity. This is achieved by integrating the energy content of the normal stress in flow direction ($\overline{u'u'}$) and the shear stress ($\overline{u'w'}$) in the Mann turbulence spectra given by eq. (9). The ratio of the two Reynolds stresses is now a function of atmospheric stability and can be used to calculate the normalized turbulent velocity scale in all atmospheric stability classes from the ambient turbulence intensity using the relation,

\[
\begin{align*}
    u^*_{ABL} &= \left[ (T_{AB}^{'1MB} \overline{u'w'} - u'w') / u'u' \right]^{1/2} \\
    &\tag{14}
\end{align*}
\]

The parameters suggested by Peña et al. [27] are given as a function of height, which means that the resulting turbulence scales in the DWM model will be height dependent. In the previous version of the DWM model, the length scale of atmospheric turbulence is not explicitly given, and is invariant with respect to the height of the tower relative to the rotor radius (i.e., the length scale normalized with turbine radius has been assumed to be constant). However, as the length scale of the atmospheric...
turbulence needs to be explicitly included in the wake deficit calculation of the DWM model to capture the effect of atmospheric stability, the height dependence on the turbulence length scale may also be incorporated.

Figure 2 shows the dependence of the turbulent velocity scale (left), length scales (middle), and shear (right) of the ABL on height and atmospheric stability at a fixed turbulence intensity. From the figure it can be seen that the turbulence velocity scale, which is related to turbulent shear stress, in the ABL is nearly invariant with both height and atmospheric stability. The fact that the velocity scale is nearly invariant with height is expected, as the turbulent shear stress is nearly constant in the lower part of the boundary layer. However, the fact that the velocity scale in the boundary layer is constant as atmospheric stability is varied is interesting. This requires the shear stress to be invariant with atmospheric stratification. The shear stress can be rewritten as: $-\overline{u'w'} = u'_{RMS}w'_{RMS} C_{u'w'}$, where $u'_{RMS}$ and $w'_{RMS}$ are the standard deviation of the fluctuation velocities in streamwise and vertical direction, and $C_{u'w'}$ is the correlation coefficient between the two fluctuating components. This means that the decrease in vertical turbulence ($w'_{RMS}$) in stable stratification is balanced by the stronger correlation between streamwise and vertical fluctuations ($C_{u'w'}$), which is presumably due to the increased ABL shear.

![Figure 2: Dependance of turbulence on height and atmospheric stability.](image)

Figure 1, the turbulent energy spectra for very unstable (top row) and very stable (bottom row) atmospheric conditions derived using the Mann model with the parameters suggested by Peña et al. [27]. The left figures show the turbulent energy spectra in all scales, the middle figures show the turbulent scales which affect the wake meandering, and the right figures show the turbulence which affects the wake deficit evolution. The black line in the right figures show the filter based on the “jinc” function applied to separate the turbulence affecting the wake meandering and the wake deficit evolution.

![Figure 1: Turbulent energy spectra.](image)
Wake meandering as a function of atmospheric stability

The wake meandering in the DWM model is calculated based on the turbulent eddies experienced by a circular disc in the oncoming wind field, as described by see Larsen et al. [3]. This approach is motivated by the assumption that the wake acts as a passive tracer in the turbulence field (i.e., the movements of the wake are completely dictated by the large-scale turbulent fluctuations of the oncoming flow). Based on this assumption, the effect of atmospheric stability can be included directly by using the Mann turbulence corrected for non-neutral atmospheric turbulence, as described by Penã et al. [27], as input to the meandering algorithm.

The physical principle used to find the wake meandering is as suggested by Larsen et al. [3], but two modifications to the method are made. The wake transport velocity applied to the meandered wake deficit in the turbulence field is reduced to 80% of free-stream velocity based on the results of Keck et al. [28]. The effect of this modification is shown in Figure 3.

![Figure 2: turbulent velocity scale, length scales, and shear in the ABL as a function of height and atmospheric stability.](image1)

![Figure 3: Wake meandering in the DWM model using a wake transport velocity of 80% (dashed lines) and 100% (solid lines) of the ambient wind speed.](image2)
multiplication in Fourier space, provided that the wind field and the circular disc have Fourier transforms. As the random wind field is generated in Fourier space and the transform of the circular disc is given by: \( 2J_1(|k|R)/|k|R \) (Goodman [34]), where \( J_1 \) is a Bessel function of the first kind, \( k \) is the wave number and \( R \) is the rotor radius, in this application this is a feasible approach. For wake meandering under the passive tracer assumption, the turbulent wind speed should be averaged over the disc. Assuming that the rotor disc is oriented perpendicular to the x-axis, the filter equivalent to the rotor averaging becomes eq. (15), which as mentioned above is often called the \( \text{bessinc or jinc} \) function,

\[
\text{jinc} \left( \sqrt{k_2^2 + k_3^2} \cdot R \right) = \frac{2J_1 \left( \sqrt{k_2^2 + k_3^2} R \right)}{\sqrt{k_2^2 + k_3^2} R} \tag{15}
\]

In order to apply eq. (15) to the spectral tensor in the Mann model, the spectral tensor is expressed in polar coordinates \((k_2^2 + k_3^2, \varphi = \arctan(k_2/k_3)\) and \(k_1\) and the integration in eq. (9) is performed over the two latter coordinates, resulting in eq. (16).

\[
F_{ij}(\sqrt{k_2^2 + k_3^2}) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} j \text{inc}^2 \left( \sqrt{k_2^2 + k_3^2} \cdot R \right) \Phi_{ij}(k) \cdot \sqrt{k_2^2 + k_3^2} d\varphi dk_1 \tag{16}
\]

In eq (16), the \( \text{jinc} \)-function is squared as a result of the multiplication of two wind speeds in eq. (10). Note that this squared \( \text{jinc} \)-filter can be applied outside of the integration, and this is the reason for using \( \sqrt{k_2^2 + k_3^2} \) as the dependent variable, e.g., in figure 2.

The algorithm used in this work to simulate meandering then becomes as follows:

1. Use the Mann turbulence model to generate random Fourier coefficients in three dimensions.
2. Multiply each Fourier component with eq. (15).
3. Wake-segments are released at the wake-emitting turbine at a frequency of 1Hz. The wake-segments travel downstream with a velocity of 80% of the ambient wind speed (based on the findings of Keck et al. [28]), which is referred to as the “wake transport velocity” \((U_{\text{wake}})\). The frozen turbulence box travels along the flow with the ambient wind speed. Consequently, the wake deficit travels at a negative speed of -20% of the ambient wind speed relative to the frozen turbulence field.
4. At every time step, the position of each emitted wake-segment is updated based on the fluctuating velocities in the streamwise, lateral and vertical direction, which are calculated based on the current position in the turbulence box. To avoid interpolation as the wake-segments move relative to the turbulence box, which otherwise causes a reduction of turbulent energy, the velocity at the location of the wake-segment is found by applying the definition of inverse Fourier transform (which is continuous and can be used to find the velocity at any location in the field, contrary to the inverse fast Fourier transform (IFFT) to generate turbulent fluctuations in a box of fixed spatial resolution as is commonly done).
5. Finally, when all the wake-segments have reached the desired downstream distance, the wake meandering is scaled by a factor determined by the square root of the ratio of the expected meandering energy to the total captured meandering energy. This ratio is a function of the dimensions of the turbulence box chosen.

Figure 4 shows the wake meandering as a function of atmospheric stability class and height. The wake meandering is quantified as the standard deviation of the wake centre position in lateral and vertical direction normalized by the rotor radius. The dependence on atmospheric stability is dominant compared to that of tower height, with the selected levels.
Figure 4: Wake meandering 6D downstream of the wake-emitting turbine as a function of height and atmospheric stability.

Wake deficit evolution as a function of atmospheric stability

Based on the assumption of the “split in scales” in the DWM model, the part of the ambient turbulence that affect the wake meandering is assumed not to influence wake deficit evolution in meandering frame of reference. Therefore the effect of the ambient turbulence on the wake deficit evolution can be calculated by subtracting the energy contributing to the wake meandering. As discussed in the previous section, the meandering process uses a disc-averaged turbulent wind speed. This averaging operation is equivalent to multiplication of the spectral tensor in Fourier space by the filter described by eq. (15). The remaining part of the spectral tensor thus results in the relation,

\[ \Phi_{ij}(k)_{DEF} = \Phi_{ij}(k) \left( 1 - j \pi c^2 \left( \sqrt{k_x^2 + k_y^2} \cdot R \right) \right) = \Phi_{ij}(k) \left( 1 - \left( \frac{2J_1 \left( \sqrt{k_x^2 + k_y^2} \cdot R \right)}{\sqrt{k_x^2 + k_y^2} \cdot R} \right)^2 \right) \] (17)

The length scale of the wake deficit turbulence can be found by applying the spectra tensor for the wake deficit turbulence, \( \Phi_{ij}(k)_{DEF} \), in eq. (11). The normalized velocity scale of the wake deficit turbulence \( u^{*}_{DEF} \) is related to the atmospheric stability and the ambient turbulence intensity by the ratio of Reynolds stresses in the “deficit scales”, eq. (17).

\[ u^{*}_{DEF} = \left[ \frac{\tau_{\lambda<2D}^{2}}{\tau_{\lambda>\lambda<2D}^{2}} \right]^{1/2} \] (18)

\( \lambda \) represents the wavelength of a turbulent eddy. Consequently, the subscript \( \lambda<2D \) in eq. (18) indicates that the spectral integration is effectively only carried out over turbulent eddies smaller than 2 rotor diameters, as the rightmost term of eq. (17) removes most of the energy in scales where \( \lambda = \frac{2\pi}{\sqrt{k_x^2 + k_y^2}} > 2D \). Thus the rightmost term of eq. (17) works as a high pass filter.

The length and velocity scale on the ambient turbulence, including the effect of atmospheric stability, is described by eqs. (11) and (17), and eq. (18), respectively. By applying these expressions into the first term of eq. (3), it is possible to form an expression for eddy viscosity which incorporates stability effects. This is done by explicitly including the turbulent length scale of atmospheric turbulence in the equation (it was previously included in \( k_{amb \; DWM} \), i.e. \( k_{amb \; DWM} = k_{\lambda \; DWM \cdot u^{*}_{DEF}} \)), and replacing \( \tau_{amb} \) by \( u^{*}_{DEF} \).
Note that the new model constant for eddy viscosity due to ambient turbulence ($k_{1,DWM}$), no longer includes a length scale, and is dimensionless. Instead, the length scale is explicitly given as a function of atmospheric stratification and hub-height.

Figure 5 shows the dependence of the turbulent velocity (left) and turbulent length (middle) scales and of wake deficit turbulence on height and atmospheric stability, together with the eddy viscosity in the DWM deficit evolution that is dependent on the ambient turbulence (right). Similar to the behaviour with the wake meandering, it can be seen that atmospheric stability has a much stronger influence on the eddy viscosity in the wake than tower height, with the selected levels. Furthermore, it can be seen that the eddy viscosity of the wake deficit increases approximately linearly in stable stratification but is close to invariant with height above 1,5R in unstable stratification.

![Figure 5: Turbulent velocity and length scales which affect the wake deficit evolution, together with the eddy viscosity contribution due to ambient turbulence as a function of height and atmospheric stability.](image)

**Large-Eddy Simulation and Actuator Line Model**

Validation of the atmospheric stability effects in the DWM is performed by comparing the turbulence and velocity fields with results from large-eddy simulation (LES) coupled with actuator lines (AL). The LES-AL simulations are performed with tools created at the U.S. National Renewable Energy Laboratory’s (NREL) as part of the Simulator for Off/Onshore Wind Farm Applications (SOWFA) [35]. The tools are based on the Open-source Field Operation and Manipulation (OpenFOAM) [36] computational fluid dynamics (CFD) toolbox, which is a collection of libraries, written in object-oriented C++, that is meant to solve complex partial differential equations using the finite-volume formulation. Parallelization is included in these libraries using the Message-Passing Interface (MPI). OpenFOAM comes with a number of standard solvers and libraries for different physical models, such as models for turbulence. The creation of custom solvers and libraries is fairly straightforward because of the highly layered object-oriented nature of the code. The solver used for these LES-AL simulations is a custom OpenFOAM-based solver designed specifically for LES of the atmospheric boundary layer. It is coupled to a custom AL wind turbine model library. A more thorough description is given by Churchfield et al. [24]

**Simulation Process**

Simulations were carried out over flat terrain under either neutral or stable conditions. The domain size in each case is 4 km in each horizontal direction and 1 km in the vertical direction. The driving pressure
gradient is adjusted such that the hub-height mean wind is out of the southwest, and a capping inversion is initially placed at 700 m above the surface.

First, a precursor atmospheric boundary layer LES is performed with no turbines on a mesh of uniform 12 m resolution. The lateral boundary conditions are periodic, the top is treated as a stress-free wall, and the surface stress model is applied to the lower surface. Time stepping is such that the local maximum Courant number never exceeds 0.75. Once the simulation reaches a quasi-equilibrium state, in which the mean wind begins to undergo gentle inertial oscillations and turbulence is fully developed up to the top of the boundary layer (which is capped by the capping inversion), the velocity and potential temperature are saved at each time step for 2000 additional seconds. Also, the volume velocity and temperature field are saved once, at the start of quasi-equilibrium. For the neutral and unstable simulations, the quasi-equilibrium state is reached at 16000 s and 14000 s, respectively. The saved boundary and volume data are used as boundary and initial conditions, respectively, for the subsequent wind farm simulation. The surface temperature flux used in the neutral and unstable conditions was 0 and 0.02 K·m/s, respectively, and the surface roughnesses were 0.0003 m and 0.0002 m, respectively. These conditions yielded nearly the same hub height turbulence intensity (based on the variance of flow in the mean wind direction), but significantly different hub height turbulent kinetic energy (based on all three components of the velocity).

Once the precursor simulation is complete, the wind farm simulation is performed. It uses the same overall domain, but regions of local grid refinement down to 1.5 m resolution around the turbines and in their wakes are included to capture the smaller scales generated in the wake. The inflow lateral boundary conditions use the boundary data generated during the precursor stage, and the outflow lateral boundary conditions are set to have a zero normal gradient. The upper boundary is still treated as a stress-free wall, and the lower boundary continues to use Moeng’s surface stress model (Moeng [37]). Time stepping is such that the tip of an AL rotor never traverses through more than one grid cell per time step, which is more restrictive than the normal Courant condition, but is required to properly resolve the wake formation. A few hundred seconds are required for the wakes to propagate and for the flow to come to quasi-equilibrium. Once that state is reached, the simulation continues for at least another ten minutes over which averages and statistics are taken.

Extracting Meandering from the LES-AL simulations

In the LES-AL simulations, the vertical and horizontal meandering time series are extracted from a vertical and horizontal plane passing through the turbine position, respectively. For each time step and downstream position the best fit between the downstream wind component and a simplified wake shape is calculated. The simplified wake profile used is given by,

\[
\text{wake shape}(x, z) = e^{-\frac{(z - \text{hub height})^2}{(R/\sqrt{2\log(2)})^2}} - 2 \frac{x}{2R} \cdot e^{-\frac{(z - \text{hub height})^2}{(0.1R/\sqrt{2\log(2)})^2}}
\] (20)

The wake shape depends on both the offset from the centre line, and the downstream distance from the wind turbine and is constructed by two Gaussian distributions. The first Gaussian represents the whole wake deficit and the “full width at half maximum” is taken to be 2R. The second term is included to represent the “aerodynamic hole” in the centre of the rotor and is taken to be 0.2R wide. In the far-wake the second term vanished, and the whole assumes a Gaussian shape.

Figure 6 shows the wake meandering found by applying the proposed algorithm. From the figures, it can be seen that the algorithm performs well for the near wake situation (left figures). However, as the wake meandering increase, the wake deficit occasionally meanders outside of the planes where data are collected. An example of this is shown in the right figures of figure 6, where the top figure shows that the wake centre is located between 2-3R off the wake enter axis for a ~50s time-period around 100s into the simulation. In this situation, the wake deficit is difficult to detect in the vertical data plane, and the vertical wake centre position is thus relatively uncertain. As a consequence, cases with more wake
meandering will have higher uncertainty in the meandering statistics by the proposed method. In the figures below, the left set of figures has a lateral standard deviation of the wake centre position of 0.45R, and the right set of figures has a lateral standard deviation of 0.86R. It appears that these kinds of effects which create meandering magnitude uncertainty, begin to occur somewhere between the levels of meandering simulated in this study.

Figure 6: Horizontal (top row) and vertical (bottom row) wake meandering as a function of time extracted from an AL simulation 3D (left column) and 6D (right column) downstream of the rotor under unstable atmospheric conditions.

Description of investigation:

As mentioned above, the overall objectives of the present study are to:

1. Investigate the influence of atmospheric stability on the ambient turbulence characteristics, wake meandering, and the turbulence and wind speed distributions in a wind turbine wake.
2. Develop a method to model the most important effects of non-neutral atmospheric stability in the DWM model.

A complication that occurs when characterizing the effect of atmospheric stability on the ambient turbulence and wake evolution is that atmospheric stability is closely related to the turbulence intensity level. Furthermore, both quantities are known to be positively correlated to the turbulent mixing in the wake, and thereby increase the recovery of the turbine wake. To draw firm conclusions, and to be able to quantify the effect by atmospheric stability, it is therefore desirable to isolate the atmospheric stability from the turbulence intensity. This is difficult to achieve in field observations as the oncoming turbulence intensity is dominantly a function of wind speed, atmospheric stability, and terrain. As a consequence, most previous studies have discussed the effects of atmospheric stability and turbulence intensity together.

In this investigation, the effect of atmospheric stability is isolated by conducting a set of LES-AL simulations in unstable and neutral atmospheres at the same ambient turbulence intensity. (Unfortunately, the flow solver capability for stable atmospheric conditions is not developed yet.) This is achieved by calibrating the surface roughness in the domain for each stability class to yield turbulence intensity close to 6.2%. The simulations are conducted to mimic the conditions along rows of turbines from the offshore wind farms of OWEZ, which consist of 36 V90-3MW turbines, and North Hoyle, which consist of 30 V80-2MW turbines (See table 2).

These sets of simulations allow detailed investigations of atmospheric stability impact on the ambient turbulence spectra and the wake meandering. Unfortunately, the wake deficit evolution cannot be studied independent of the wake meandering, as are performed in Keck et al. [11], since the data required to extract the deficit in meandering frame of reference are not available (such analysis would require the data in planes perpendicular to the mean flow direction). Instead, the effect of atmospheric
stability on the wind speed and turbulence intensity evolution in fixed frame of reference (i.e., both meandering and wake deficit together) is studied.

Table 2: A list of simulation cases to study the effect of atmospheric stability on ambient turbulence and wind turbine wake evolution. The abbreviations “N” and “U” denote neutral and unstable conditions, respectively, and the abbreviation “N.H” denotes the North-Hoyle wind farm case.

<table>
<thead>
<tr>
<th>Case</th>
<th>Turbine</th>
<th>WS</th>
<th>TI</th>
<th>L</th>
<th>Nr WTG</th>
<th>Spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-N.H. row A</td>
<td>V80</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>4</td>
<td>11D</td>
</tr>
<tr>
<td>U-N.H. row A</td>
<td>V80</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>4</td>
<td>11D</td>
</tr>
<tr>
<td>N-N.H. row B</td>
<td>V80</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>4</td>
<td>10D</td>
</tr>
<tr>
<td>U-N.H. row B</td>
<td>V80</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>4</td>
<td>10D</td>
</tr>
<tr>
<td>N-N.H. row C</td>
<td>V80</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>5</td>
<td>4.4D</td>
</tr>
<tr>
<td>U-N.H. row C</td>
<td>V80</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>5</td>
<td>4.4D</td>
</tr>
<tr>
<td>N-OWEZ row A</td>
<td>V90</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>3</td>
<td>13D</td>
</tr>
<tr>
<td>U-OWEZ row A</td>
<td>V90</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>3</td>
<td>13D</td>
</tr>
<tr>
<td>N-OWEZ row B</td>
<td>V90</td>
<td>8m/s</td>
<td>6.12%</td>
<td>-∞</td>
<td>3</td>
<td>11D</td>
</tr>
<tr>
<td>U-OWEZ row B</td>
<td>V90</td>
<td>8m/s</td>
<td>6.16%</td>
<td>-83.6</td>
<td>3</td>
<td>11D</td>
</tr>
</tbody>
</table>

The second part of the investigation focuses on verifying the effect and accuracy of the proposed atmospheric stability correction for the DWM model. The atmospheric stability correction is evaluated by comparing the result of the baseline DWM model and the modified DWM model to the unsteady AL results in table 2. The accuracy of the DWM model is determined by the standard error (STE) between the mean flow field calculated by the DWM model and the AL reference data in fixed frame of reference (FFoR) using the relation,

$$STE = \sqrt{\frac{1}{n_d} \sum_{d=1}^{n_d} \left( \frac{1}{n_{d,r}} \sum_{r=1}^{n_{d,r}} (\theta_{d,r}^{AL} - \theta_{d,r}^{DWM})^2 \right)}$$  \hspace{1cm} (21)

The indexes $d$, and $r$ correspond to downstream distance and radial position, and $\theta$ is the property studied. In this investigation, mean wind speed and turbulence intensity have been evaluated. The STE metric is sensitive to misalignment of the mean wake deficit of the two models as it based on the square difference between the models at each calculation node. This means that misalignment causes increased STE even though the mean level and shape are correct, as shown in figure 7.

Figure 7: An illustration of the misalignment of the wake deficit of the DWM model (solid lines) and the AL model (dashed lines) behind the first turbine for the case “U-N.H. row B”. This misalignment causes the STE to increase.

The misalignment mainly occurs as a consequence of the relatively short simulation time, roughly 10 minutes, of the LES-AL calculations. An estimation of the uncertainty due to wake centre misalignment for similar simulations was given in Keck et al. [11], where the uncertainty of the mean flow field based
on 10 min of simulation data in 6% ambient turbulence intensity and neutral conditions was estimated to 0.07 m/s and 0.28 percentage points (i.e., "ΔTI", from here on denoted pp) for wind speed and turbulence intensity respectively. As the wake meandering is roughly twice as large in very unstable atmospheric conditions the uncertainties in these cases are about 0.14 m/s and 0.56 pp.

Another source which contributes to the uncertainty is that the mean velocity at the hub height plane and away from the turbines and wakes in the LES-AL simulations is not uniform for the 10 min time series, as shown in figure 8. Streaks of higher and lower wind speed and turbulence intensity are present in the simulation domain. The uncertainty due to these streaks is estimated based on extracting a standard deviation of mean wind speed and turbulence intensity at hub height on the inflow boundaries. The non-uniform ambient conditions in the domain are estimated to yield an uncertainty of 0.10 m/s and 0.53 pp for wind speed and turbulence intensity, respectively, in neutral conditions. The same values in the very unstable conditions are 0.11 m/s and 0.71 pp.

![Figure 8: Contours of mean velocity normalized by hub-height free stream speed (left figures) and resolved-scale turbulent kinetic energy normalized by the square of hub-height free stream speed (right figures) in a horizontal plane at hub height in neutral (top row) and very unstable (bottom row) conditions for the North Hoyle case.](image)

As the two sources of uncertainty can be assumed to be independent from each other, the combined uncertainty is found, as the root-square-sum, to be 0.12 m/s and 0.60 pp in neutral conditions and 0.18 m/s and 0.92 pp in very unstable conditions. When basing the comparison of the models on eq. (21), the uncertainty on the mean flow field increases the STE linearly. This means that if the true model mean profiles were identical, the STE would be equal to uncertainty of the AL simulations.

**Results and discussion:**

**Verification of input wind field**

The input turbulence fields of the two models are generated by fundamentally different methods. The ABL turbulence of the DWM is estimated using the Mann turbulence model with the input parameters
suggested by Peña et al. [27], whereas the ABL turbulence applied in the LES-AL simulations is created using a precursor LES in which the N-S equations dictate the flow. The turbulent energy spectra of the applied input velocity field are shown in figure 9. The turbulence spectra of the two models in neutral stratification are in fair agreement for all wave numbers above the cut-off frequency of the LES precursor simulation. This cut-off is grid-induced filtering in the LES precursor simulation. For the unstable case, however, the LES model contains more turbulent energy in the large scales of the lateral turbulence spectra, compared to the turbulence applied in the DWM simulation. The higher turbulence levels are seen in the range of \( k_1 \) 0.002 to 0.006, corresponding to turbulent eddies of 1 to 3 km in size. In this range the turbulent energy level of the LES simulations are approximately four times as high as that in the Mann turbulence of the DWM model (although it should be noted that the energy levels fluctuate largely due to the few realizations). The highest energy level in the lateral spectra of LES-AL turbulence is seen at \( k_1 = 0.003 \) (2 km). The corresponding number in the Mann spectra turbulence is \( k_1 = 0.02 \) (250 m).

The findings are consistent with the findings presented by Larsen et al. [38] for using the Mann turbulence model with calibrated input parameters to simulate unstable atmospheric conditions. In the unstable cases, the LES model resolves long lines of updrafts on the scale of 1 to 3 km, which is the range in which the LES turbulence has higher lateral energy than the Mann turbulence.

As a consequence of the large length scales in the LES precursor turbulence, the most energy-containing turbulent eddies are only realized 2-3 times during the 10 min simulation time. This results in a high uncertainty in the STE comparison due to the inhomogeneous mean flow field and the alignment of the wake meandering (see figures 7 and 8). Furthermore, as seen in the subsequent analysis, the difference in the input spectra affects the lateral wake meandering for the unstable cases.

The cause of these differences in the lateral input turbulence requires further investigation. To reduce the effect of the discrepancies on the DWM validation, it would be interesting to conduct longer LES-AL simulations to obtain fully converged mean conditions for the comparison. Unfortunately, lengthening these calculations is too computationally expensive for the present study; a simulation to resolve the most energy containing structures ~30 times would require in the order of 5 million CPU-hours per case.

Validation of wake meandering with the DWM method

Figure 10 shows the lateral (left) and vertical (right) wake meandering as a function of downstream position and atmospheric stability, as calculated by the DWM method (black), the EllipSys3D LES-AL model (red) (data from Keck et al. [28]) and the OpenFOAM LES-AL model. The figure shows that the wake meandering applied in the DWM model is in fair agreement with the two LES-AL data sets for the neutral cases. For the unstable cases, however, the lateral wake meandering of the DWM model is 40%
lower compared to that of the OpenFOAM LES-AL model. This is attributed to the differences in the input spectra, as discussed above and shown in figure 9. The vertical wake meandering and the input spectrum of vertical turbulence seen in figure 9 in the unstable atmosphere of the two models correlate well, which strengthens the conclusion that the deviations in lateral wake meandering are due to the difference in lateral input turbulence.

Figure 10: Wake meandering as calculated by the DWM (black), EllipSys3D LES-AL (red) and OpenFOAM LES-AL models (blue) for a rotor of 80m in diameter and 70m hub height operating in 8m/s wind speed and 6% turbulence intensity. The left figure show the lateral meandering and the right figure show the vertical meandering, both expressed as the standard deviation of the wake centre normalised by R.

Effect of the atmospheric stability correction in DWM
This section shows the effect of including the atmospheric stability correction in the DWM model. In the first analysis the STE of all unsteady cases in table 2 are calculated both with the modified (DWM B) and the unmodified (DWM A) versions of the DWM model to verify that the suggested correction increases the ability to predict the flow field under unstable atmospheric conditions, see table 3. By comparing the results it can be concluded that the atmospheric stability correction reduces the average STE by 19% in terms of wind speed and 28% in terms of turbulence intensity.

Table 3: The STE (eq. (21)) of the DWM model without (A) and with (B) the atmospheric stability correction compared to the OpenFOAM LES-AL simulations for the unsteady simulations listed in table 2.

<table>
<thead>
<tr>
<th></th>
<th>STE WS DWM A [m/s]</th>
<th>STE WS DWM B [m/s]</th>
<th>Ratio B/A</th>
<th>STE TI DWM A [%]</th>
<th>STE TI DWM B [%]</th>
<th>Ratio B/A</th>
</tr>
</thead>
<tbody>
<tr>
<td>N.H. row A</td>
<td>0.53</td>
<td>0.39</td>
<td>0.74</td>
<td>2.9</td>
<td>2.0</td>
<td>0.69</td>
</tr>
<tr>
<td>N.H. row B</td>
<td>0.60</td>
<td>0.45</td>
<td>0.75</td>
<td>3.4</td>
<td>2.4</td>
<td>0.71</td>
</tr>
<tr>
<td>N.H. row C</td>
<td>0.71</td>
<td>0.63</td>
<td>0.89</td>
<td>2.1</td>
<td>2.0</td>
<td>0.95</td>
</tr>
<tr>
<td>OWEZ row A</td>
<td>0.48</td>
<td>0.40</td>
<td>0.83</td>
<td>2.0</td>
<td>1.2</td>
<td>0.60</td>
</tr>
<tr>
<td>OWEZ row B</td>
<td>0.52</td>
<td>0.43</td>
<td>0.83</td>
<td>1.7</td>
<td>1.1</td>
<td>0.65</td>
</tr>
<tr>
<td>Mean</td>
<td>0.57</td>
<td>0.46</td>
<td>0.81</td>
<td>2.4</td>
<td>1.7</td>
<td>0.72</td>
</tr>
</tbody>
</table>

To illustrate the effect of the atmospheric stability correction, the velocity and turbulence intensity profiles behind the two first turbines in the “U-N.H. row A” case are plotted in figure 11. It can be seen that the velocity deficit of the modified DWM model is more shallow and wider with higher average turbulence intensity.
Figure 11: The velocity (top) and turbulence intensity (bottom) profiles at hub height and 3, 4, 5 and 6D (from left to right) behind the two turbines in the “U-N.H. row A” case. The top row of group depicts the result behind the first turbine and the bottom row show the result behind the second turbine in the row.

In the second analysis, the modified DWM version is used to investigate the effect on power production in single-wake operations as a function of incoming flow angle and atmospheric stability, as shown in figure 12. The ambient wind speed at hub-height is 8m/s and the turbulence intensity is 6%. The two turbines are located 7D apart. It can be seen that for this configuration the power deficit (one minus the ratio of the mean power of the second to the first turbine) is 45% larger in the very stable atmosphere (0.58) compared to a very unstable atmosphere (0.4) when the incoming flow is aligned with the axis of the two turbines. The difference decreases with increasing inflow angle to the turbines, and at a mean wind direction of 7° the power deficit is independent of atmospheric stability. For inflow direction between 7° and 15° the power deficit is slightly increased in an unstable atmosphere. These effects are predominately governed by the wake meandering. By integrating over-all wind directions in figure 12, the loss of production due to the single wake for a site with a uniform wind distribution can be found. This yields a reduction in annual energy production (AEP) of 1.7%, 1.6%, and 1.4% for very stable, neutral, and very unstable atmosphere, respectively (under the assumption that no power loss is experienced in the 330° that are not shown in the figure). The same analysis for a range of atmospheric conditions and turbine spacings is presented in figures 13 and 14.

The amount of increased turbulence intensity level experienced at the downstream turbine is also affected by the atmospheric stability. The wake-added turbulence is a combination of small-scale turbulence generated by the shear layer of the wake and “apparent” turbulence due to the wake meandering. The deeper wake deficit in stable stratification creates more shear layer generated
turbulence, whereas the apparent wake contribution is a combination of the depth of the wake deficit and the amount of wake meandering (see figure 15 to see how the ratio of the two components vary with atmospheric stability). For the case presented in figure 12, the increase in turbulence intensity at the second turbine is 5.4, 4.4, and 3.7 percentage points (pp) for very unstable, neutral and very stable atmosphere, respectively.

The same trends as in the case presented in figure 12 are seen throughout the study:

1. Stable atmospheric conditions causes larger power losses in single wake operations
2. Unstable atmospheric conditions are more turbulent at the second turbine. This is mainly due to a larger “apparent” turbulence contribution.
3. The neutral cases are, on average slightly closer to the very stable cases than the very unstable cases. The average difference for the tested cases is 0.22% in AEP from very stable to neutral and 0.33% from very unstable to neutral stratification.

Figure 12: The power deficit (left) and turbulence intensity profiles (right) as a function of the atmospheric stability and inflow direction at a wake-affected turbine 7D downstream of the wake-emitting turbine.

Figure 13: Loss of AEP in % at the 2nd rotor as a function of distance, turbulence intensity and atmospheric stability in single wake operation. The AEP integration of power is performed over 360°.
Figure 14: Average turbulence intensity level at the 2nd rotor as a function of distance, turbulence intensity and atmospheric stability in single wake operation. The turbulence intensity is averaged in a -10° to +10° sector.

Apart from an increase in the turbulence intensity (shown in figure 12), atmospheric stability also influences the composition of the wake turbulence. Figure 15 shows the composition of the wake turbulence in a cross section 6D downstream of the first turbine. The simulations are conducted in an ambient wind speed of 8 m/s and a turbulence intensity of 6%, under very stable (left), neutral (middle), and very unstable (right) atmospheric conditions. As mentioned above, the total turbulence experienced by a downstream rotor ($T_{I_{tot}}$) consists of small-scale turbulence ($T_{I_{small-scale}}$) and the apparent turbulence created by the meandering of the wake deficit ($T_{I_{M}}$). From the figure it can be seen that the relative contribution to the turbulence intensity due to wake meandering is approximately twice as large in the very unstable case compared to the very stable case. The increased amount of turbulence in meandering scales will affect the fatigue loads of the wake-receiving turbine (see Madsen et al. [1], Sathe et al. [23] and Crespo et al. [39]), whereas the small-scale turbulence will mainly affect the wake deficit evolution of the wake-affected turbine.

Figure 15: The composition of turbulence intensity in the wake as a function of atmospheric stability.

Wake velocity and turbulence intensity with the modified DWM model

Table 4 show the STE based on wake velocity and turbulence intensity for all the conducted cases. The average STE for the conducted cases under neutral conditions is 0.25 m/s in terms of wind speed and 1.48 pp for turbulence intensity. The average STE for the unstable cases is 0.42 m/s for wind speed and 2.78 pp for turbulence intensity. An explanation for part of this increase in STE for the unsteady cases is the higher degree of uncertainty due to wake meandering and the non-uniform inflow conditions in the
computational domain. As discussed above, the uncertainty in the AL results increase the STE linearly. According to the estimations presented above, the uncertainty of 0.12 m/s and 0.60 pp in neutral conditions and 0.18 m/s and 0.92 pp in very unstable conditions for wind speed and turbulence intensity, respectively, is responsible for 45% of the STE of wind speed and 36% of the STE of turbulence intensity.

Table 4: The STE (see eq. (21)) of the DWM model with the proposed atmospheric stability correction compared to the conducted AL simulations.

<table>
<thead>
<tr>
<th>Cases</th>
<th>STE WS [m/s]</th>
<th>STE TI [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-N.H. row A</td>
<td>0.31</td>
<td>1.6</td>
</tr>
<tr>
<td>U-N.H. row A</td>
<td>0.39</td>
<td>2.0</td>
</tr>
<tr>
<td>N-N.H. row B</td>
<td>0.35</td>
<td>1.3</td>
</tr>
<tr>
<td>U-N.H. row B</td>
<td>0.45</td>
<td>2.4</td>
</tr>
<tr>
<td>N-N.H. row C</td>
<td>0.57</td>
<td>2.2</td>
</tr>
<tr>
<td>U-N.H. row C</td>
<td>0.63</td>
<td>2.0</td>
</tr>
<tr>
<td>N-OWEZ row A</td>
<td>0.27</td>
<td>1.2</td>
</tr>
<tr>
<td>U-OWEZ row A</td>
<td>0.40</td>
<td>1.2</td>
</tr>
<tr>
<td>N-OWEZ row B</td>
<td>0.28</td>
<td>1.2</td>
</tr>
<tr>
<td>U-OWEZ row B</td>
<td>0.43</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Figures 16 and 17 show the velocity and turbulence profiles for the “N-OWEZ row B” and “U-N.H. row C” cases as computed with the DWM and LES-AL. The results show the overall agreement with the range of STE achieved by the DWM model. By observing the “U-N.H. row C” case, it can be seen that both the velocity and the turbulence intensity field has the correct shape and good agreement with field data even at the higher STE numbers presented in table 12.

![Axial velocity distribution](image1)

![Turbulence intensity distribution](image2)

Figure 16: Comparison of the velocity (top) and turbulence intensity (bottom) profiles for the “N-OWEZ row B” case found with the LES-AL model (dashed lines) and the modified DWM model (solid lines). The thick solid lines show the rotor positions.
Figure 17: Comparison of the velocity (top) and turbulence intensity (bottom) profiles for the “U-N.H. row C” case found with the LES-AL model (dashed lines) and the modified DWM model (solid lines). The thick solid lines show the rotor positions.

Power production with the modified DWM model

Figure 18 shows a comparison of the power production estimates of the modified DWM model field data from the North Hoyle wind farm. All modelled cases are computed with a hub-height mean wind speed of 8 m/s and turbulence intensity of 6%, which correspond to the mean conditions of the field data. The columns represent very stable, neutral and very unstable conditions from left to right; and the rows represent 11D, 10D, and 4.4D turbine spacing from the top down (i.e., row A to C of in table 4).

The field data in Figure 17 show lower wake losses compared to the numerical results. This may be due to a larger bin size of incoming wind direction. In the DWM model, only wind aligned with the row of turbines is considered.

The main motivation for the study of power production is to verify that the DWM model can capture the average effect on power production due to non-neutral atmospheric stability by implementing the suggested modifications. The average normalized power production of the wake affected turbines for the OWEZ and the North Hoyle wind farm cases are presented together with field data in table 5.

Both the DWM model and the field data show that increasing the atmospheric stability causes larger wake effects in wind farms, even when the turbulence intensity is maintained constant. By comparing the average wake losses in the table, it is seen that the wake losses in very unstable conditions are 10% and 6% smaller compared to neutral stratification for the DWM model and the field data, respectively (however, it should be noted that the power production in neutral atmosphere for the N.H 10D case is an outlier and influences the field data result, as seen in table 5; excluding the N.H 10D case yields a 13% difference between unstable and neutral atmospheric conditions instead of the current 6%). Comparing the average wake losses in very stable conditions and neutral conditions, the DWM model predicts 12% higher losses and the field data show 13% higher losses.
Figure 18: The power production for all turbines in the rows from the simulation cases at the North Hoyle wind farm compared to field data. The ambient hub-height conditions in all cases are wind speed of 8m/s and a turbulence intensity of 6%. The column represent atmospheric stability class (very stable, neutral and very unstable from left to right) and the rows show different turbine spacing (11, 10 and 4.4D from top to bottom).

Table 5: Average power production of all wake affected turbines, normalized against the first turbine of the row, in the North Hoyle and OWEZ simulations compared to field data. The ambient conditions in all cases are wind speed of 8m/s and a turbulence intensity of 6%.

<table>
<thead>
<tr>
<th></th>
<th>Field data-VS</th>
<th>DWM-VS</th>
<th>Field data-N</th>
<th>DWM-N</th>
<th>Field data-VU</th>
<th>DWM-VU</th>
</tr>
</thead>
<tbody>
<tr>
<td>OWEZ 11D</td>
<td>0.62</td>
<td>0.57</td>
<td>0.71</td>
<td>0.61</td>
<td>0.72</td>
<td>0.67</td>
</tr>
<tr>
<td>OWEZ 13D</td>
<td>0.74</td>
<td>0.63</td>
<td>0.79</td>
<td>0.67</td>
<td>0.81</td>
<td>0.70</td>
</tr>
<tr>
<td>N.H 4.4D</td>
<td>0.39</td>
<td>0.28</td>
<td>0.44</td>
<td>0.35</td>
<td>0.54</td>
<td>0.38</td>
</tr>
<tr>
<td>N.H 10D</td>
<td>0.62</td>
<td>0.53</td>
<td>0.69</td>
<td>0.59</td>
<td>0.65</td>
<td>0.64</td>
</tr>
<tr>
<td>N.H 11D</td>
<td>0.66</td>
<td>0.56</td>
<td>0.67</td>
<td>0.61</td>
<td>0.70</td>
<td>0.67</td>
</tr>
<tr>
<td>Mean of COL</td>
<td>0.61</td>
<td>0.51</td>
<td>0.66</td>
<td>0.57</td>
<td>0.68</td>
<td>0.61</td>
</tr>
</tbody>
</table>

Conclusions

The present findings show that atmospheric stability influences the wake effects experienced in a wind farm, even when the ambient turbulence intensity (based on wind speed variance in the mean flow direction, as is typically done) is held constant. This suggests that the impact of atmospheric stability on the turbulent length scale is important for wind farm dynamics, and that the turbulence intensity alone is not sufficient to describe wake dynamics in the atmospheric boundary layer. It also suggests that turbulence intensity based on the component of flow in the mean wind direction only is insufficient and
that all three components must be considered. Specifically, the presented data show that atmospheric stability affects the length scale of the atmospheric turbulence, and that this shift in length scale influences both the wake meandering and the wake deficit evolution. Furthermore, it is shown that the effect of atmospheric stability on the AEP of a wind turbine influenced by a single wake (the turbine is only in wake in a 30° sector, but the AEP is calculated over 360°) is in the order of 0.50% comparing very unstable to very stable conditions (this is equivalent to ~25% of the AEP loss due to the wake). Although 0.5% seems small, it can translate into millions of dollars over the lifespan of a large modern wind plant, so having the capability to account for stability on AEP in the DWM model is important. The power produced by a row of wind turbines aligned with the wind direction is reduced by about 10% in very stable conditions compared to very unstable conditions, based on results from both field data and simulations of the North Hoyle and OWEZ wind farms.

The proposed increase in functionality of the DWM model to include the effects of atmospheric stability shows an improved agreement with the reference data sources compared to the baseline model. STE between the AL model and the modified DWM model are reduced by ~19% in terms of velocity field and ~28% in terms of turbulence intensity field on average.

The largest deviations are seen in the generated input turbulence in unstable atmospheric stability, where the turbulence field generated by the Mann model with the parameters suggested by Peña et al. [27] is found to contain less energy in the largest turbulence scales of the lateral component, compared to the LES precursor calculations. These findings are in agreement with the conclusions drawn by Larsen et al [38], where the calibrated Mann model was found to contain less large-scale lateral turbulence in unstable atmospheric conditions compared to field data. For the undertaken study, a consequence of the large length scale of the LES precursor turbulence (which is about 8 times larger than expected from the Mann model in unstable atmosphere) is that the eddies containing the largest amount of energy only pass through the domain a few times during the LES-AL simulations. This will yield an increased uncertainty of the local mean flow field of the LES-AL computations, affecting the STE comparison, and a larger lateral wake meandering in the LES-AL results compared to the DWM results. Suggested further work is to run the LES-AL cases longer to reduce the uncertainty, and to compare the unstable ABL turbulence fields generated by each method in detail. As mentioned above, no reference data is available for stable atmospheric conditions as this functionality is currently not available in the LES model used.

In this investigation, it has not been possible to verify the wake deficit evolution independently of the wake meandering, as is done in Keck et al. [11], as the LES-AL data required to extract the deficit in a meandering frame of reference is not available. Instead, the LES-AL and DWM flow fields in fixed frame of reference (i.e., both the velocity deficit and the wake meandering observed together) are compared. A good agreement is achieved in both magnitude and evolution of downstream profiles of mean velocity and turbulence intensity. The STE in terms of mean velocity is 0.36 m/s in neutral conditions and 0.46 m/s in very unstable conditions; and for turbulence intensity it is 1.50 pp in neutral conditions and 1.74 pp in very unstable conditions. These numbers are also influenced by the uncertainty of the LES-AL results due to the relatively short simulations times, which increase the STE linearly (as the STE is the root-square of the difference in the flow field of the DWM and the AL results). The uncertainties for the simulated cases are 0.12 m/s and 0.60 pp in neutral conditions and 0.18 m/s and 0.92 pp in very unstable conditions for wind speed and turbulence intensity, respectively. The uncertainty accounts for approximately 37% of the STE in terms of wind speed and 46% of turbulence intensity.

The effect of atmospheric stability on the power production of a row of wind turbines agrees well between the DWM model and the field data from the rows of wind turbines at the North Hoyle and OWEZ wind farms. Both show that the very stable stratification leads to about 13% higher wake losses than in neutral conditions and that very unstable conditions lead to about 10% lower wake losses compared to neutral conditions.
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