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ABSTRACT

Wind farm layout optimization in complex terrain is a pretty difficult issue for onshore wind farm. In this article, a novel optimization method is proposed to optimize the layout for wind farms in complex terrain. This method utilized Lissaman and Jensen wake models for taking the terrain height and the wake loss from the upstream turbines into the wind turbine power output calculation. Wind direction is divided into sixteen sections, and the wind speed is processed using the Weibull distribution. The objective is to maximize the total wind farm power output and the free design variables are the wind turbines’ park coordinates which subject to the boundary and minimum distance conditions between two wind turbines. A Cross Particle Swarm Optimization (CPSO) method is developed and applied to optimize the layout for a certain wind farm case. Compared with the uniform and experience method, results show that the CPSO method has a higher optimal value, and could be used to optimize the actual wind farm micro-sitting engineering projects.

Keywords: wind farm micro-sitting, complex terrain, wake model, probability density, cross particle swarm optimization (CPSO)

1 Introduction

In the past few years there is a growing energy demand with the worldwide economic development, where fossil fuel almost accounts for all of the energy consumption. It’s well known that the fossil fuel is nonrenewable and could generate all kinds of emissions which pollute the environment as well as affect human’s health. Global people’s minds are being awakened to develop and utilize renewable energy which covers wind energy, solar energy, wave energy, hydrogen energy, etc. Nevertheless, with the current technology status, wind energy is almost the lowest-cost in all the renewable energy utilization fields and can be installed on a large scale or distributed power. It is promising to be the third energy supply in addition to fossil energy and hydro energy in China.

During the last 10 years, the total installed wind turbines capacity in China has reached 65 000MW which is the top one position in the world, most of them are scaled wind farm utilizations and at the same time, are located on flat terrain with good wind energy resources. The zone in addition to flat terrain is called complex terrain. The next stage in wind farm development will be focused on complex terrain. There are often a few advantages for the decision maker to exploit the wind energy resources in complex terrain on the lower land, operation and environment costs. At the same time this kind of projects often creates many high quality job opportunities and incents the local economic as well. However, it is difficult to predict the wind energy distribution and layout the wind farm due to the detouring flow in the complex terrain and the wakes in the wind farms are very hard to be modeled. Currently, how to make full use of the wind energy and lay out the wind farms are both academic and engineering issues.
Many factors will affect the wind power output of a wind farm, such as wind turbines selection, layout method, grid connection, etc. However, the layout of a wind farm is one of most effective ways to improve wind energy utilization efficiency [3-5].

There are some studies or software applied in the actual wind farm micro-sitting. Common software include WAsP, Windfarm, Windsim, Meteodyn WT, etc. WAsP from Danish Risø National Laboratory is the most widely used software up to now, however WAsP itself has some drawbacks, such as, WAsP can’t optimize the placement of wind turbines independently without the help of other necessary techniques and is proved to be not accurate enough from the practical data in complex terrain [6]. The CFD can simulate the flow field in complex terrain accurately and the velocities in front of each wind turbine can be determined. On the other hand CFD computations are excessive computational costly, with a considerable long process runtime and it is unsuitable to implement in the practical use of the optimization issue [7]. Rasoul rahmani [8], Alireza Emami [9], C. Szafron [10] and Chunqiu Wan [11] presented a simplified wake model accompanied with Weibull wind speed distribution in their studies, but the model didn’t consider the wind direction and elevation which had great influences on the turbine wake. Liu [12] applied the Genetic Algorithm (GA) to the wind farm layout optimization, but the efficiency of the overall algorithm was not discussed and the power calculation was too rough to predict accurately the energy production. Furthermore, the above mentioned methods are all based on the rectangular and flat topography. However, most of the wind farms are located on irregular and uneven topography which increases the difficulties in wind farm modeling and calculation of the optimal results.

In this paper, a novel methodology is used to optimize the wind turbines’ park coordinates for maximizing the wind farm’s power production in a specified irregular zone wind farm with knowing the number of turbines. In the proposed approach, Lissaman wake model and Jenson wake model are established that can be applied in complex terrain with different wind directions. The calculation of the power output based on the probability density method by wind speed Weibull distribution combined with wind speed-power curve. The CPSO algorithm is implemented for the optimization problem, and compared with uniform distribution method and experienced distribution method. The feasibilities and reliabilities are analyzed for the wind farm layout optimizations as well.

2 Mathematical Models

2.1 Wake model

Wind turbine in a wind farm extracts energy from atmosphere, reducing the wind velocity and producing swirling eddies behind the rotor which is called wind turbine wake [13]. The mean velocity and turbulence intensity in the wake zone are different from that in the free stream. If a turbine locates behind an upstream turbine in the wind direction, the turbine will be affected by the wake created by the upstream turbine, which will reduce its power output. The wind speed has the stochastic characters in both direction and magnitude [14]. In order to calculate wind power production under different speeds, different directions and different layouts in the wind farm should be transformed and wind speed distribution should be modeled.

In this paper, the wind directions are divided into 16 intervals with 22.5° for each interval from 0° to 360°. The angular bisector of the interval can be deemed to the direction of each interval.

The statistical characteristic of the wind speed at a certain height has been approximated by the two-parameter Weibull distribution function which is proved to
be appropriate enough distribution pattern for the wind energy field \[^{[15-16]}\]. For a given wind speed \(v\) in the direction interval \(\theta_{iv}\), with a shape parameter \(K_{iv}\) and a scale parameter \(C_{iv}\) of the Weibull distribution function, its frequency \(g(v, \theta_{iv})\) can be calculated as:

\[ g(v, \theta_{iv}) = \frac{K_{iv}}{C_{iv}} \left( \frac{v}{C_{iv}} \right)^{K_{iv}-1} \exp\left(-\left(\frac{v}{C_{iv}}\right)^{K_{iv}}\right)T(\theta_{iv}) \]  

(1)

where \(T(\theta_{iv})\) is the probability in the wind direction interval \(iv\), \(iv\) is from 1 to \(n\) \((n=16)\).

\[ T(\theta_{iv}) = \frac{\varepsilon_{iv}}{\varepsilon_{sum}} \]  

(2)

where \(\varepsilon_{iv}\) is the count statistics that the wind speed direction within the range of \((iv-1)*22.5^\circ\) and \(iv*22.5^\circ\), \(\varepsilon_{sum}\) is the total count statistics of wind speed.

According to Lissaman wake model \[^{[17]}\], wind speed varies with elevation by index relationship. Suppose that a set of wind data is measured at a certain height \(z_0\) (Fig.1), the wind speeds at turbine \(i\) and \(j\) can be calculated by equations (3) ~ (4):

\[ v_i = v_0 \left( \frac{z(i) + h}{z_0} \right)^\alpha \]  

(3)

\[ v_j = v_0 \left( \frac{z(j) + h}{z_0} \right)^\alpha \]  

(4)

![Fig.1 Lissaman wake mode](image)

where \(z(i)\) and \(z(j)\) are the elevations of turbine \(i\) and turbine \(j\), respectively, \(h\) is the wind turbine tower height, \(v_0\) is the wind speed measured at \(z_0\), and \(\alpha\) is the friction coefficient which is determined by the terrain \((\alpha=1/7\) for the paper\). the actual wind speeds of turbine \(i\) and \(j\) are:

\[ v'_i = v_i(1 - d_i) \]  

(5)

\[ v'_j = v_j(1 - d_j) \]  

(6)

Where \(d_i\) and \(d_j\) are wind speed deficits, in this paper, we apply Jenson wake model to calculate the value.
When the wind blows from left to right, the turbine i is the upstream turbine, it will not be affected by any other turbine, so the speed deficit of two turbines are:[12]:

\[ d_j = 0 \]  

\[ d_j = [1 - (1 - C_T)^{1/2}] \left( \frac{R}{r} \right)^2 \left( \frac{h}{h + \Delta Z} \right)^{2a_i} \frac{A_w}{\pi r^2} \]  

(7)

(8)

Where \( C_T \) thrust coefficient, \( r \) is the blade radius, \( R \) is the wake radius and \( A_w \) swept area of a turbine’s rotor.

When the wind blows from right to left, the wind speed deficit of two turbines can be calculated as:

\[ d_i = 0 \]  

\[ d_i = [1 - (1 - C_T)^{1/2}] \left( \frac{R}{r} \right)^2 \left( \frac{h + \Delta Z}{h} \right)^{2a_i} \frac{A_w}{\pi r^2} \]  

(9)

(10)

Suppose there are \( N \) turbines in a wind farm and the kinetic energy deficit keeps conservation due to all the wakes, the inlet velocity of a turbine for a certain wind speed and a wind direction interval can be obtained by equation (11):

\[ v_i = \sqrt{v_i^2 + \sum_{j=1}^{N} [v_{ij}^2 - v_i^2]} \]  

(11)

Where \( v_{ij} \) represents the turbine \( i \)’s inlet velocity after the effects of the turbines \( j \).

2.2 Power model

The power that a turbine obtained from the wind is associated with the wind speed, and the power curve could be linearly approximated[18]:

\[ f(v) = \begin{cases} 0, & v < v_{in} \\ \lambda v + \eta, & v_{in} \leq v \leq v_{rated} \\ P_{rated}, & v_{rated} \leq v \leq v_{out} \end{cases} \]  

(12)

Where \( v_{in}, v_{out} \) and \( v_{rated} \) are wind turbine’s cut-in, cut-out and rated wind speeds respectively. \( P_{rated} \) is the rated power. \( \lambda \) and \( \eta \) are the coefficients of the wind turbine power curve.

Combined with the equation (1) and (12), a wind turbine power output can be calculated by:
The total power that all wind turbines produced the of the wind farm is:

\[ E(P_{\text{sum}}) = \sum_{i=1}^{N} E(P_i) \]  

(14)

\( E(P_i) \) is the power of function of turbine \( l \) and \( E(P_{\text{sum}}) \) is the power function of the total wind farm.

### III Algorithms for the turbine placement optimization

**Cross Particle Swarm Optimization (CPSO) algorithm**

In this paper, the target of the optimization issue is the maximization of the wind farm total power production, which means the minimization of the power loss due to wind direction and turbines coordinates. The objective function of an individual for the evolutionary algorithms is the logarithmic of total power production’s multiplicative inverse:

\[ f = \ln(1/ E(P_{\text{sum}})) \]  

(15)

The fitness value of an individual for evolutionary algorithms is:

\[ F = \frac{1}{f + \psi} \]  

(16)

Where \( \psi \) is a small positive value to ensure the fitness value be a positive value.

The basic steps of standard PSO algorithm can be simplified as\(^{[19]}\):

\[ x_i^{t+1} = x_i^t + v_i^{t+1} \]  

(17)

\[ v_i^{t+1} = \omega v_i^t + \beta_1 r_1 (p_i - x_i^t) + \beta_2 r_2 (p_g - x_i^t) \]  

(18)

Where: \( v_i^t \), velocity of agent \( i \) at iteration \( t \); \( \omega \), inertia weight; \( \beta_1, \beta_2 \), positive weighting constants; \( r_1, r_2, \) random number between 0 and 1; \( x_i^t \), current position of individual at iteration \( t \); \( p_i \), local best of the individual \( i \); \( p_g \), global best of all the individuals.

The standard PSO algorithm would be easily trapped into local optimal point compared with other population based algorithms for lacking of population diversities\(^{[20]}\). In this paper, some operators are designed to overcome this drawback. Firstly the strategy is inertia weight is gradually decreased. In the standard PSO, the inertia weight is a fixed constant, while the inertia weight \( \omega \) is responsible for the searching area. A big \( \omega \) means search the optimization solution in the large space, and A small \( \omega \) means small local searching space\(^{[21]}\). Therefore, The big \( \omega \) is efficient at the beginning of the iterations and the small \( \omega \) will be better to get the optimization result at the later stage of the iterations. The inertia weight in the paper is defined:

\[ \omega = \omega_{\text{max}} (\omega_{\text{max}}/\omega_{\text{min}})^{1+10t/T_{\text{sum}}} \]  

(19)

Where \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) are max and min inertia weights, \( t \) is the current generation or inertia time and \( T_{\text{sum}} \) is the total generations or inertia times.

Secondly, the inferior particles will be eliminated. In the behavior of the swarm, there will always be some particles far from the optimal results, which affect the overall optimization efficiency. The improved algorithm introduces some new particles that
based on cross operator to replace the bad ones. The new particle's positions and corresponding speeds are:

\[
x_{i}^{t} = q_{t} x_{g} + (1 - q_{2}) x_{b_{1}}^{t} \\
v_{i}^{t} = q_{t} v_{g} + (1 - q_{4}) v_{b_{2}}^{t}
\]  

(20)  

(21)  

Where \( t \) is the current generation, \( x_{i}^{t} \) and \( v_{i}^{t} \) are the inferior particle and its speed, \( x_{g} \) and \( v_{g} \) are the global best particle and its speed, \( x_{b_{1}}^{t} \) and \( v_{b_{2}}^{t} \) are random selected particle and speed from other particles respectively. \( q_{1}, q_{2}, q_{3} \) and \( q_{4} \) are random numbers from 0 to 1.

Thirdly, individual optimal position and global optimal position mutate. During the iteration, particles gradually approach the local optimal and global optimal, and the search efficiency may be trapped into stagnation. In order to keep the search ability at this time, individual optimal position and global position both mutate if the particles’ position close to optimal over the limitation.

\[
p_{i}^{t'} = c_{1} p_{i} + (1 - c_{2} p_{i}) \\
\text{If } |x_{i} - p_{i}| < \nabla \\
p_{i}^{t'} = c_{3} p_{g} + (1 - c_{4} p_{g}) \\
\text{If } |x_{i} - p_{g}| < \nabla_{i}
\]

(22)  

(23)  

Where \( c_{1}, c_{2}, c_{3}, c_{4} \) are random numbers from 0 to 1, \( \nabla \) and \( \nabla_{i} \) are the limitation constants.

4 Case study

4.1 Wind farm description

In order to compare the reliability and feasibility of the proposed method. The efficiencies of the three evolutionary algorithms are checked in the same wind farm of north China. The wind farm is the complex terrain shown as Fig. 3. The wind farm is an irregular graphic with X-axis and Y-axis both from 0 m to 7000 m, and elevation from 1337.5 m to 1517.5 m.

![Wind farm topographic contour](Fig.3)

The wind farm locates in the rich wind resource zone. Fig.4 and Fig.5 describe the wind’s frequency and power density distribution. Tab.1 shows the Weibull
distribution parameters, $K$ value, $C$ value, probability, and power density of 16 wind direction sections.

![Wind direction rose chart](image1)

**Fig. 4** Wind direction rose chart

![Wind power density rose chart](image2)

**Fig. 5** Wind power density rose chart

### 4.2 Results and analysis

Objective function convergence curves and optimal placement distributions are checked and analyzed for the three evolutionary algorithms applied in the wind farm layout optimization. Objective function convergence curve for CPSO is shown as **Fig. 6**, Optimal placement distribution results for CPSO is shown as **Fig. 7**.

![Objective function convergence curve (CPSO)](image3)

**Fig. 6** Objective function convergence curve (CPSO)
Wind turbine uniform layout scheme (Uniform distribution) is often applied for the flat terrain wind farm. Higher elevation positions with good wind energy resource are also usually chose to place the wind turbine by the experienced engineer for the complex terrain (Experience distribution). The regulations of these two schemes are the turbines are required to keep 5 to 9 diameters in the prevail direction and 3 to 5 diameters in the direction perpendicular to the prevail direction, and wind turbines configure plum blossom [22]. Uniform layout scheme for the wind farm is shown as Fig.7. Distribution scheme by choosing high elevation is shown as Fig.8 for the complex terrain wind farm. Data of wind speeds, wind directions, topography and wind turbine parameters can be loaded into WAsP, and WAsP can exports wind turbines power outputs for these two layout methods [23].
Fig.8 Optimal placement of experience distribution

The result comparisons of the five layout methods are shown as in Tab.1, where the power is wind farm annual average power production for all turbines.

<table>
<thead>
<tr>
<th>Tab.1 Optimization results comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Optimal objective</td>
</tr>
<tr>
<td>-------------------</td>
</tr>
<tr>
<td>Uniform distribution</td>
</tr>
<tr>
<td>Experience distribution</td>
</tr>
<tr>
<td>CPSO</td>
</tr>
</tbody>
</table>

From the Tab.3, the uniform distribution and experience distribution methods get the lower power production and the lower time than the three proposed evolutionary algorithms because of no optimization computation process. After testing, the coordinate distributions of the three algorithms meet the requirements of distance and boundary restrictions at the same time. The layouts of the three optimization algorithms concentrate on the high position (compare the layout with the wind farm topographic contour in Fig.2) where the power density is higher than the others. The CPSO have improved the total power production by 2.46% compare with the experience distribution method. The uniform distribution and experience distribution methods concentrate on the prevail wind direction and distance from each other, without considering the effect of elevation and optimizing distribution, so the schemes of these two methods are both not competent.

5. Conclusion

In this paper, a wake model was established which could be implemented in calculating wind farm power output of the complex terrain. The wake model utilized the Lissaman model and Jensen model which process the wind speeds of different elevation in the wind farm, and consider the effect of the wake intersection area with the rotor on the wind turbine power output. The wind direction was divided into 16 sections and the wind speed was processed by Weibull distribution. The probability density of each section was used to calculate of wind turbine power output. A optimization algorithm called CPSO is proposed in the paper. Results from the CPSO optimization were compared with the uniform and experience method. Results show the CPSO optimization methods perform better than the uniform and experience method in the wind farm layout optimization. CPSO proposed by the paper shows the
best performance in the distribution problem and can be used to optimize the wind farm layout engineering issue.
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