
https://doi.org/10.1051/0004-6361/201116484
https://orbit.dtu.dk/en/publications/e7400f1d-c6d0-4714-b68c-83cf7dbeb123
https://doi.org/10.1051/0004-6361/201116484
https://doi.org/10.1051/0004-6361/201116484


A&A 536, A5 (2011)
DOI: 10.1051/0004-6361/201116484
c� ESO 2011

Astronomy
&Astrophysics

Planck early results Special feature

Planck early results. V. The Low Frequency Instrument
data processing�

A. Zacchei36, D. Maino22,38, C. Baccigalupi54, M. Bersanelli22,38, A. Bonaldi34, L. Bonavera54,5, C. Burigana37, R. C. Butler37, F. Cuttaia37,
G. de Zotti34,54, J. Dick54, M. Frailis36, S. Galeotta36, J. GonzÆlez-Nuevo54, K. M. Górski48,58, A. Gregorio23, E. Keihänen15, R. Keskitalo48,15,

J. Knoche52, H. Kurki-Suonio15,31, C. R. Lawrence48, S. Leach54, J. P. Leahy49, M. López-Caniego47, N. Mandolesi37, M. Maris36, F. Matthai52,
P. R. Meinhold18, A. Mennella22,36, G. Morgante37, N. Morisset40, P. Natoli24,2,37, F. Pasian36, F. Perrotta54, G. Polenta2,35, T. Poutanen31,15,1,
M. Reinecke52, S. Ricciardi37, R. Rohlfs40, M. Sandri37, A.-S. Suur-Uski15,31, J. A. Tauber29, D. Tavagnacco36, L. Terenzi37, M. Tomasi22,38,
J. Valiviita45, F. Villa37, A. Zonca18, A. J. Banday57,7,52, R. B. Barreiro47, J. G. Bartlett4,48, N. Bartolo20, L. Bedini6, K. Bennett29, P. Binko40,
J. Borrill51,55, F. R. Bouchet43, M. Bremer29, P. Cabella25, B. Cappellini38, X. Chen41, L. Colombo14,48, M. Cruz12, A. Curto47, L. Danese54,

R. D. Davies49, R. J. Davis49, G. de Gasperis25, A. de Rosa37, G. de Troia25, C. Dickinson49, J. M. Diego47, S. Donzelli38,45, U. Dörl52,
G. Efstathiou44, T. A. Enßlin52, H. K. Eriksen45, M. C. Falvella3, F. Finelli37, E. Franceschi37, T. C. Gaier48, F. Gasparo36,

R. T. GØnova-Santos46,27, G. Giardino29, F. Gómez46, A. Gruppuso37, F. K. Hansen45, R. Hell52, D. Herranz47, W. Hovest52, M. Huynh41,
J. Jewell48, M. Juvela15, T. S. Kisner51, L. Knox17, A. Lähteenmäki1,31, J.-M. Lamarre50, R. Leonardi28,29,18, J. León-Tavares1, P. B. Lilje45,9,

P. M. Lubin18, G. Maggio36, D. Marinucci26, E. Martínez-GonzÆlez47, M. Massardi34, S. Matarrese20, M. T. Meharga40, A. Melchiorri21,
M. Migliaccio25, S. Mitra48, A. Moss13, H. U. Nłrgaard-Nielsen10, L. Pagano48, R. Paladini56,8, D. Paoletti37, B. Partridge30, D. Pearson48,
V. Pettorino54, D. Pietrobon48, G. PrØzeau8,48, P. Procopio37, J.-L. Puget42, C. Quercellini25, J. P. Rachen52, R. Rebolo46,27, G. Robbers52,

G. Rocha48,8, J. A. Rubiæo-Martín46,27, E. Salerno6, M. Savelainen15,31, D. Scott13, M. D. Sei�ert48,8, J. I. Silk19, G. F. Smoot16,51,4, J. Sternberg29,
F. Stivoli39, R. Stompor4, G. Tofani32, L. To�olatti11, J. Tuovinen53, M. Türler40, G. Umana33, P. Vielva47, N. Vittorio25, C. Vuerli36,

L. A. Wade48, R. Watson49, S. D. M. White52, and A. Wilkinson49

(A�liations can be found after the references)

Received 9 January 2011 / Accepted 19 July 2011

ABSTRACT

We describe the processing of data from the Low Frequency Instrument (LFI) used in production of the Planck Early Release Compact Source
Catalogue (ERCSC). In particular, we discuss the steps involved in reducing the data from telemetry packets to cleaned, calibrated, time-ordered
data (TOD) and frequency maps. Data are continuously calibrated using the modulation of the temperature of the cosmic microwave background
radiation induced by the motion of the spacecraft. Noise properties are estimated from TOD from which the sky signal has been removed using
a generalized least square map-making algorithm. Measured 1/ f noise knee-frequencies range from �100 mHz at 30 GHz to a few tens of mHz
at 70 GHz. A destriping code (Madam) is employed to combine radiometric data and pointing information into sky maps, minimizing the variance
of correlated noise. Noise covariance matrices required to compute statistical uncertainties on LFI and Planck products are also produced. Main
beams are estimated down to the ��10 dB level using Jupiter transits, which are also used for geometrical calibration of the focal plane.

Key words. methods: data analysis � cosmic background radiation � cosmology: observations � surveys

1. Introduction

Planck1 (Tauber et al. 2010; Planck Collaboration 2011a) is a
third generation space mission to measure the anisotropy of the
cosmic microwave background (CMB). It observes the sky in
nine frequency bands covering 30�857 GHz with high sensitiv-
ity and angular resolution from 31� to 5�. The Low Frequency
Instrument (LFI) (Mandolesi et al. 2010; Bersanelli et al. 2010;
Mennella et al. 2011) covers the 30, 44, and 70 GHz bands with
ampli�ers cooled to 20 K. The High Frequency Instrument (HFI)

� Corresponding author: A. Zacchei,
e-mail: zacchei@oats.inaf.it
1 Planck (http://www.esa.int/Planck) is a project of the
European Space Agency (ESA) with instruments provided by two sci-
enti�c consortia funded by ESA member states (in particular the lead
countries France and Italy), with contributions from NASA (USA) and
telescope re�ectors provided by a collaboration between ESA and a sci-
enti�c consortium led and funded by Denmark.

(Lamarre et al. 2010; Planck HFI Core Team 2011a) covers the
100, 143, 217, 353, 545, and 857 GHz bands with bolometers
cooled to 0.1 K. Polarization is measured in all but the highest
two bands (Leahy et al. 2010; Rosset et al. 2010). A combina-
tion of radiative cooling and three mechanical coolers produces
the temperatures needed for the detectors and optics (Planck
Collaboration 2011b). Two Data Processing Centres (DPCs),
conceived as interacting and complementary since the earliest
design of the Planck scienti�c ground segment (Pasian & Gispert
2000); check and calibrate the data and make maps of the sky,
this paper and (Planck HFI Core Team 2011b). Planck�s sensitiv-
ity, angular resolution, and frequency coverage make it a pow-
erful instrument for galactic and extragalactic astrophysics, as
well as cosmology. Early astrophysics results are given in Planck
Collaboration, 2011c�z.

The Low Frequency Instrument LFI on Planck comprises a
set of 11 radiometer chain assemblies (RCAs), each composed of
two independent, pseudo-correlation radiometers. There are two
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RCAs at 30 GHz, three at 44 GHz, and six at 70 GHz. Each ra-
diometer has two independent diodes for detection, integration,
and conversion from radio frequency signal to DC voltage. The
LFI is cryogenically cooled to 20 K to reduce noise, while the
pseudo-correlation design with reference loads at �4 K ensures
good suppression of 1/ f noise (Mennella et al. 2011).

LFI produces full-sky maps centered near 30, 44, and
70 GHz, with signi�cant improvements with respect to current
CMB data in the same frequency range. Careful data processing
is required in order to realize the full potential of LFI and the
ambitious science goals of Planck, which require that system-
atic e�ects be limited to a few µK per resolution element.

In this paper we describe the processing steps implemented
to create LFI data products, with particular attention to the needs
of the �rst set of astrophysics results.

The structure of the paper follows the �ow of the data
through the analysis pipeline. Section 2 describes the creation
of time ordered information (TOI) from telemetry packets, time
stamping, pointing reconstruction, and data �agging. Section 3
describes the main operations performed on the TOI, including
removal of frequency spikes, creation of di�erenced data, de-
termination of the gain modulation factor, and diode combina-
tion. Beam reconstruction is discussed in Sect. 4, calibration in
Sect. 5, and noise in Sect. 6. Map-making, covariance matrices,
and tests based on jackknife analysis and Monte Carlo simula-
tions are described in Sect. 7. Section 8 reports on colour cor-
rections. Section 9 describes how the CMB was removed from
LFI and HFI maps. Finally, Sect. 10 gives an overview of the
software infrastructure at the LFI DPC.

2. Creation of time ordered information

The task of the Level 1 DPC pipeline is to retrieve all necessary
information from packets received each day from the Mission
Operations Centre (MOC) and to transform the scienti�c TOI
and housekeeping (H/K) data into a form that is manageable by
the scienti�c pipeline.

During the �3 h daily telecommunication period (DTCP),
the MOC receives telemetry from the previous day, archived
in on-board mass memory, together with real-time telemetry.
Additional auxiliary �les, such as the attitude history �le (AHF)
of the satellite, are produced.

The MOC consolidates the data for each day, checking for
gaps or corrupted telemetry packets, then provides the data,
together with additional auxiliary data, to the DPCs through
a client/server application called the data disposition system
(DDS).

The data are received at the DPC as a stream of packets,
which are handled automatically by four Level 1 pipelines: Data
Receipt, Telemetry Handling, Auxiliary Data, and Command
History.

The Data Receipt pipeline implements the client side of the
interface with the DDS. It requests a subset of data provided
through this interface. A �nite-state machine model has been
used in the design of this pipeline for better formalization of the
actions required during interaction with the DDS server.

The Telemetry Handling pipeline is triggered when a new
segment of telemetry data is received. The �rst task (Telemetry
Unscrambler) discriminates between scienti�c and housekeep-
ing telemetry packets. Scienti�c packets are grouped according
to radiometer, detector source, and processing type, then uncom-
pressed and decoded (see next paragraph). The on-board time
of each sample is computed based on the packet on-board time
and the detector sampling frequency. Housekeeping telemetry

packets are also grouped according to packet type, and each
housekeeping parameter within the packet is extracted and saved
into TOI. Subsequent tasks of the pipeline perform calibration
of housekeeping and scienti�c TOIs together with additional
quality checks (e.g., out of limits, time correlation). The last
task, FITS2DMC, ingests the TOIs into the Data Management
Component (DMC), making them available to the Level 2 and
Level 3 pipelines.

The Auxiliary Data pipeline ingests the AHF provided by
Flight Dynamics into the DMC. Finally the Command History
pipeline requests and stores the list of telecommands sent to the
satellite during the DTCP.

The four pipelines are implemented as perl scripts, sched-
uled every 5 min. Trigger �les are created to activate the pro-
cessing in the Auxiliary Data and Command History pipelines,
and a pipeline monitoring facility displays information about the
status of each pipeline. The entire Level 1 pipeline was heavily
tested and validated before the start of Planck operations (see
Frailis et al. 2009, for more details).

2.1. Scientific data processing

When creating TOI, the Level 1 pipeline must recover accurately
the values of the original (averaged) sky and load samples ac-
quired on-board. The instrument can acquire scienti�c data in
several modes or �PTypes�; we describe here only the nominal
one (PType 5) (see Zacchei et al. 2009). The key feature is that
two independent di�erenced time streams are created from the
sky and load signals with two di�erent gain modulation factors
(GMFs).

Data of PType 5 are �rst uncompressed. The lossless com-
pression applied on-board is inverted, and the number of sam-
ples obtained is checked against auxiliary packet information.
Decompressed data Qi=1,2 are then subject to a dequantization
step to recover the original signals Pi according to

Pi =
Qi

SECOND_QUANT
� OFFSET_ADJUST, (1)

where SECOND_QUANT and OFFSET_ADJUST are parame-
ters of the readout electronics box assembly (REBA), calibration
of which is described by Maris et al. (2009).

After dequantization, data are demixed to obtain S sky and
S load using as inputs the gain modulation factors R1 and R2 de-
termined during REBA calibration (Maris et al. 2009):

S sky =
R2 P1 � R1 P2

R2 � R1
, (2)

S load =
P1 � P2

R2 � R1
• (3)

Conversion from ADU (analog-to-digital units) to volts is
achieved by

Vi =
S i � ZDAE

GDAE
� ODAE, (4)

where GDAE, ODAE, and ZDAE are data acquisition electronics
(DAE) gain, o�set, and small tunable o�set, respectively, whose
optimal values were determined during ground tests (Maris et al.
2009).
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2.2. On-board time reconstruction

A time stamp is assigned to each data sample. If the phase switch
(Mennella et al. 2011) is o� (not switching), the packet contains
consecutive values of either sky or load samples. Then

tobt
ismp
= tobt

0 + ismp
Naver

fsamp
, (5)

where ismp � 0 is the sample index within the packet and tobt
0

is the mean time stamp of the �rst averaged sample. Naver is the
number of fast samples averaged together to obtain a single de-
tector sample, and fsamp � 4 kHz is the detector sampling fre-
quency.

If the phase switch is on (nominal case), consecutive pairs
of either sky�load or load�sky samples are stored in the packet.
Then consecutive pairs of samples have the same time stamp and

tobt
ismp
= tobt

0 + 2 trunc
�
ismp

2

�
Naver

fsamp
• (6)

On-board time information is stored in the form of TOI and di-
rectly linked to its scienti�c sample.

2.3. Data flagging

For each sample we de�ne a 32-bit �ag mask to identify po-
tential inconsistencies in the data and to enable the pipeline to
skip that sample or handle it di�erently during further process-
ing. Currently �ags that are checked include: those identifying
the stable pointing period (determined from the AHF); science
data that cannot be recovered (e.g., because of saturation); sam-
ples arti�cially created to �ll data gaps; and samples a�ected by
planet transits and moving objects within the Solar system.

3. TOI processing

3.1. Electronic spikes

The clock in the housekeeping electronics is inadequately
shielded from the data lines, resulting in noise �spikes� in the
frequency domain at multiples of 1 Hz (Meinhold et al. 2009).
The spikes are synchronous with the on-board time, with no
change in phase over the entire survey, allowing construction
of a piecewise-continuous template by summing the data for a
given detector onto a one second interval (Fig. 1) The ampli-
tude and shape di�er from detector to detector; di�erences be-
tween detectors of di�erent frequency tend to be larger than be-
tween those of the same frequency. The amplitude also varies
with time. This variation is estimated by constructing templates
like Fig. 1 summed over the entire survey to obtain the shape of
the signal, and then �tting the amplitude of a signal of this shape
for each hour of data. This amplitude is smoothed with a 20-day
boxcar window function to reduce the noise. Because of noise,
this is likely to be an overestimate of the true variations.

To estimate the e�ect of spikes on the science data, we gen-
erate three simulated maps at each frequency. The �rst is a noise
map, generated from the instrument white noise levels as mea-
sured in the data and the scan strategy of Planck, but no spikes
or correlated noise. This is a best case scenario, with the lowest
noise level possible in a real map. The second is a �spike� map,
calculated assuming the square wave template for each detector
modulated by a time-varying amplitude measured from the data,
as described above. Because the variation of amplitudes is an

Fig. 1. A square wave template for both sky (black) and load
(red/dashed line) for one of the 44 GHz detectors, computed by adding
data between operational day (OD) 91 and 389 in phase over a 1-h inter-
val. Individual templates are directly subtracted from the un-di�erenced
data.

overestimate, as described above, this is a worst-case scenario
of the e�ect of spikes. The third map is a �spike-subtracted�
map, the same as the second, but with a constant spike template
subtracted. This gives an estimate of the residual e�ect of elec-
tronic spikes that would be left in the maps if the spike template
were subtracted. The 30 GHz maps are at HEALPix resolution
Nside = 512; the 44 GHz and 70 GHz maps were produced at
Nside = 1024.

We scale the spike and spike subtracted maps to the noise,
i.e., Map2/rms(Map3) and Map2/rms(Map3), where the rms is
calculated from the global rms of the noise map scaled as ap-
propriate for the relative number of observations (�hits�) in that
pixel. Figure 2 (left) shows the maximum value of these ratios
over the whole sky. At 44 GHz, the most a�ected frequency, the
e�ect in the worst pixel is less than 20% of the noise. At 70 GHz
the e�ect in the worst pixel is an insigni�cant 2% of the noise.

Figure 2 (right) gives angular power spectra of the three
44 GHz maps. The e�ect is everywhere well below the noise,
and subtraction of a constant amplitude square-wave template
reduces the e�ect by almost two orders of magnitude.

We decided to remove a square-wave template only at
44 GHz. This reduces the spike residual from 20% of the noise
to 1% of the noise. At 70 GHz the e�ect of spikes is extremely
small without correction, and at 30 GHz uncertainty in the tem-
plate combined with the small size of the e�ect argued against
removal.

3.2. Gain modulation factor and differenced data

The output of each detector (diode) switches at 4096 Hz
(Mennella et al. 2010) between the sky, Vsky, and the 4 K refer-
ence load, Vload. Vsky and Vload are dominated by 1/ f noise, with
knee frequencies of tens of hertz. This noise is highly correlated
between the two streams, a result of the pseudo-correlation de-
sign (Bersanelli et al. 2010), and di�erencing the streams results
in a dramatic reduction of the 1/ f noise. The two arms of the
radiometer are slightly unbalanced, as one looks at the 2.7 K sky
and the other looks at the �4.5 K reference load. To force the
mean of the di�erence to zero, the load signal is multiplied by
the GMF, R, which can be computed in several ways (Mennella
et al. 2003). The simplest method, and the one implemented in
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Fig. 2. The e�ect of electronic spikes on the data. Left � Maximum pixel value in the simulated �spike� (black dots) and �spike-subtracted� maps
(red triangles; see text), scaled to the local pixel noise. In our data processing, the square wave signal is subtracted only at 44 GHz detectors. The
black circles therefore represent the estimated highest spike signal level in the 30 GHz and 70 GHz maps, while the red triangle represents the
estimated highest residual spike signal level in the 44 GHz map. Right � Angular power spectra of the 44 GHz simulations: the red (middle) line
shows the power spectrum of the simulated spike map, and the green (bottom) line shows the power spectrum of the simulated spike-subtracted
map. Subtraction reduces the power by a factor of about 100, from a small to an insigni�cant fraction of the white noise power, shown by the black
(top) line.

Fig. 3. E�ect of the gain modulation factor (GMF) on sky and load signals for �ight data. The upper and middle panels show 10 min of sky and
load signals of the LFI27S-11 detector: they are highly correlated with clear signatures of low-frequency noise. After application of the GMF in
taking the di�erence (Eq. (7)), such �uctuations are dramatically reduced, revealing the presence of a sky signal dominated by the CMB dipole
(lower panel). Note the change in the y-axis scale.

the processing pipeline, is to take the ratio of DC levels from sky
and load outputs obtained by averaging the two time streams,
i.e., R = �Vsky	/�Vload	. Then

�V(t) = Vsky(t) �
�Vsky	
�Vload	

Vload(t). (7)

We compute R from un�agged data for each pointing period
identi�ed from the AHF information.

To verify the accuracy of this approach, we started with
a time stream of real di�erenced data, then generated two
time streams of undi�erenced data using a constant (typical)
value of R. We then ran these two time streams through the
pipeline, and compared the results with the original time stream.

Deviations between the pipeline values of R and the constant
input value used to generate the undi�erenced data were at the
0.002% level.

The R factor has been stable over the mission so far, with
overall variations of 0.03�0.04%. To keep the pipeline simple,
we apply a single value of R to each pointing period.

Figure 3 shows the e�ect of applying Eq. (7) with the R fac-
tor to �ight data. The correlated 1/ f noise in sky and load
streams (evident in the two upper plots of the �gure) is reduced
dramatically. The residual 1/ f noise has a knee frequencies of
25 mHz, and little e�ect on maps of the sky, as described in
Sect. 7.
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3.3. The diode combination

Having two diodes for each radiometer enables observation of
both sky and load with a combined duty cycle of almost 100%. In
combining the outputs, however, we must take into account the
e�ects of imperfect isolation and di�erences in noise between
the two diodes.

Isolation between diodes was measured for each radiome-
ter in ground tests and veri�ed in �ight using the CMB dipole,
planets, and Galactic plane crossings. Typical values range from
�13 to �20 dB. This is within speci�cations, and does not com-
promise LFI sensitivity. It does, however, produce a small anti-
correlation of the white noise of the two diodes of a given ra-
diometer. When data from the two diodes are averaged, the white
noise of the resulting TOI is lower than would be the case if
they were statistically independent. A complete mathematical
description of this behaviour is given in Mennella et al. (2011).
This causes no di�culty in subsequent calibration and further
processing; however, the e�ect must be taken into account in in-
ferring the noise properties of individual detector chains from
the combined outputs.

To take account of di�erences in noise in combining the
diode outputs, we assign relative weights to the uncalibrated
diode time-streams based on their calibrated noise. Speci�cally,
we make a �rst order calibration of the timelines, G0 and G1,
subtract a signal estimate, and calculate the calibrated white
noise levels, �0 and �1, for the two diodes. The weights for the
two diodes (i = 0 or 1) are

Wi =
�2

i

G01

1
�2

0 + �
2
1

(8)

where the weighted calibration constant G01 is given by

G01 =
1

�2
0 + �

2
1

�
G0�2

1 +G1�2
0

�
, (9)

and is the same for each diode.
The weights are �xed to a single value per radiometer for the

entire dataset. Since all calibrations, noise estimation, and other
tests are done on these combined data streams, small errors in
the weights cause inconsequential losses in sensitivity, and no
systematic errors.

3.4. Detector pointing

Detector pointing is a fundamental ingredient in data processing
that requires knowledge of the spacecraft attitude and the loca-
tion of the horns in the focal plane. The AHF gives the orienta-
tion of the spacecraft spin axis in quaternions sampled at 8 Hz, as
well as beginning and ending times for a single pointing period.
It speci�es with appropriate �ags the periods of spin-axis ma-
neuvers during which star tracker positions are unreliable. Horn
locations within the focal plane are determined from both ground
measurements and planet crossings.

The orientation of the spacecraft spin axis at the time of each
data sample is determined by linear spherical interpolation of the
8 Hz quaternions. Individual detector pointings are determined
by simple rotations from the spin-axis reference frame to the
telescope optical axis, then to the relevant horn position, with an
additional rotation to account for the orientation of the horn in
the focal plane.

In some cases small extrapolations of the quaternions are
necessary at the end of a pointing period. Simulations verify
that these introduce no signi�cant degradation of the pointing
accuracy.

4. Main beams and the geometrical calibration
of the focal plane

Knowledge of the beams is of paramount importance in CMB
experiments. Errors and uncertainties, and the details of complex
non-Gaussian shapes, directly a�ect cosmological parameters.

We determine the main beam parameters and the position of
each horn in the focal plane from planet observations. Jupiter
gives the best results, but other planets and bright celestial
sources have been used as well. Inputs to the calculations in-
clude TOI from each radiometer throughout the planet crossing,
the AHF for the same period, and the time-dependent position
of the planet as seen by Planck, provided by the JPL Horizons
system, which accounts for both spacecraft and planet motion.

4.1. Algorithm and testing

We create a 2D map of the footprint of the focal plane on the sky
by selecting data within 10
 of the telescope line of sight. This
comprises the whole extension of the LFI focal plane. To mini-
mize the e�ects of 1/ f noise on weak sources, we use TOI from
which o�sets per ring derived by the Madam destriper (Sect. 7)
have already been removed.

We �t a bivariate Gaussian beam model to these data
(Burigana et al. 2001):

B(xi, yi) =
A
d2 exp

�
�

1
2

�
(�xi cos� + �yi sin�)2

�2
x

+
(��xi sin� + �yi cos�)2

�2
y

�
����	



��
�
 • (10)

Here A is an overall amplitude. xi and yi are Cartesian coordi-
nates, with xc, yc the position of the centre of the beam, and
�xi � xi� xc and �yi � yi�yc. �x and �y are the beamwidth pa-
rameters of the elliptical approximation of the beam shape, and
the angle � is the reconstructed orientation of the beam in the
focal plane and d is the actual distance (in astronomical units) of
the planet.

We tested our technique with simulations using the measured
beam patterns together with a detailed model of the Planck tele-
scope. The simulations included the nominal main and far beam
patterns, the e�ects of smearing caused by the motion of the
satellite, and pointing uncertainties. Using these simulations of
Jupiter crossings (including instrumental noise and complete sky
signal), we are able to reconstruct the main beam shape down to
�20 dB and to recover the main beam properties at the 1% level
or better for all LFI beams. Table 1 reports results for the main
beam properties for a sample of the LFI beams. These �gures
are representative of our expected accuracy for in-�ight beam
and focal plane reconstruction.

Figure 4 shows the footprint of the LFI focal plane obtained
during the �rst season of Jupiter observations, from 24 October
to 1 November 2009. Figure 5 shows beam images for LFI28M,
LFI25M and LFI21M from those observations. As expected, all
beams are asymmetric but with no signi�cant departures from
an elliptical shape visible down to the ��10 dB level. For lower
levels, aberration starts to distort the beam response, creating
non-elliptical shapes.

We also constructed a planet mask, including Jupiter, Mars,
and Saturn, the most luminous planets at LFI frequencies. The
planet mask is radiometer-dependent, since each horn observes
a planet at di�erent times. The planet masking algorithm assigns
an appropriate �ag to data that lie within an ellipse, centred at
the position of the planet and with an orientation that matches
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Fig. 4. LFI focal plane as determined from the �rst season of Jupiter
observations, 24 October to 1 November 2009. Contour levels are in
dB from the peak. All beams are well approximated by an elliptical
Gaussian down to the �10 dB level.

Table 1.Simulation of the reconstruction of the beams and focal plane
geometry from observations of Jupiter, including realistic models of the
beams, instrument noise, beam smearing, and star tracker uncertainties.

�
Parameter Input Reconstruction [%]

LFI19S – 70 GHz
FWHM . . . . . . . . 12.�83 12.�97 1.12
ellipticity . . . . . . . 1.280 1.276 0.98
x0 . . . . . . . . . . . . �2.
8715 �2.
8704 0.36
y0 . . . . . . . . . . . . �1.
5678 �1.
5829 0.96

LFI25S – 44 GHz
FWHM . . . . . . . . 29.�33 30.�23 3.07
ellipticity . . . . . . . 1.170 1.230 5.12
x0 . . . . . . . . . . . . �2.
8227 �2.
8293 0.23
y0 . . . . . . . . . . . . �5.
1369 �5.
0844 1.02

LFI27M – 30 GHz
FWHM . . . . . . . . 32.�42 32.�89 1.45
ellipticity . . . . . . . 1.380 1.384 0.32
x0 . . . . . . . . . . . . �4.
7788 �4.
7798 0.02
y0 . . . . . . . . . . . . 2.
4903 2.
3958 3.79

the beam orientation, with axes �3 times larger than the beam
widths derived from beam �tting. These �ags are used in the
map-making and ensuing data analysis to discard samples af-
fected by planet transits

5. Photometric calibration

5.1. First steps

The ideal source for photometric calibration, i.e., conversion
of the data from volts to kelvin, should be constant, perfectly
known, present during all observations, and have the same

frequency spectrum as the CMB. In the frequency range of the
LFI, the CMB dipole, caused by the motion of the Solar system
with respect to the CMB reference frame, satis�es nearly all of
these requirements, lacking only in that it is well, but not per-
fectly, known. The modulation induced on the CMB dipole by
the orbital motion of Planck around the Sun satis�es even this
last requirement, and will be the ultimate calibration source for
the LFI; however, it cannot be used e�ectively until data for a
full orbit of the Sun are available. For this paper, therefore, we
must use the CMB dipole. We follow essentially the calibration
procedure used for the WMAP �rst year data (Hinshaw et al.
2003). For the kth pointing period, the signal from each detector
can be written as

�Vk = gk(�T sky + n) + bk, (11)

where �T sky is the sky signal, n is the noise, and gk and bk are
the gain and baseline solution. The dominant sky signal on short
time scales is the CMB dipole (Galactic plane crossings produce
a localized spike that is easy to exclude). This is modeled as

�Vm(gk, bk) = gk(�T d + �T v) + bk, (12)

where we have considered both the cosmological dipole�T d and
the modulation from the spacecraft motion�T v. We �t for gk and
bk for each pointing period k by minimising

�2 =
�

i�k

�
�V(ti) � �Vm(ti|gk, bk)

�2

rms2
i

• (13)

The sum includes un�agged samples within a given pointing pe-
riod k that lie outside a Galactic mask.

The mask is created from simulations of microwave emission
provided by the Planck Sky Model (PSM)2. Of the LFI frequen-
cies, 30 GHz has the strongest di�use foreground emission. The
mask excludes all pixels that in the 30 GHz PSM are more than
5 × 10�4 times the expected rms of the CMB. It also excludes
point sources brighter than 1 Jy found in a compilation of all
radio catalogues available at high frequencies (the Planck Input
Catalogue, see Massardi 2006). The Galactic and point source
masks preserve �82% of the sky.

The Planck scan strategy is such that the instrument �eld of
view describes nearly great circles on the sky. The signal mean is
therefore almost zero and nearly constant from one circle to the
next. This reduces the correlation between the gain and baseline
solutions, a feature also taken advantage of by WMAP (Hinshaw
et al. 2003).

As pointed out by Hinshaw et al. (2003) and Cappellini et al.
(2003), the largest source of error in Eq. (13) arises from unmod-
elled sky signal �Ta from CMB anisotropy and emission from
the Galaxy. To correct this, we solve iteratively for both g�k and
�T �a. If g�k is the solution at a certain iteration, the next solution
is derived using Eq. (13) with

�V � = �V � g�k�T �a, (14)

where �T �a is the sky signal (minus dipole components) esti-
mated from a sky map built from the previous iteration step.
This is repeated to convergence, typically after a few tens of
iterations. Figure 6 shows the gain error induced by unmod-
eled sky signal in a one-year simulation of one 30 GHz detec-
tor. The simulation includes CMB anisotropies, the CMB dipole,
2 The Planck Sky Model is available at: http://www.apc.
univ-paris7.fr/APC_CS/Recherche/Adamis/PSM/psky-en.
html
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Fig. 5. Beam map of LFI data around the Jupiter observations (24 October�1 November 2009) for LFI horns LFI28M (left), LFI25M (middle) and
LFI21M (right).

Fig. 6. Simulation showing convergence of the gain solution for one year of observations of one 30 GHz detector. The simulations include CMB
dipole(s), CMB anisotropies, and Galactic emission. The input gain was 12.86 K/V and the sky included all di�use components as well as nominal
instrument noise. The �rst iteration shows large errors caused by Galactic and CMB anisotropy emissions; however, after one hundred iterations,
convergence is achieved with an overall deviation from the input value of less than 0.01%. The various curves show the solution after 1, 30, 60
and 100 iterations.

and Galactic emission. Gain errors in this example are �5% af-
ter one iteration. After a few tens of iterations, the residual errors
are <0.01% over the entire year.

The algorithm alternates between dipole �tting and map-
making. Maps are made with (Madam Sect. 7) ignoring polarisa-
tion, with no noise prior and baseline length equal to the pointing
period length. To improve calibration and reduce noise, calibra-
tion is performed simultaneously for both radiometers of each
single horn. In the presence of real noise, the actual scatter from
one gain solution to the other is quite large. Figure 7 shows an
example of the hourly gain solution (grey line) derived from the
iterative scheme described above for LFI18M, one of the 70 GHz
radiometers. Apart from the scatter induced by instrument noise,
the gain solution is quite stable throughout the observation pe-
riod. Around the dipole maxima, typical noise-induced varia-
tions are �0.8% (rms). Nonetheless, the stability of the gain so-
lution is poor compared to the stability of the instrument itself,
as indicated by the stability of the uncalibrated white noise level
of both di�erenced and undi�erenced data, or the stability of the

total power from both sky and load signals. This is particularly
evident during the minima of the dipole signal (see Mennella
et al. 2011, for further details).

There are also speci�c things that a�ect the gain solu-
tion. To the extent that they can be measured and understood,
their e�ects on the gain can be corrected directly. For exam-
ple, a non-linearity in the analogue-to-digital converters (ADCs),
discovered during data analysis, produces a multiplicative e�ect
on the data that is recovered (erroneously) by the calibration
pipeline as a gain variation. We have developed two indepen-
dent, complementary methods to correct for this. In the �rst, we
calibrate the data using the gain solution that follows the induced
ADC gain variation. In the second, we model the nonlinearity
and remove the e�ect at the raw TOI level.

Alternatively, temperature variations of the ampli�ers can in-
duce real gain variations on short time scales. For example, dur-
ing the �rst 259 days after launch the downlink transponder was
powered up only for downlinks. This induced rather sharp daily
variations in the temperature and gain of the ampli�ers in the
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Fig. 7. Hourly gain solution (gray line) from �ight data for LFI18M, as derived from our iterative calibration algorithm. The gain is quite stable
over the observing period, although there is a lot of scatter due to noise, especially during dipole minima. The thick black line is the re�ned gain
solution (see text) applied to create calibrated TOI and sky maps.

back-end unit (BEM). Starting on day 259, the transponder has
been powered up continuously, eliminating this source of gain
variations.

In the next section we discuss additional steps taken in the
calibration procedure to deal with the e�ects of noise and gain
changes induced by events such as the transponder cycle change.

5.2. Improving calibration accuracy
As shown in Fig. 7, the hourly gain solutions are strongly af-
fected by noise. To reduce the e�ects of noise and recover more
accurately the true and quite stable gains of the instrument, we
process the hourly gain solution as follows:

– calculate running averages of length 5 and 30 days. The
5-day averages are still noisy during dipole minima, while
the 30-day averages do not follow real but rapid gain changes
accurately.

– further smooth the 5- and 30-day curves with wavelets;
– use the 30-day wavelet-smoothed curve during dipole min-

ima;
– use the 5-day unsmoothed curve around day 259 (the down-

link transponder change) to trace real gain variations;
– use the 5-day wavelet smoothed curve elsewhere.

A typical gain solution is plotted in Fig. 7 as the solid black line.
From the 5- and 30-day gain curves we infer information on the
actual gain stability of the instrument as the mission progresses,
and also on the overall uncertainty in the gain reconstruction.
Speci�cally, the rms of the gk over a period of N pointings is

�g =

�
� N

k=1
�
gk � �g	

�2

N � 1
, (15)

where �g	 is the average of the N gains. The e�ect of the
wavelet smoothing �lter is to average over a number of consecu-
tive pointings. Ignoring the di�erent weights in the average, the

Table 2.Summary of dipole-based gain statistics.

M��� A�� S��� A��

�gk	 �gk �gk	 �gk
D�	�
	�� [K/V] [%] [K/V] [%]

70 GHz
LFI 18 . . . . . . . 14.935 0.279 22.932 0.243
LFI 19 . . . . . . . 27.434 0.141 41.843 0.228
LFI 20 . . . . . . . 25.572 0.253 29.581 0.261
LFI 21 . . . . . . . 41.629 0.367 41.999 1.038
LFI 22 . . . . . . . 64.275 0.367 62.504 0.185
LFI 23 . . . . . . . 36.492 0.290 54.121 0.382

44 GHz
LFI 24 . . . . . . . 282.295 0.349 175.728 0.306
LFI 25 . . . . . . . 123.141 0.358 123.958 0.279
LFI 26 . . . . . . . 167.364 0.398 142.061 0.411

30 GHz
LFI 27 . . . . . . . 12.875 0.314 15.320 0.349
LFI 28 . . . . . . . 15.802 0.225 19.225 0.379

overall uncertainty can be approximated as

�g|stat �
�g



M
=

1



M

�
� N

k=1
�
gk � �g	

�2

N � 1
• (16)

Table 2 lists the largest statistical uncertainties and their as-
sociated mean gains out of four time windows (days 100�140,
280�320, 205�245, 349�389, the �rst two corresponding to min-
imum and the second two to maximum dipole response), for the
main and side arms of the LFI radiometers. In order to provide
conservative estimates, we have always chosen a value for M
corresponding to the number of pointings in 5 days, even in cases
where a 30-day smoothing window was used. Equations (15) and
(16) and Table 2 are the same as Eqs. (12) and (13) and Table 9 of
Mennella et al. (2011). Peak-to-peak variations in the daily gains
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reach 10% (with mean 7%); however, the rms of the smoothed
gain solution is generally in the �0.3�0.4% range. This can be
taken as the current level of LFI calibration accuracy.

Although the current pipeline provides results approaching
those expected from the stability of the instrument, we are work-
ing to improve it as much as possible. In particular, we would
like to trace gain variations on time scales shorter than the point-
ing period. To achieve this, we are developing a detailed gain
model (currently under test) based on calibration constants esti-
mated from the pipeline and instrument parameters (temperature
sensors, total power data), see Mennella et al. (2011) for further
information.

6. Noise estimation
Once data are calibrated, we evaluate the noise properties of
each radiometer. We select data in chunks of 5 days each and
then compute noise properties. This is done using the roma
Iterative Generalized Least Square (IGLS) map-making algo-
rithm (Natoli et al. 2001; de Gasperis et al. 2005) which includes
a noise estimation tool based on the iterative approach described
in Prunet et al. (2001). IGLS map-making is time and resource
intensive and cannot be run over the whole data set within the
current DPC system. However since the TOD length considered
here is only 5 ODs, it is possible to use the roma implementa-
tion of this algorithm which has a noise estimator built-in. The
method implemented here is summarized as follows. Model the
calibrated TOD as

�T = Pm+ n, (17)

where n is the noise vector, and P is a projection matrix that
relates a map pixel m to a TOD measurement �T . We obtain a
zeroth order estimate of the signal through a rebinned map and
then iterate noise and signal estimation:

n̂i = �T � Pm̂i, (18)

m̂i+1 =
�
PTN̂�1

i P
��1

PTN̂�1
i �T, (19)

where N̂i is the noise covariance matrix in time domain esti-
mated at iteration i. We have veri�ed that convergence is reached
in a few, usually three, iterations.

We calculate the Fourier transform of the noise time stream
(with an FFT algorithm) and �t the resulting spectrum for the
three parameters, the white noise level, the knee-frequency, and
the slope of the 1/ f noise part:

P( f ) = �2
WN

�
�����1 +

�
f
fk

� ������	 • (20)

The white noise level is taken as the average of the last few per-
cent of frequency bins. A linear �t to the log-log spectrum low
frequency tail gives the slope of the 1/ f noise. The knee fre-
quency, fk, is the frequency at which these two straight lines
intersect. We tested the accuracy with simulations that included
sky signal and instrumental noise with known properties. The
noise properties were recovered with typical deviations from in-
put values of �10% for knee-frequency and slope, and less for
white noise level. Examples of noise spectra and corresponding
�ts are shown in Fig. 8.

6.1. Noise constrained realizations and gap filling
The FFT-based noise power spectrum estimation method re-
quires continuity of the noise time stream. As discussed in
Sect. 3, we identify bad data (e.g., unstable spacecraft point-
ing, data saturation e�ects) and gaps in the data with appropri-
ate �ags. We �ll in the �agged data with a Gaussian noise real-
ization constrained by data outside the gap (Ho�man & Ribak
1991). Although in principle this method requires a pure noise
time stream outside the gap, we have veri�ed that given the low
signal-to-noise ratio in the LFI TOD the procedure is not af-
fected by the signal present in the time streams. We �ll the gap
with Gaussian noise whose properties match those of the noise
power spectrum computed over the day immediately before the
one with �agged data. An example is shown in Fig. 9.

7. The map-making pipeline
7.1. Frequency maps
The map-making pipeline produces sky maps of temperature and
polarisation for each frequency channel. It takes as input the cal-
ibrated timelines and pointing information in the form of three
angles (�, 	, 
) describing the orientation of the feed horns for
each data sample. An essential part of the map-making process
is the reduction of correlated 1/ f noise, a large part which can
be removed by exploiting redundancies in the scanning strategy.
While the underlying sky signal remains the same, the observed
signal varies due to noise. Statistical analysis of the signal vari-
ations allows one to distinguish between true sky signals and
noise.

Among several map-making codes tested with simulated
Planck data (see Ashdown et al. 2007a,b, 2009) the LFI base-
line (Mandolesi et al. 2010) is to use the Madam destriping code
(Maino et al. 2002). The algorithm and the underlying theory are
described in detail in Keihänen et al. (2010); Kurki-Suonio et al.
(2009); Keihänen et al. (2005). The basic idea is to model the
correlated noise component by a sequence of constant o�sets,
called baselines. A key parameter in the code is the length of the
baseline to be �tted to the data. Madam allows the use of an op-
tional noise prior, if the noise spectrum can be reliably estimated,
which further improves the accuracy of the output map. Without
the noise prior, the optimal baseline length is of the order of
the satellite spin period (�1 min). With an accurate noise prior,
a much shorter baseline can be used. The shorter the baseline,
the closer the Madam solution will be to the optimal Generalized
Least Square solution (see Fig. 16 of Ashdown et al. 2009).

We are continually improving our knowledge of the instru-
ment and its noise characteristics, and this information will even-
tually be used in the Madam algorithm. However, at this stage
in the processing we decided to make two simpli�cations when
running our map-making pipeline: no noise prior was used, and
all radiometers were weighted equally. These choices lead to a
simpler and faster map-making algorithm, which is su�ciently
accurate for the Planck early results and avoids using detailed
parameters describing the instrument which are under continual
revision.

With these simpli�cations, the map-making equations can
be written in a concise form. Technically, we are neglecting the
baseline covariance, Ca, and setting the white noise variance Cn
to unity. The basic model behind the algorithm is

�T = Pm+ n� , (21)

where �T is the calibrated TOD, P is the pointing matrix, m is
the pixelized sky map, and n� is the instrumental noise. This last
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