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Abstract A dynamic model of the wind farm Hagesholm has been implemented in the dedicated power system simulation program DIgSILENT. The wind farm consists of six 2MW NM2000/72 wind turbines from NEG-Micon. The model has been verified using simultaneous power quality measurements on the 10 kV terminals of a single wind turbine and power performance measurements on two wind turbines. The verification shows a generally good agreement between simulations and measurements, although the simulations at higher wind speeds seem to underestimate the power and voltage fluctuations. A way to improve the simulation at higher wind speeds is suggested.
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Preface

This report describes the results of the project titled “Simulation of wind power plants”. The project was carried out in a cooperation between Risø National Laboratory, Aalborg University and DanControl Engineering A/S, funded by the Danish Energy Agency contract number 1363/00-0003. Besides, North-west Sealand Energy Supply Company, NVE, has contributed to the work with own funding.
1 Introduction

The present report describes the results of a project titled “Simulation of wind power plants”. The title of the project reflects the need to look at large wind farms as power plants, as a result of the increased penetration of wind energy in the power systems many places in the world. To obtain an optimal integration of high penetration of wind energy in the system, the wind large wind farms must be able to replace other power plants, i.e. be able to participate in the control and stabilisation of the power system. If e.g. a large wind farm trips due to a grid fault, the power system will suffer from a severe loss of supply.

The main result of the project is a verified model of a wind farm, which can be used to study and improve the power plant characteristics of the wind farm, and a tentative assessment of the power quality of the wind farm, based on simulations with the developed model and verified by measurements.

The installation of wind turbines in power systems has developed rapidly through the last 20 years. The national and international growth rates and policies indicate that this development will continue. During 1999, 3920 MW wind turbine capacity was installed in the world, making up a total accumulated installation of 13932 MW wind power in the end of 1999 [1].

In Denmark, the accumulated installed wind turbine capacity was 2340 MW in the end of 2000, and today approximately 15 % of the electricity consumed in Denmark is generated from wind power. Moreover, in the official Danish energy strategy Energy 21 [2], the target is to reach 50 % of electricity consumption from wind power in 2030. This target is based on offshore, with 4000 MW wind turbines installed in 5 dedicated offshore areas in Denmark.

Such a development will influence significantly the operation of the power systems in Denmark. Even though the western part of Denmark is AC connected to the strong Central European power system, and the eastern part is AC connected to the Nordic power system, this wind energy development will influence the control, power quality and voltage stability issues of the power system. Therefore, the future wind farms will need power plant properties, which enables the wind farms to operate more like conventional power plants.

An example of the need to provide wind farms with power plant properties is the practice for wind turbine control in the event of grid abnormalities, e.g. due to grid faults. The practice so far has been to disconnect wind turbines from the grid when a grid abnormality is detected by the wind turbine control system. This strategy has served as a protection of the wind turbines as well as the grid. However, with the very large wind farms planned for the future, this control strategy will not be sufficient any more, because it can lead to sudden loss of power, which can cause problem to the control of the power system.

The increased wind energy development is also reflected in the requirements for grid connection of wind turbines. National standards for power quality of wind turbines have been supplemented by a new IEC 61400-21 standard for measurement and assessment of power quality of grid connected wind turbines [3]. The methods described in IEC61400-21 are already applied in many national requirements for grid connection of wind turbines to the distribution system, e.g. the Danish Utilities Research Institute, DEFUs KR-111 [4] in Denmark.

Because of the planned offshore development in Denmark, the Danish transmission system operators Eltra and Elkraft System have issued specific requirements for connection of large wind farms to the transmission system, [5] and [6]. Besides power quality issues, these requirements also deal with the
control of the wind farms and the interaction between the wind farm and the power system in the event of a grid fault.

These standards and requirements all reflect the need to assess the interaction between the wind farms and the power systems. However, standards and requirements often use simplifications of complex technical issues, which often need more advanced methods to be assessed. Power system simulation with reliable models for wind farms can provide the technical basis for such assessments.

In the requirements of the Danish transmission system operators, it is explicitly stated that the wind farm owner is responsible to provide the required simulation models to demonstrate the interaction between the wind farm and the power system in the event of grid faults. Such a requirement makes it even more necessary to provide and verify reliable models for the dynamic interaction between the wind farms and the power system.

According to the requirements of the Danish transmission system operators, models for simulation of the behaviour in the event of grid faults are needed to verify the interaction between the power system and the wind farm in these cases. For this purpose, electromagnetic transient models of the electric components are required, together with models for the mechanical and aerodynamic behaviour of the wind turbines.

Detailed assessments of power quality and of control strategies for wind farms also call for dynamic simulation models, which take into account the interaction between the dynamics of the wind turbines and the grid. For power quality and control strategy studies, dynamic wind models are also essential. Although the appropriate detailing of some of the models depends on the issue of the assessment, there are many similarities between the required models for assessment of power quality, control strategies and wind farm behaviour in the event of grid faults.

Computer models of power systems are widely used by power system utilities to study load flow, steady state voltage stability and dynamic behaviour of power systems. The models presented in this report are implemented in the dedicated power system simulation program Power Factory from DIgSILENT. The Power Factory directly supports the selection of detailing of the models, which is appropriate to the current issue, as explained in chapter 2. As a consequence, the models described in this report can be used for assessment of power quality, control strategies and behaviour in the event of grid faults.

The case, which is modelled in this report, is the 12 MW wind farm in Hagesholm. The wind farm consists of six 2MW NEG-Micon wind turbines. Hagesholm is situated in the flat, diked-in land of Lammefjord on Sealand in Denmark. Half of the wind turbines in the wind farm are owned by the North-West Sealand Energy Supply Company, NVE, while the remaining wind turbines are privately owned. Figure 1 shows four of the six wind turbines in the Hagesholm wind farm.
The layout of Hagesholm wind farm is shown in Figure 2. The six wind turbines are of the type NM 2000/72, and use active stall regulation of the blade angles to control the power. As it can be seen from the figure, the six wind turbines are distributed in two rows. The distance between the wind turbines in each row is 200 m, corresponding to approximately three rotor diameters, while the distance between the rows is 500 m.

Measurements of power quality on one of the wind turbines in Hagesholm have been performed in the project to verify the model. Moreover, Risø measurements in the Vindeby offshore wind farm and NEG-Micon measurements performed by WINDTEST in Hagesholm have been used. The Vindeby measurements have been used to develop and verify the wind models, based on simultaneous wind speed measurements on two sea masts. The WINDTEST Hagesholm measurements have been used to verify the model predictions of summation of power from two wind turbines, based on simultaneous performance measurements on two wind turbines. The measurement setups and verifications are described in chapters 6 and 7.
To demonstrate the use of the model to assess the interaction between wind farm and grid, the model has been applied to make a tentative assessment of the power quality of the wind farm. This power quality assessment is described in chapter 8.

Finally, the conclusions are summarised in chapter 9. The main conclusion is, that a model for the interaction between wind turbines and grid in a wind farm has been developed and verified, and it has been demonstrated that the model can predict the influence of the wind farm on the power quality.

2 Simulation program

2.1 General

A variety of commercial software packages, dedicated to simulation of power systems, are available on the market. For the present project, Power Factory software from the German company DIgSILENT has been selected, because the Power Factory supports the needs of the project. Other software packages could also support the basic needs of the project, but DIgSILENT combines models with different detailing levels in a very well structured way. Moreover, the industrial partner in the project, DanControl already possessed a license for the Power Factory before the project started.

The Power Factory software provides a simulation environment, which supports two methods for simulations. The first method is based on electromechanical models for the components in the power system, and this method provides RMS values of the simulated variables in the system, i.e. voltages, currents etc. The second method extends the models to include electromagnetic transients, and this method provides instantaneous values of currents and voltages.

Consequently, the detailing of the models for e.g. generators depend on, which type of simulation is selected. This is useful, because the appropriate detailing of the models depends on, which issue the simulations are used to study.

On one hand, for the studies of the behaviour during grid faults, simulations of instantaneous values with detailed models of e.g. generators are required. These simulations consume considerable computer time compared to the period, which is simulated, but only simulations of short periods like a few seconds are required. Therefore, the relatively slow simulation speed is not so important in this case.

On the other hand, simulations of RMS values are more appropriate for most studies of power quality and control issues. One exception from this is harmonics, where instantaneous values are required, as the RMS values simulated with DIgSILENT refer to the fundamental. However, harmonics are not considered for wind turbines without power electronic converters according to IEC 61400-21.

The RMS simulations are much faster than the instantaneous value simulations compared to the period which is simulated. To simulate the influence of the fluctuations in the wind on e.g. flicker emission from the wind farms, long simulation periods are required. According to IEC 61400-21, more than 50 measured ten minutes time series are required to characterise the power quality. These measurements can be replaced by simulations in the early design phase of a wind turbine, or in the design of a wind farm. For a complete power quality
assessment based on simulations, the required extend of simulated time series corresponds to the required extend of measured time series, i.e. more than 50 simulated ten minutes time series.

Another aspect of the simulation program is at which level, the user can use the software. On one hand, it is essential which models are available in the library, because it saves the time to create models if a complete library is available. On the other hand, the user may want to study the exact implementation of the models, and possibly modify the models.

DIgSILENT has a comprehensive library, which is maintained and extended continuously. Together with a graphic interface, this library enables the user to build grid models using a minimum of time. However, the technical documentation of the library models is insufficient. This is a problem, because the implementation of the models is not directly available to the user, which makes it difficult to document and modify the models.

Especially the models for the electric components are inaccessible to the user, and can only be used as black boxes. This is a serious limitation for the use of the program, because one obvious application of the program could be to study e.g. the influence of a new generator concept on the interaction between wind turbines and grid. However, this will only be possible after DIgSILENT has implemented a model for the new generator concept.

For the models of the mechanical and aerodynamic parts of the wind turbines, DIgSILENT provides a graphical environment of composite frames. A composite frame consists of a number of slots, connected by input/output relations. The composite frame and the slots are empty structures, and the slots must be filled with concrete models written in the dynamic simulation language DSL. DIgSILENT provides a comprehensive library of DSL models, and the user can build own models either as modifications of existing models or as completely new models. This feature is essential for modelling of wind turbines and wind speeds, and it has been used extensively in the present project.

2.2 Library models

As mentioned above, DigSilent provides an extensive library of models for electric components in the power system. Many of these models are used in this project as parts of the submodels, and some of them, e.g. transformers and power lines, are used in the grid submodel as well as the wind turbine submodel. As the simulation results strongly depend on these models, the library models for selected components are briefly described below, based on the information from DIgSILENT Power Factory manual [7] and on a note from DIgSILENT on the induction machine models [8].

2.2.1 Induction generator model

The dynamic behaviour of the induction generator plays a significant role for the behaviour of a wind turbine in the event of a grid fault [9]. Also for normal operation as considered for studies of power quality, the induction generator plays an important role.

DIgSILENT provides models for induction generators as well as synchronous generators. The generator models are deeply integrated in the program, and therefore, it will be a very difficult task to implement ones own generator model in the program.

In the present project, the DIgSILENTs library model for induction machines is used to represent the induction generator in the wind turbine. Figure 3 shows the equivalent diagram used by DIgSILENTs induction machine model. It con-
sists of a general model for the stator, which can be combined with three different rotor models, depending on the type of generator.

The standard induction machine model is the one shown in Figure 3 for a single cage rotor. This equivalent was also the only one available in the first versions of DlgSILENT. It is sufficient for normal operation, also of generators with squirrel cage. However, for operation outside the linear part of the torque curve, i.e. with high slip, this model is insufficient for machines with squirrel cages. In that case, DlgSILENTs rotor model for squirrel cage provides the rotor current displacement, which is important for operation outside the linear area.

The parameters for the squirrel cage rotor are normally not available directly from data sheets. DlgSILENT helps to overcome this problem by a build in algorithm, which determines the parameters from the measured torque – slip curve, short-circuit test and nameplate values, which are normally available. The parameters can also be entered directly, if they are known, e.g. from tests or simulations with other programs.

2.2.2 Transformer model

The transformer model used in this project is provided by DlgSILENT.

The implementation in DigSilent is presented as follows. The representation of the positive sequence equivalent diagram is shown in the next figure and includes a generalized tap–changer model (phase and magnitude). The tap-changer in the figure has been drawn at the LV side by choice.

Figure 3. Induction Machine Model in DlgSILENT PowerFactory. Source: DlgSILENT note on induction machine models [8].

The standard induction machine model is the one shown in Figure 3 for a single cage rotor. This equivalent was also the only one available in the first versions of DlgSILENT. It is sufficient for normal operation, also of generators with squirrel cage. However, for operation outside the linear part of the torque curve, i.e. with high slip, this model is insufficient for machines with squirrel cages. In that case, DlgSILENTs rotor model for squirrel cage provides the rotor current displacement, which is important for operation outside the linear area.

The parameters for the squirrel cage rotor are normally not available directly from data sheets. DlgSILENT helps to overcome this problem by a build in algorithm, which determines the parameters from the measured torque – slip curve, short-circuit test and nameplate values, which are normally available. The parameters can also be entered directly, if they are known, e.g. from tests or simulations with other programs.

2.2.2 Transformer model

The transformer model used in this project is provided by DlgSILENT.

The implementation in DigSilent is presented as follows. The representation of the positive sequence equivalent diagram is shown in the next figure and includes a generalized tap–changer model (phase and magnitude). The tap-changer in the figure has been drawn at the LV side by choice.

Figure 4. Transformer equivalent model. Source: DlgSILENT PowerFactory Manuals. Version 12.0 [7].
The relation between mathematical parameters in the model and parameters in the DigSilent two winding transformer type are presented on the equation set.

\[ R_s = R_{hv} + R_{lv} \quad [p.u.] \]
\[ X_s = X_{hv} + X_{lv} \quad [p.u.] \]
\[ Z_a = uktr/100 \quad [p.u.] \]
\[ R_s = pcutr/(1000 \cdot strn) \quad [p.u.] \]
\[ X_s = \sqrt{Z_a^2 - R_s^2} \quad [p.u.] \]
\[ X_{hv} = itrdl \cdot X_s \quad [p.u.] \]
\[ X_{lv} = (1 - itrdl) \cdot X_s \quad [p.u.] \]
\[ R_{hv} = itrdr \cdot R_s \quad [p.u.] \]
\[ R_{lv} = (1 - itrdr) \cdot R_s \quad [p.u.] \]
\[ X_m = 100/curemg \quad [p.u.] \]

Figure 5. Transformer equations. Source: DiGSI\-ENT PowerFactory Manuals. Version 12.0 [7].

DiGSI\-ENTs zero sequence models for transformers are presented in Figure 6 and Figure 7.

Figure 6. DiGSI\-ENTs zero sequence model of grounded star-delta connected transformer. Source: DiGSI\-ENT PowerFactory Manuals. Version 12.0 [7].

Figure 7. DiGSI\-ENTs zero sequence model of delta - grounded star connected transformer. Source: DiGSI\-ENT PowerFactory Manuals. Version 12.0 [7].

The relation between the parameters in the two winding transformer models and the parameters in the DiGSI\-ENTs dialog boxes are presented on the equation set in Figure 8.
The description of the DigSilent transformer model parameters is presented in Table 1.

Table 1. DIgSILENT transformer model parameters.

<table>
<thead>
<tr>
<th>strn</th>
<th>Rated Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>utrn</td>
<td>Rated voltage on HV and LV side</td>
</tr>
<tr>
<td>uktr</td>
<td>Short circuit voltage – positive sequence</td>
</tr>
<tr>
<td>pcutr</td>
<td>Copper losses – positive sequence</td>
</tr>
<tr>
<td>uk0tr</td>
<td>Short circuit voltage – zero sequence</td>
</tr>
<tr>
<td>ur0tr</td>
<td>Short circuit voltage, resistive part – zero sequence</td>
</tr>
<tr>
<td>itrdl</td>
<td>Distribution of leakage reactances – pos. sequence</td>
</tr>
<tr>
<td>curmg</td>
<td>No load current</td>
</tr>
<tr>
<td>pfe</td>
<td>No load losses</td>
</tr>
</tbody>
</table>

### 2.2.3 Line model

The 10kV cables are modelled using the following built-in DIgSILENT model shown in Figure 9.

![Diagram](image)

**Figure 9. Transmission line model. Source: DIgSILENT**
the actual physical components, while the remaining power system is represented by simplified equivalents.

Figure 10 shows the single line diagram of the grid model, as it is printed out from DIgSILENT. The figure shows how the wind farm is connected to the substation in two groups, corresponding to the two rows shown in Figure 2. A backup line is also installed between the ends of the two lines. This backup line is normally not connected.

The short circuit power is determined as 912 MVA, based on the 3 phase short circuit current at the 50 kV terminal provided by NVE. This is 76 times of the capacity of the wind farm, which indicates that the 50 kV grid is very strong compared to the wind farm capacity. The 50 kV grid is modelled by a Thevenin equivalent with an impedance determined by the magnitude and modulus of the 3 phase short circuit current.

In Grevinge substation, double busbars are installed on the primary side as well as the secondary side. DIgSILENT supports graphically the modelling of the possible switchings of transformers and loads provided by the double busbar structure.

The grid model is implemented using DIgSILENT’s library component models, which means that the model for transformers and lines described in section 2.2 are used.

Two identical 16 MVA transformers are installed in the substation. Only one of the transformers is working in the normal operating condition. The other transformer serves as backup. The regulation of the voltage on the secondary side is assured by ±7 tap positions of 2% on the primary side of each transformer.
A number of load feeders are also connected to the substation in Grevinge. As a tentative solution, these loads are modelled by a single, general load directly connected to the 10 kV busbar of the substation.

4 Wind Turbine model

4.1 General

This chapter describes the wind turbine model. The wind turbine model simulates the dynamics of the system from the turbine rotor where the kinetic wind energy is converted to mechanical energy, to the grid connection point where the electric power is fed into the grid.

Each of the six wind turbines has its own wind turbine model, which enables simulation of the interaction between the wind turbines. It also makes it possible to simulate with different generator types on the individual wind turbines, as is the case in Hagesholm. Besides different generator parameters, the wind turbine models are identical. In this chapter, the model of a single wind turbine is described.

The overall structure of the wind turbine model is shown in Figure 11. It consists of an aerodynamic, a mechanical and an electric model, with an overall control system model. The electric model interfaces to the power system, represented by the grid model described in the previous chapter, whereas the aerodynamic model interfaces to the wind model described in the next chapter.

The electric model interfaces with the power system by the voltages $U_{WTT}$ and currents $I_{WTT}$ on the (10 kV) wind turbine terminals. In the other end, the electric model provides the generator air gap torque $T_{ag}$ and uses the generator speed $\omega_{gen}$ as input. The electric model also outputs the active power $P_{MS}$ and reactive power $Q_{MS}$ at the main switch, representing the measured voltages and currents.
of the control system. The control system provides a number of control signals for the electric model, including soft starter angle $\alpha_{ss}$.

The mechanical model interfaces to the electric model as described above, and to the aerodynamic model. The inputs to the mechanical model is the aerodynamic torque $T_{ae}$ and the air gap torque $T_{ag}$. The outputs are the wind turbine rotor speed $\omega_{WTR}$ and the generator speed $\omega_{gen}$. $\omega_{gen}$ is used by the control system to control the connection of the generator through the softstarter.

The aerodynamic model uses an equivalent wind speed $v_{eq}$, the wind turbine rotor speed $\omega_{WTR}$ and the blade pitch angle $\theta_{pitch}$ as inputs. Its output is the aerodynamic torque $T_{ae}$. $v_{eq}$ is a single wind speed time series, which represents the whole field of wind speeds in the rotor plane of the wind turbine. To include the spatial variations of the wind speed field in the rotor plane, the wind model uses the turbine rotor position $\theta_{WTR}$, which is fed back from the mechanical model. Finally, the control system uses the wind speed measured on the nacelle, which comes from the wind model as the hub wind speed $v_{hub}$.

### 4.2 Electric model

The electric design of the NM 2000/72 wind turbine is a typical “Danish concept” with a two speed induction generator (two sets of stator windings with 4 and 6 poles respectively), a softstarter and capacitor banks for reactive power compensation.

A single line diagram of the electric model for wind turbine #1 (WT1) is shown in Figure 12. The LV/MV stepup transformer (2-WindingTransformer_t1) is placed in the nacelle because of the large size of the wind turbine. A larger wind turbine compared to a smaller wind turbine implies more power to be transmitted over a longer distance from the top of the tower to the bottom, which favours for a higher voltage in the tower cable. With that design, the tower cable becomes an MV cable rather than an LV cable, which is typically used for smaller wind turbines. Consequently, the 960 V busbar with main switch, capacitor bank (C1_t1 – C10_t1) and softstarter is also placed in the nacelle rather than in the tower bottom. Finally, the two windings in the generator is represented as two different generators, of which only one at a time is driven by the wind turbine and connected to the grid.

---

**Figure 12.** Single line diagram of the electric model of the wind turbine. The drawing is provided by the DlgSILENT documentation.
WT1_10kV is the wind turbine terminal to the grid in the bottom of the tower. In the simulation model, this terminal is identical to the terminal with the same name in the grid diagram Figure 10. Thus, the complete electric model of grid and wind turbines consists of one copy of Figure 10 (the grid) combined with six copies of Figure 12 (one for each wind turbine).

The electric model is implemented using DgSILENTs library component models, i.e. the models for generators, transformers and lines described in section 2.2.

4.2.1 Capacitor bank control

As illustrated in Figure 12, the capacitor bank provides ten groups of capacitors. The first nine groups are 100 kvar, whereas the last group is 50 kvar. This design allows the reactive power compensation to switch in an interval from 0 to 950 kvar with steps of 50 kvar, which provides full load compensation of the reactive power compensation of the induction generator.

The control block controls the capacitor bank by opening and closing the connection of the capacitors in Figure 12. Figure 13 shows the composite frame of the implemented capacitor bank controller. The diagram is general for simulation of switching of capacitor banks, and consequently it can also be used to simulate other wind turbines. Only the number of steps and averaging time may differ from one wind turbine type to another.

![Figure 13. Composite frame for capacitor bank controller.](image)

The first slot (Measurement from LVs..) refers to the reactive power measurement. This measurement is derived by the voltage and current measurements performed by the control system on the 2-Winding Transformer_t1 branch of the WT1_BusBar_960V in Figure 12.

The control system computer of the wind turbine averages the reactive power to stabilise the switching and to avoid that short variations in the reactive power cause switchings of the capacitors. The averaging is modelled in the simulation as in the Average slot which provides a moving average of the reactive power, succeeded by a Sample-Hold slot which converts the moving averages to block averages. The Sample-Hold slot is clocked by a Time slot with a clock frequency corresponding to the average time.

The output from the block averaging is the reactive power Qmsh. The measured reactive power includes the (closed loop) effect of the supply of reactive power from the capacitors, which are already connected. Thus, Qmsh indicates how many additional capacitors should be connected or disconnected.

However, for the Switching Slot, which opens and closes the connections of the capacitors, the total (open loop) number N of capacitors to be connected is required. N is obtained by a digital integrator, which has been implemented by a Sum slot and a Register slot. The Register slot remembers the previous number of capacitors Nold, whereas the Sum slot adds Nold to the calculated number of additional capacitors to obtain the current number of capacitors Nnew.
### 4.2.2 Generator model

The generator model used in this project is the build in model in DIgSILENT, described in section 2.2.1. As mentioned in section 2.1, it will be a very difficult task to implement other generator models in DIgSILENT. However, insufficient documentation and missing access to the actual code makes it difficult to evaluate and change the generator model. To evaluate the used generator model, we have implemented a model of the generator in Matlab-Simulink, and compared simulations with the DIgSILENT model to simulations with the Matlab-Simulink model. This section describes the Matlab-Simulink model, and shows a comparison of the simulations in the event of a 3 phase short-circuit.

The Matlab-Simulink model is a standard d-q model. A block diagram of the model is shown in Figure 14.

**Figure 14. Induction machine d – q model in Matlab-Simulink**

The equations used to build up the Matlab-Simulink induction machine d-q model are:

\[ i_s R_s - \eta_s = -\frac{d\psi_s}{dt} - j\omega_s \psi_s \]
\[ i_r R_r - \eta_r = -\frac{d\psi_r}{dt} - j(\omega_s - \omega_r) \psi_r \]

\[ M_v = p_1 \text{Re}\{j\psi_s \psi_r^*\} \]

\[ \psi_s = L_{1s} i_s + L_m (\psi_r + i_s) \]

\[ \psi_r = L_{2s} i_s + L_m (\psi_s + i_r) \]

In (1) - (5), the symbols listed in Table 2 have been used.
To demonstrate the Matlab-Simulink model, simulation results are presented in Figure 15 for the induction generator which is used in wind turbine #1. What is simulated is the imaginary event of a full load startup of the generator from stand still, which causes high transient currents as can be studied in text book. The case is not representative for the behaviour of a wind turbine, because it connects the generator about rated rotor speed, and with a softstarter to limit the currents, but the simulations can be compared to text book studies.

Table 2. Symbols used in equations (1) - (5). All the rotor quantities are transferred to the stator side.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{i}_s, \tilde{i}_r$</td>
<td>stator and rotor current phasors</td>
</tr>
<tr>
<td>$R_1, R_2'$</td>
<td>stator and rotor resistances</td>
</tr>
<tr>
<td>$\bar{u}_s, \bar{u}_r$</td>
<td>stator and rotor voltage phasors</td>
</tr>
<tr>
<td>$\psi_s, \psi_r$</td>
<td>stator and rotor flux phasors</td>
</tr>
<tr>
<td>$\omega_b$</td>
<td>angular velocity of the reference system</td>
</tr>
<tr>
<td>$\omega_r$</td>
<td>angular velocity of rotor</td>
</tr>
<tr>
<td>$M_e$</td>
<td>electric torque</td>
</tr>
<tr>
<td>$p_1$</td>
<td>number of pole pairs</td>
</tr>
<tr>
<td>$\text{Re}{x}$</td>
<td>real part of $x$</td>
</tr>
<tr>
<td>$\bar{x}^*$</td>
<td>complex conjugated of $x$</td>
</tr>
<tr>
<td>$L_{1\sigma}, L_{2\sigma}'$</td>
<td>stator and rotor leakage inductances</td>
</tr>
<tr>
<td>$L_m$</td>
<td>mutual inductance</td>
</tr>
</tbody>
</table>
For comparison of the Matlab–Simulink model to the DIgSILENT model, a three-phase short-circuit at generator terminals at nominal operation point has been simulated with both models. The simulations are done with pure generator models, and consequently, they do not provide information about, how the wind turbines would behave in the event of a short-circuit.

The simulation results are presented in Figure 16. These comparative results show a good similarity between a custom d – q Matlab model and DigSilent built in model of the induction machine for transient simulations.
The above comparisons are based on DIgSILENT simulations with the single-cage rotor, see Figure 3. That rotor model is equivalent to the one implemented in the Matlab-Simulink model.

For the remainder simulations presented in this report, DIgSILENTs generator model with a squirrel-cage rotor is applied. According to DIgSILENT, this model provides a more realistic torque curve outside the linear area, because the model considers the rotor current displacement in squirrel cage rotors.

### 4.3 Mechanical model

The mechanical model is selected with emphasis to include only the parts of the dynamic structure of the wind turbine, which are important to the interaction with the grid, i.e. which influences significantly on the fluctuations of the power. Thus, only the drive train is considered in the first place because this part of the wind turbine has the most significant influence on the power fluctuations.

The mechanical model is illustrated in Figure 17. The aerodynamic torque $T_{ae}$ is provided by the aerodynamic model as illustrated in Figure 11, and the wind turbine rotor angle $\theta_{WTR}$ (Figure 17) derived provides the rotor speed $\omega_{WTR}$ (Figure 11). On the other side in Figure 11, the mechanical model interfaces to the generator model with the air gap torque $T_{ag}$ and the generator speed $\omega_{gen}$ which is derived from the generator angle position $\theta_{gen}$. 

*Figure 16. Comparison of simulations of phase current and electromagnetic torque transients for a 3 phase short-circuit. The first column is with Matlab-Simulink model, and the second column is with the DIgSILENT model.*
The drive train model is essentially a two mass model. The masses used in the model correspond to a large turbine rotor inertia $I_{WTR}$ representing the blades and hub, and a small inertia $I_{gen}$ representing the induction generator.

The mechanical model of the turbine rotor, main shaft and gearbox is implemented in DIgSILENTs DSL environment, whereas the generator inertia $I_{gen}$ is included in DIgSILENTs generator model. $I_{gen}$ is specified through the “acceleration time constant” $T_{aG}$ given by

$$ T_{aG} = \frac{2}{\cos \phi} $$

where $H$ is the inertia constant given by

$$ H = \frac{1}{2} \frac{I_{\omega_{gen,n}}^2}{S_{gen,n}} $$

In (7), $\omega_{gen,n}$ is the rated generator rotor speed in rad/s and $S_{gen,n}$ is the rated apparent power of the generator. In standard applications, the inertia $I$ includes the generator as well as the turbine, but as the turbine inertia $I_{WTR}$ is included in the DSL part of our model, only the generator inertia $I_{gen}$ is used in (7), when $T_{aG}$ for the generator model is calculated according to (6). This approach has been verified by test runs with different turbine inertia’s $I_{WTR}$ and acceleration time constants $T_{aG}$. Simple mechanical calculations on the simulation results before the generator is connected to the grid verify that the sum of the inertia $I$ in (7) and $I_{WTR}$ in the DSL model determines the acceleration of the generator.

The flexibility of the shaft is modelled as a stiffness $k_{ms}$ and a damping $c_{ms}$. Moreover, an ideal gear with the exchange ratio $1:f$ is included in the model. The stiffness and damping components are modelled on the low speed shaft, but flexibility in the gear and on the high speed shaft can also be included here, if they are corrected for the gear ratio.

As mentioned above, $I_{gen}$ is integrated in the generator model. The remaining part of the mechanical model is implemented as state space equations in DIgSILENTs DSL. The input variables $\bar{\theta}$ for this part of the model are
\[ \mathbf{\bar{u}} = \begin{bmatrix} \omega_{\text{gen}} \\ T_{\text{ac}} \end{bmatrix} \]  

and the output variables \( \mathbf{\bar{y}} \) are

\[ \mathbf{\bar{y}} = \begin{bmatrix} T_{\text{gen}} \\ \theta_{\text{WTR}} \\ \omega_{\text{WTR}} \end{bmatrix} \]  

We select the states

\[ \mathbf{\bar{x}} = \begin{bmatrix} \theta_k \\ \theta_{\text{WTR}} \\ \omega_{\text{WTR}} \end{bmatrix} \]  

where \( \theta_k \) is the angular difference between the two ends of the flexible shaft, i.e.

\[ \theta_k = \theta_{\text{WTR}} - \theta_{\text{ls}} = \frac{\theta_{\text{gen}} - \omega}{f} \]  

Then we obtain the state space equations

\[ \begin{bmatrix} \dot{\mathbf{\bar{x}}} \\ \mathbf{\bar{y}} \end{bmatrix} = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ -\frac{k_{\text{ms}}}{I_{\text{WTR}}} & 0 & -\frac{c_{\text{ms}}}{I_{\text{WTR}}} \end{bmatrix} \begin{bmatrix} \mathbf{\bar{x}} \\ \frac{1}{f} \\ 0 \\ 0 \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \end{bmatrix} \begin{bmatrix} \mathbf{\bar{u}} \end{bmatrix} \]  

\[ \mathbf{\bar{y}} = \begin{bmatrix} \frac{k_{\text{ms}}}{f} & 0 & \frac{c_{\text{ms}}}{f} \\ 0 & 1 & 0 \end{bmatrix} \begin{bmatrix} \mathbf{\bar{x}} \\ \frac{c_{\text{ms}}}{f} \\ 0 \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \end{bmatrix} \begin{bmatrix} \mathbf{\bar{u}} \end{bmatrix} \]  

Instead of the damping coefficient \( c_{\text{ms}} \), the logarithmic decrement \( \delta_{\text{ms}} \) is often used to characterise the damping. The damping coefficient can be obtained from the logarithmic decrement according to

\[ c_{\text{ms}} = 2 \cdot \delta_{\text{ms}} \cdot \frac{k_{\text{ms}} \cdot I_{\text{WTR}}}{\delta_{\text{ms}}^2 + 4\pi^2} \]  

### 4.4 Aerodynamic model

The aerodynamic model outputs the aerodynamic torque \( T_{\text{ac}} \) to the mechanical model, as can be seen in Figure 11. The inputs to the aerodynamic model are the equivalent wind speed \( v_{\text{eq}} \) from the wind model, the turbine rotor speed \( \omega_{\text{WTR}} \) from the mechanical model and the pitch angle \( \theta_{\text{pitch}} \) from the control system. Thus, the aerodynamic model supports variable speed as well as blade angle control.

Aerodynamic models are used in simulation programs for structural design of wind turbines, which are used by the wind turbine industry, developers, research institutes etc. The aerodynamic models in these programs typically use blade
element iteration to predict the aerodynamic loads on sections of each blade. These loads are then integrated up on each blade to provide the loads on e.g. the shaft.

The blade element iteration consumes considerable computer time. Although only six wind turbines are simulated in the present project, the idea with the model is to be able to use it to simulate a wind farm with maybe hundreds of wind turbines in the future. Therefore, each wind turbine model should be reduced to include only the most significant effects on the power.

Therefore, the present aerodynamic model is based on the aerodynamic efficiency $C_p$. The idea is first to calculate $C_p$ with a standard aerodynamic program which uses blade element iteration, and then use the calculated $C_p$ values as an input table for the simulation. This simplification is not sufficient for structural load programs, because these programs simulate many other loads than the aerodynamic torque.

For a given wind turbine rotor, $C_p$ depends on the tip speed ratio $\lambda$ and the blade pitch angle $\theta_{\text{pitch}}$, i.e. $C_p = C_p(\lambda, \theta_{\text{pitch}})$. $\lambda$ is defined as the ratio between the blade tip speed and the wind speed, i.e. with a blade radius $R$, $\lambda$ is defined as

$$\lambda = \frac{\omega_{\text{WTR}} \cdot R}{v_{eq}}$$  \hspace{1cm} (15)

This means that $C_p$ can be tabled as a matrix by the aerodynamic program, and used in this code. Using $C_p$, the aerodynamic power $P_{ae}$ determined by

$$P_{ae} = \frac{1}{2} \rho \pi R^2 v_{eq}^3 C_p$$  \hspace{1cm} (16)

where $\rho$ is the air density. Combining (15) and (16), the aerodynamic torque $T_{ae}$ is determined directly by the aerodynamic power according to

$$T_{ae} = \frac{P_{ae}}{\omega_{\text{WTR}}} = \frac{\pi}{2 \lambda} \rho R^3 v_{eq}^2 C_p$$  \hspace{1cm} (17)

This method corresponds to the steady state aero loads, which are also reflected in the power curve. However, such a simplification underestimates the power fluctuations in the stall region. As indicated by the flat power curve in the stall region, large wind speed fluctuations will only imply small power fluctuations. However, due to dynamic stall effects, the actual power fluctuations are much higher.

Therefore, a model for dynamic stall was included. The applied model for dynamic stall is based on Øye’s dynamic stall model [10]. Øye’s simulates dynamic stall as time lag of separation, and implements the time lag directly on the lift coefficients used by the blade element iteration in the individual blade sectors. This approach is not possible in our case, because we base the aerodynamic model on a $C_p$ table.

To include the dynamic stall effect in the model, and keep it $C_p$ based, we have implemented a time lag on $C_p$, which is similar to Øyes time lag on the lift coefficients.

Øyes procedure first uses the static lift coefficients to determine a lift coefficients for unseparated and separated flow respectively. We have done the same as shown in Figure 18. The lift coefficient for unseparated flow is determined as the theoretical value with the slope $2\pi$ and the same zero crossing as the static lift coefficient. The lift coefficient for separated flow is determined to fit the static curve for high angles of attack.
Then we have used these two additional lift curves to generate two additional $C_p$ tables $C_{p,\text{sep}}$ and $C_{p,\text{unsep}}$ with the aerodynamic program, which we have already used to calculate the $C_{p,\text{st}}$ table for steady state. Then our model implements a time delay corresponding to a time constant $\tau$ on the $C_p$ values instead of the lift coefficients. The delay is implemented as follows:

1. Use the instantaneously relevant elements in the three $C_p$ tables to determine $f_{st}$ as the static value of the “ratio of unsaparation”, i.e. from the equation
   \[
   C_{p,\text{st}} = f_{st} \cdot C_{p,\text{unsep}} + (1 - f_{st}) \cdot C_{p,\text{sep}}
   \]  
   (18)

2. Low pass filter the static ratio of unseparation $f_{st}$ to obtain dynamic ratio of unseparation $f$ using the differential equation
   \[
   \frac{df}{dt} + \frac{(f - f_{st})}{\tau} = 0
   \]  
   (19)

3. Calculate the dynamic value of $C_p$ from
   \[
   C_p = f \cdot C_{p,\text{unsep}} + (1 - f) \cdot C_{p,\text{sep}}
   \]  
   (20)

4. The dynamic value of $C_p$ is then used to determine the aerodynamic torque according to (17).

The above procedure is almost equivalent to Øyes procedure. This can be seen by the curves in Figure 19. Besides the $C_p$ curves for steady state, separated flow ($f=0.00$) and unseparated flow ($f=1.00$), the $C_p$ curves for different $f$ values have been calculated with the aerodynamic program.
It can be seen that the methods are equivalent for wind speeds above 10 m/s in the following way: In Øyes case, the instantaneous response to wind speed changes is to follow the iso-$f$ curve, and after the delay to come back to the steady state curve. In our case, the instantaneous response is to follow a curve with constant interpolation ratio between the $f=0.00$ and $f=1.00$ curves, and after the delay to come back to the steady state curve. It is seen from the figure that the iso-$f$ curves are very close to curves which would be generated as interpolations between the $f=0.00$ and $f=1.00$ curves. Therefore the instantaneous response to wind speed changes will be almost identical with the two models.

The described procedure also works properly below 10 m/s. In that wind speed range, the steady-state curve is close to the unseparated curve, i.e. $f=1$. Consequently, the instantaneous response will almost be equal to the steady state response, so the dynamic stall procedure will behave as a steady-state procedure below 10 m/s. This is convenient, because it allows the simulations to use the dynamic stall procedure in the whole wind speed range.

5 Wind model

5.1 General

The wind model is essential to obtain realistic simulations of the power fluctuations during continuous operation of the wind farm. The wind model combines the stochastic effects caused by the turbulence and deterministic effects caused by the tower shadow. The stochastic part includes the (park scale) coherence between the wind speeds at different wind turbines as well as the effects of rotational sampling, which is known to move energy to multiples (often denoted $p$’s, e.g. $3p$) of the rotor speed from the lower frequencies [11]. The park scale model does not include the effects of wakes from the wind turbines, but the mean wind speed and turbulence intensity can be modified to account for these effects.
Only the longitudinal component of the wind speed is included in the model, which is normally a reasonable assumption for wind turbines, because this component has the dominating influence on the aero loads on wind turbines.

The park scale coherence is included, because it ensures realistic fluctuations in the sum of the power from each wind turbine. This is important for the maximum power output from the wind farm in e.g. a 10 minutes period.

In IEC 61400-21 [3], it is specified that the maximum 200 ms average power \( P_{0.2} \) as well as the maximum 1 minute average power \( P_{60} \) must be measured as a part of the power quality test of wind turbines.

To be able to extend the results from measurement of \( P_{0.2} \) on a single wind turbine to a wind farm with \( N_{wt} \) wind turbines, IEC 61400-21 assumes that the fluctuating part of the 200 ms average power of the \( i^{th} \) wind turbines is uncorrelated with 200 ms average power of the other wind turbines. Moreover, it is assumed that for each wind turbine \( i \), the maximum 200 ms power \( P_{0.2,i} \) appear a rated power \( P_{n,i} \). These assumptions leads to the following estimate of the maximum 200 ms power \( P_{0.2 \Sigma} \) of a wind farm with \( N_{wt} \) wind turbines

\[
P_{0.2 \Sigma} = \sum_{i=1}^{N_{wt}} P_{n,i} + \frac{1}{N_{wt}} \sum_{i=1}^{N_{wt}} (P_{0.2,i} - P_{n,i})^2 \tag{21}
\]

Likewise, to be able to extend the results from measurement of \( P_{60} \) on a single wind turbine to a wind farm with \( N_{wt} \) wind turbines, IEC 61400-21 assumes that the fluctuating part of the 60 s average power of the \( i^{th} \) wind turbines is fully correlated, i.e. identical to the 60 s. average power of the other wind turbines. This assumptions leads to the conservative estimate of the maximum 60 ms power \( P_{60 \Sigma} \) of a wind farm with \( N_{wt} \) wind turbines given by the simple summation

\[
P_{60 \Sigma} = \sum_{i=1}^{N_{wt}} P_{60,i} \tag{22}
\]

(21) and (22) are both approximations, which reflects that the fast fluctuations are almost uncorrelated, while the slow fluctuations are more correlated. However, a more detailed stochastic model, which takes into account the varying coherence over the whole frequency range, will be able to predict the summation effects more accurately.

Assuming that the fast wind speed fluctuations are uncorrelated, a corresponding relation can be made to predict the standard deviation of the power from a wind farm, knowing the standard deviation of the power from each wind turbine. However, analyses of measurements, e.g. Tande et.al. [12], have shown that the assumption of uncorrelated distributions implies an underestimation of the standard deviation of the power from a wind farm.

The main reason for this underestimation is assumed to be the influence of the actual correlation between the wind speeds in the wind farm, which is particularly strong when the distance between the wind turbines is small. The present wind speed model includes the correlation in terms of the coherence between the wind speeds to be able to obtain better estimates of maximum power and power standard deviation.

The effect of the rotational sampling is included because it is a very important source to the fast power fluctuations during continuous operation of the wind turbine. In many cases, e.g. Sorensen [13], measurements have shown that the 3p effect due to rotational sampling provides the main effect to flicker during continuous operation.

The structure of the wind model used in this project is shown in Figure 20. It is built as a two step model. The first step is the park scale wind model, which simulates the wind speeds \( v_{hub,1} \) to \( v_{hub,N} \) in a fixed point (hub heigh) at each of the
$N$ wind turbines, taking into account the park scale coherence. The second step is the rotor wind model, which provides an equivalent wind speed $v_{eq,i}$ for each wind turbine $i$, i.e. a single time series for each wind turbine, which is used as input to the aerodynamic model of that wind turbine.

![Figure 20: Structure of wind model.](image)

The park scale wind model is implemented in an external program PARKWIND that generates a file with hub wind speed time series, which are then read by DIgSILENT. This is possible because the wind speeds are assumed to be independent on the operation of the wind farm, which is reasonable because the required wind speed $v_{hub,i}$ for each wind turbine $i$ is the wind speed in hub height if wind turbine $i$ was not erected.

The present version of PARKWIND is based on user inputs of the expected mean wind speeds and turbulence intensities at the wind turbines. Modifying these parameters, the effects of terrain roughness and wind turbine wakes can be included in the simulations. For a given terrain with a given mean flow, the ambient mean wind speeds and turbulence intensities at the individual wind turbine positions can be determined using Risøs computer program WAsP Engineering [14]. Furthermore, the effects of wakes in the wind farm can be included, e.g. using Jensens [15] suggested wind farm model to predict the reduction of the mean wind speed in a wake, and Frandsen and Thøgersen’s model [16] for combining the ambient turbulence and the wake induced turbulence. The wake effects may be included in future versions of WAsP Engineering, so that WAsP Engineering can be used directly to determine the necessary input parameters for the simulations with the PARKWIND code.

The rotor wind models describes the influence of rotational sampling of the wind turbine blades over the whole rotor plane. The model for the wind field includes turbulence as well as tower shadow effects. These effects are included for each of the $n$ wind turbines individually. The wind speed seen by the rotating blades depends on the azimuth position $\theta_{WTR,i}$ of the wind turbine rotors. As illustrated in Figure 11, $\theta_{WTR,i}$ is fed back from the mechanical part of the wind turbine model.

The wind model provides an equivalent wind speed $v_{eq,i}$ for each wind turbine $i$, which is used as input to the aerodynamic model of that wind turbine. $v_{eq,i}$ is a single time series for the wind turbine $i$, which takes into account the variations in the whole wind speed field over the rotor disk. The advantage of using the
equivalent wind speed is that it can be used together with a simple, $C_p$ based aerodynamic model, and still include the effect of rotational sampling of the blades over the rotor disk [17].

## 5.2 Park scale model

### 5.2.1 Review of methods

Different methods can be applied to simulate the wind speeds in a wind farm. Estanqueiro [18] used the Shinozuka method [19] based on a cross spectral matrix. Initially, Manns [20] simulation method was suggested used in this project, because the calculation speed of the method is generally faster than cross spectral matrix method. Some of the results using Manns model were presented in Sørensen et.al. [21].

Both Estanqueiro use of the Shinozuka method and the Mann method assume Taylors frozen turbulence hypothesis illustrated for a two-dimensional wind speed field in Figure 21. The wind speed field is generated in spatial dimensions in the first place, and then the turbulence field is moved forward with the mean wind speed.

![Figure 21](image)

*Figure 21. Simulation of park scale wind speeds with the assumption of Taylors frozen turbulence hypothesis.*

Taylors frozen turbulence hypotheses is a reasonable assumption for simulations where the simulated time series only pass the object once, like a wind turbine rotor. Methods assuming Taylors hypotheses are therefore used in computer programs for simulation of mechanical loads on wind turbines to simulate the wind speed variations in the rotor plane of a single wind turbine. One example is Veers [22] use of Shinozukas cross spectral method, another example is Manns method. In these cases, the simulated wind speed time series only pass the object once.

But for park scale wind simulations, the Taylor hypothesis is not realistic, especially when the wind direction is along a line of wind turbines. In that case, simulations assuming Taylors frozen turbulence will generate wind speed time series with full coherence between the wind speeds at the wind turbines in the line. This is not realistic, and it will significantly effect the summation of power fluctuations from the wind turbines in that line.

### 5.2.2 The complex cross spectral method

To avoid the assumption of Taylors frozen turbulence, we have developed a new method for simulation of park scale wind speeds. The new method is im-
implemented as the software code PARKWIND. It is based on Shinozukas cross
spectral matrix method, using a complex cross spectral matrix instead of the real
cross spectral matrix, which is used with Taylors frozen hypotheses. The com-
plex matrix introduces the phase angles representing the delay between points
with a longitudinal distance.

The complex cross spectral method also has the advantage that it does not
produce more data than what is needed. The Mann method on the other hand
produces a grid of data, which then in turn has to be interpolated in at the initial
positions of the wind turbines relative to the grid. The complex cross spectral
method directly generates a single time series at the position of each wind tur-
bine. Because of the data reduction, the new method also reduces the computa-
tion time considerably compared to the fast Mann method.

To explain the PARKWIND method, the cross spectral method will also be
described here. The cross spectral method is based on the cross power spectrum
matrix $S(f)$, which with $N$ points (corresponding to a wind farm with $N$ wind
turbines) is an $N \times N$ matrix. We have chosen to use the frequency in Hz, $f$. Each
element $S_{rc}(f)$ in row $r$, column $c$ of $S(f)$ is determined as the cross power spec-
trum between point number $r$ and point number $c$.

$S_{rc}(f)$ is defined as the Fourier transform of the cross correlation function
$R_{rc}(\tau)$ according to

$$S_{rc}(f) = \int_{-\infty}^{\infty} R_{rc}(\tau) e^{-j2\pi f \tau} d\tau$$

(23)

The cross correlation function $R_{rc}(\tau)$ between $v_{hub,r}(t)$ and $v_{hub,c}(t)$ is defined as

$$R_{rc}(\tau) = E\{v_{hub,r}(t) \cdot v_{hub,c}(t - \tau)\}$$

(24)

where $E\{f(t)\}$ denotes the mean value of $f(t)$ over the time $t$ and $\tau$ is the delay
time.

The first step in the cross power spectral method is to determine $S_{rc}(f)$. Figure
22 shows the two points $r$ and $c$. The distance between the two wind turbines is
each corresponding to a wind turbine. The distance between the two points $r$ and $c$ is $d_{rc}$, with a direction $\theta_{rc}$ from north. The mean wind speed $V_0$ and the
wind direction $\theta_V$ are also shown. $\alpha_{rc} = \theta_V - \theta_{rc}$ is the inflow angle.

$$\alpha_{rc} = \theta_V - \theta_{rc}$$

Figure 22. Two points $r$ and $c$ each corresponding to a wind turbine. The dis-
tance between the two points $r$ and $c$ is $d_{rc}$, with a direction $\theta_{rc}$ from north. $V_0$ is
the mean wind speed, and $\theta_V$ is the wind direction. $\alpha_{rc}$ is the resulting inflow an-
gle, and $\tau_{rc}$ is the delay time.

Figure 22 also indicates the delay time $\tau_{rc}$ for the wind field to travel from
wind turbine $c$ to wind turbine $r$. Simple geometry yields $\tau_{rc}$ determined as

$$\tau_{rc} = \frac{\cos(\alpha_{rc}) \cdot d_{rc}}{V_0}$$

(25)
To represent the time delay $\tau_c$ in the cross power spectrum, we assume that $R_{\nu}(\tau)$ as defined in (24) is symmetric about $\tau_c$. Then using (23), it can be shown that the complex angle of $S_{\nu}(f)$ is $-2\pi\tau_c$, i.e.

$$S_{\nu}(f) = |S_{\nu}(f)| \cdot e^{-i2\pi\tau_c}$$

(26)

The magnitude of the cross power spectrum $|S_{\nu}(f)|$ can be determined using the standard definition of the coherence function $\gamma(f, d, V_0)$,

$$\gamma^2(f, d, V_0) = \frac{|S_{\nu}(f)|^2}{S_{\nu}(f)S_{\nu}(f)}$$

(27)

Combining (27) and (26), we can express the complex cross power spectrum as

$$S_{\nu}(f) = \gamma(f, d, V_0)\sqrt{S_{\nu}(f)S_{\nu}(f)} \cdot e^{-i2\pi\tau_c}$$

(28)

The second step is to discretise the frequency to be able to represent the spectra in a numeric computer code. Simulating time series with the period length $T_p$, the frequency $f$ is discretised in steps $\Delta f = 1/T_p$, i.e. the $i$th frequency $f[i] = i \cdot \Delta f$.

We also discretise the time, using the sampled representation of the wind speeds as time series with time steps $\Delta t = 1/f_s$, where $f_s$ is the sampling frequency in Hz. This sampling limits the frequency to $\pm f_s/2$ and consequently the frequency index $i$ to $\pm N_s/2$, where

$$N_s = T_p \cdot f_s$$

(29)

is the number of samples in the simulated time series. Obviously, $N_s$ must be an integer, and preferably an exponent of 2 which enables the use of an FFT to speed up the Fourier transformation used in the end of the method. This can be obtained by adjusting either $T_p$ or $f_s$ according to (29).

Selecting an appropriate sampling frequency and assuming two-sided spectra, this discretisation ensures that the variance $\sigma_r^2$ of the wind speed at wind turbine $r$ is preserved according to

$$\sigma_r^2 = \int_{-\infty}^{\infty} S_{\nu}(f) \, df = \sum_{i=-N_s/2}^{N_s/2} |S_{\nu}[i]|$$

(30)

The discretisation is only done for frequency indices $i \geq 0$, because the values for $i<0$ are given by $S_{\nu}[-i] = S_{\nu}[i]^*$, where $*$ denotes complex conjugation.

The third step is for each frequency index $i \geq 0$ to resolve the discrete matrix $S[i]$ with the elements $S_{\nu}[i]$ into a product of the transformation matrix $H[i]$ and the transpose of its conjugate $H^T[i]$, i.e.

$$S[i] = H[i]H^T[i]$$

(31)

Choosing the solution where $H[i]$ is a lower triangular matrix, i.e. the element $H_{r,i}[i]=0$ if $c>r$, it can be shown that this is done element by element. The diagonal elements are determined according to

$$H_{r,r}[i] = \sqrt{S_r[i] - \sum_{k=1}^{r-1} H_{r,k}[i]H^*_{r,k}[i]}$$

(32)

and the elements below the diagonal are determined according to

$$H_{r,c}[i] = \frac{S_r[i] - \sum_{k=1}^{i-1} H_{r,k}[i]H^*_{r,k}[i]}{H_{r,r}[i]}$$

(33)
It can be seen from (32) and (33) that $H[i]$ gets the same phases as $S[i]$, i.e. zero phase shift in the diagonal and a phase shift $-2\pi \tau_{rc}$, below the diagonal, corresponding to the delay of the wind speed between two wind turbines $r$ and $c$.

The fourth step is for each frequency index $i \geq 0$ to generate an $N \times 1$ vector $E[i]$ of unity complex numbers with a random phase. This is done by simulating $N$ random phase angles $\phi[i]$ using a random generator with uniform distribution in the interval $[0; 2\pi]$, and calculate each element $E_r$ in row $r$ of $E$ according to

$$E_r = e^{i\phi[r]}$$  

(34)

The fifth step is for each frequency index $i \geq 0$ to calculate a vector $V_{hub}[i]$ containing the $i^{th}$ Fourier coefficients of all $N$ wind speed time series according to

$$V_{hub}[i] = H_{hub}[i]E[i]$$  

(35)

The imaginary part of $V_{hub}[0]$ should be set to zero, because $V_{hub}[i] = V_{hub}[i]^*$ and consequently and consequently $V_{hub}[0] = V_{hub}[0]^*$, which is only possible if $V_{hub}[0]$ is real.

Finally, for each wind turbine $r$, the Fourier coefficients are joined in an array $V_{hub,r}$, and an inverse Fourier transform is performed to obtain the time series $v_{hub,r}(t)$.

### 5.2.3 Spectral distributions

In its present state, the model is capable of simulating wind speeds with power spectra of either Kaimal or Højstrup type, but implementation with another spectrum is straightforward, as the spectra are only used explicitly according to (28). The Kaimal spectrum has been selected in the first place because it is used widely, while the Højstrup spectrum was selected because it includes more energy than the Kaimal spectrum at the low frequencies, and this has shown to agree better in a number of cases. The lower frequencies are particularly important for the summation effects, because the coherence is highest for lowest frequencies.

The two-sided Kaimal spectrum [23] $S_{Kai}(f)$ can be written as

$$S_{Kai}(f) = \frac{u_*^2}{V_o} \left( 1 + \frac{L}{V_o} \right)^{5/3} \left( 1 + 1.5 \frac{L}{V_o} f \right)$$  

(36)

In (36), we have used the length scale $L=22z$, where $z$ is the height. This substitution has been made because the original Kaimal spectrum dependence on the height $z$ is only valid in the lower boundary layer ($z<30m$), i.e. in (36) and (39), we will assume

$$L = \begin{cases} 20z & \text{for } z < 30m \\ 600m & \text{otherwise} \end{cases}$$  

(37)

as it is done with the Kaimal spectrum in the Danish code of practice for wind turbines DS 412 [24]. More realistic, terrain dependent length scales for the turbulence in heights above 30 m can be obtained from the Eurocode [25].

If the spectral distribution is a Kaimal spectrum, the friction velocity $u_*$ can simply be determined by

$$u_*^2 = 0.21s^2 = 0.21(f \cdot V_o)^2$$  

(38)
where $\sigma$ is the standard deviation of the wind speed and $I = \sigma V_0$ is the turbulence intensity.

The two-sided Højstrup spectrum $S_{\text{Høj}}(f)$ \cite{26} can be written as

$$S_{\text{Høj}}(f) = a^2 \left\{ \frac{2.4}{V_0} \left( 1 + 1.5 \frac{L}{V_0} f \right)^{5/3} + \frac{2.5}{V_0} \frac{A_{\text{Høj}}}{f} \right\} \cdot \frac{1}{1 + 0.94 \left( \frac{L}{A_{\text{Høj}}} \right)^{2/3}} \cdot 1 \cdot 2 \cdot 3 \cdot 4 \cdot 5 \cdot 6 \cdot 7 \cdot 8 \cdot 9 \cdot 0 \cdot (39)$$

The Højstrup spectrum introduces an additional length scale $A_{\text{Høj}}$, which Højstrup determined experimentally to $A_{\text{Høj}} = 3000\,\text{m}$.

### 5.2.4 Coherence

As it is seen from section 5.2.2, it is straightforward to use any coherence function with the PARKWIND method. We have chosen to implement a Davenport \cite{26} type coherence, and use the decay factors recommended by Schlez and Infield \cite{28} as default values in the program. Schlez and Infield studied the horizontal two-point coherence for separations greater than the measurement height, and their recommendations are based on estimates on own measurements and several other measurements.

The Davenport type coherence function between the two points $r$ and $c$ (see Figure 22) can be defined in the square root form

$$\gamma(f, d_{rc}, V_0) = e^{-\frac{a_{rc}}{r_{\text{rc}}}} \cdot (40)$$

where $a_{rc}$ is the decay factor. Schlez and Infield uses a decay factor which depends on the inflow angle $\alpha_{rc}$ shown in Figure 22. The figure shows that $\alpha_{rc} = 0$ corresponds to longitudinal flow, and $\alpha_{rc} = 90\,\text{deg}$ corresponds to lateral flow.

With a given $\alpha_{rc}$, the decay factor can be expressed according to

$$a_{rc} = \sqrt{a_{\text{long}}^2 \cos^2 \alpha_{rc} + a_{\text{lat}}^2 \sin^2 \alpha_{rc}} \cdot (41)$$

where $a_{\text{long}}$ and $a_{\text{lat}}$ are the decay factors for longitudinal and lateral flow respectively. Using our definition of coherence decay factors in (40) (41), the recommendation of Schlez and Infields can be rewritten as to use the decay factors

$$a_{\text{long}} = (15 \pm 5) \cdot \frac{\sigma}{V_0} \cdot (42)$$

$$a_{\text{lat}} = (17.5 \pm 5) \cdot \sigma \cdot (43)$$

using the standard deviation of the wind speed $\sigma$ in m/s.

### 5.3 Rotor wind model

#### 5.3.1 Equivalent wind speed

As described in section 5.1, the rotor wind model provides an equivalent wind speed $V_{eq}$, which takes into account the variations due to turbulence and tower shadow in the wind speed field over the rotor disk. This section describes how the equivalent wind speed is derived from the rotor wind speed field.
Figure 23 shows the three bladed wind turbine with the wind field $v(t,r,\theta)$. It is seen that the positions are given in the polar coordinates $(r,\theta)$, where $\theta$ denotes the azimuth angle.

The aerodynamic torque $T_{ae}(t)$ is given as the sum of the blade root moments $M_b(t)$ in the drive direction of each blade $b$, i.e.

$$T_{ae}(t) = \sum_{b=1}^{3} M_b(t) \quad (44)$$

Figure 23 indicates that the blade aerodynamic profile extends from the inner radius $r_0$ to the outer radius $R$ of the rotor disk. Linearising the blade root moment dependence on the wind speed we obtain

$$M_b(t) = M(v_0) + \int_{r_0}^{R} \psi(r)(v(t,r,\theta_b) - V_0)dr \quad (45)$$

where $M(v_0)$ is the steady state blade root moment corresponding to the mean wind speed $V_0$, and $\psi(r)$ is the influence coefficient of the aero load on the blade root moment in radius $r$.

For aero torque, a typical load distribution along the blades can be obtained by assuming $\psi(r)$ to be proportional to $r$ and $r_0=0.1R$, which has also been assumed in the implemented model. However, for the sake of completeness, we will formally keep $\psi(r)$ and $r_0$ here.

Inserting (45) in (44) we obtain

$$T_{ae}(t) = 3M(v_0) + \sum_{b=1}^{3} \int_{r_0}^{R} \psi(r)(v(t,r,\theta_b) - V_0)dr \quad (46)$$

Now we define the equivalent wind speed $v_{eq}(t)$ as the wind speed which is independent on the position in the rotor disk, and would give the same aerodynamic torque as the actual wind speed field, i.e. $v_{eq}(t)$ must fulfil

$$T_{ae}(t) = 3M(v_0) + \sum_{b=1}^{3} \int_{r_0}^{R} \psi(r)(v_{eq}(t) - V_0)dr \quad (47)$$
Combining (47) with (46) gives the equivalent wind speed as the mean value of contributions from all three blades:

\[ v_{eq}(t) = \frac{1}{3} \sum_{k=-\infty}^{\infty} v_{\psi}(t, \theta_b) \]  

(48)

where we have used the weighted wind speed \( v_{\psi}(t, \theta_b) \) defined as

\[ v_{\psi}(t, \theta_b) = \frac{\int_{R}^{\psi(t, r, \theta_b) dr}{\int_{0}^{R} \psi(r) dr}}{\int_{0}^{R} \psi(r) dr} \]  

(49)

(48) and (49) express the equivalent wind speed as a weighting of all the wind speeds which are instantaneously seen by the wind turbines along the blades. We could now simulate the wind speeds in a number of points in the rotor plane as typically done in codes for simulation of mechanical loads on wind turbines. However, a much more computer time saving simulation method for simulation of the equivalent wind speed has been developed in Risø National Laboratory.

This simulation method was first presented by Langreder [29] for the contribution from turbulence, and compared the model to simulations with a cross power spectral method. Later, Rosas et.al. [17] verified the model against measurements, and included tower shadow effects in the method. In this paper, it is combined with the park scale model.

The equivalent wind speed simulation method is based on Risøs frequency domain models, Madsen and Rasmussens [30] and Sørensen et.al. [31][32]. These frequency domain models are based on expansion of the wind speed field in the rotor plane in the azimuth angle.

To understand the simulation model, we first expand the weighted wind speed for a single blade in the azimuth angle, i.e.

\[ v_{\psi}(t, \theta_b) = \sum_{k=-\infty}^{\infty} \tilde{v}_{\psi,k}(t) e^{ik\theta_b} \]  

(50)

where \( \tilde{v}_{\psi,k}(t) \) is the \( k^{th} \) azimuth expansion coefficient of \( v(t, \theta_b) \) determined according to

\[ \tilde{v}_{\psi,k}(t) = \frac{1}{2\pi} \int_{0}^{2\pi} v_{\psi}(t, \theta_b) e^{-ik\theta} d\theta \]  

(51)

Inserting (50) in (48) yields

\[ v_{eq}(t) = \sum_{k=-\infty}^{\infty} \tilde{v}_{\psi,k}(t) e^{ik\theta_{WTR}} \]  

(52)

where \( \theta_{WTR}=\theta_t \) is the wind turbine rotor position obtained from the mechanical model.

It is seen from (52) that only the azimuth expansion coefficients with orders which are multiple of 3 contribute to the sum. This is because of the symmetric structure of rotor, which causes the contributions from the other orders to sum up to zero for all three blades. If a \( 1p \) and/or \( 2p \) variation is still significant in a measurement of torque or power, this is often an indication that the blades are not pitched with exactly the same angle.

In the present implementation in DlgSILENT, we have only included the \( 0^{th} \) and \( 3^{rd} \) harmonics, i.e. (52) has been approximated to

\[ v_{eq}(t) = \tilde{v}_{\psi,0}(t) + 2 \text{Re}\{\tilde{v}_{\psi,3}(t)\}\cos(3\theta_{WTR}) + 2 \text{Im}\{\tilde{v}_{\psi,3}(t)\}\sin(3\theta_{WTR}) \]  

(53)
The idea of the rotor wind model is to simulate the azimuth expansion coefficients \( \bar{\nu}_{\psi,k}(t) \) in the first place as independent on the azimuth position of the rotor, and then use (53) to generate the equivalent wind speed which includes the azimuth dependence.

The azimuth expansion coefficients \( \bar{\nu}_{\psi,k}(t) \) are sums of contributions from the turbulence model, tower model and the mean wind speed. The mean wind speed contributes with \( V_0 \) to \( \bar{\nu}_{\psi,k}(t) \). The contributions from the turbulence model and the tower model are determined in the next subsections.

Other effects like wind shear and yaw error could have been included, but these effects mainly contribute to the 1p, which is filtered away by the summation of the 3 symmetric blades.

### 5.3.2 Turbulence model

As a consequence of the description above, the turbulence model generates the azimuth expansion coefficients \( \bar{\nu}_{\psi,k,\text{turb}}(t) \) of the turbulence field. It has been shown [30],[32] the power spectral density (PSD) \( S_{\bar{\nu}_{\psi,k}}(f) \) of \( \bar{\nu}_{\psi,k,\text{turb}}(t) \) can be determined according to

\[
S_{\bar{\nu}_{\psi,k}}(f) = F_{\bar{\nu}_{\psi,k}}(f) \cdot S_v(f)
\]

(54)

\( S_v(f) \) is the PSD of the wind speed in a fixed point, and \( F_{\bar{\nu}_{\psi,k}}(f) \) is an admittance function. \( F_{\bar{\nu}_{\psi,k}}(f) \) can be determined by a triple integral, which can be resolved into the double integral

\[
F_{\bar{\nu}_{\psi,k}}(f) = \frac{\int_0^\pi \int_0^\pi \int_0^\pi \psi(r_1) \psi(r_2) F_k(f, r_1, r_2) \, dr_1 \, dr_2}{\left(\int_0^\pi \psi(r) \, dr\right)^2}
\]

(55)

with an inner single integral

\[
F_k(f, r_1, r_2) = \frac{1}{2\pi} \int_0^{2\pi} \gamma_{lv}(f, d) \left( f, \sqrt{r_1^2 + r_2^2 - 2r_1r_2 \cos(\theta)} \right) \cos(n\theta) \, d\theta
\]

(56)

Here, \( \gamma_{lv}(f,d) \) is the square root coherence function between two points with a distance \( d \) in the rotor plane. \( \gamma_{lv}(f,d) \) is assumed to be the same horizontally (i.e. laterally) and vertically in the plane.

(55) and (56) have been solved numerically by Sørensen [32]. Using the Laplace operator \( s = j\omega = j2\pi f \), Langreder [29] defined the transfer functions \( H_{\psi,k}(j2\pi f) \) with the size defined as

\[
\left| H_{\psi,k}(j2\pi f) \right| = \sqrt{F_{\bar{\nu}_{\psi,k}}(f)}
\]

(57)

and used the numerical results to fit \( H_{\psi,0}(j2\pi f) \) and \( H_{\psi,1}(j2\pi f) \) to linear filters. Defining the constant \( d = R/V_0 \), the results of these fittings are

\[
H_{\psi,0}(s) = \frac{0.99 + 4.79ds}{1 + 7.35ds + 7.68(ds)^2}
\]

(58)

\[
H_{\psi,1}(s) = \frac{0.0307 + 0.277ds}{1 + 1.77ds + 0.369(ds)^2}
\]

(59)
Using $v_{hub}(t)$ from the park scale model as input and a linear filter with the transfer function $H_{\psi,0}(j2\pi f)$, $\tilde{v}_{\psi,0,nurb}(t)$ is now simulated according to

$$\tilde{v}_{\psi,0,nurb}(f) = H_{\psi,0}(j2\pi f) \cdot \tilde{V}_{hub}(f)$$

(60)

where $\tilde{v}_{\psi,0,nurb}(f)$ and $\tilde{V}_{hub}(f)$ are the Fourier transforms of $\tilde{v}_{\psi,0,nurb}(t)$ and $v_{hub}(t)$ respectively.

(60) introduces an unintended phase shift in $\tilde{v}_{\psi,0,nurb}(t)$ and $v_{hub}(t)$. However, the phase shift is the same for all wind turbines in the park, assuming the same $d=R/V_0$, i.e. mean wind speed and rotor disk radius. The relatively small changes of mean wind speed in the park have only little influence on this.

$\tilde{v}_{\psi,3,nurb}(t)$ is a complex variable, and it has been shown that the real and imaginary parts are uncorrelated with each other and with azimuth expansion coefficients of other orders $k$. Distributing the variance between the real and imaginary parts of $\tilde{v}_{\psi,3,nurb}(t)$ evenly, they are determined by the relations between Fourier transforms

$$\Re \{\tilde{v}_{\psi,3,nurb}(f)\} = \frac{1}{\sqrt{2}} H_{\psi,3}(j2\pi f) \cdot V_{3,Re}(f)$$

(61)

$$\Im \{\tilde{v}_{\psi,3,nurb}(f)\} = \frac{1}{\sqrt{2}} H_{\psi,3}(j2\pi f) \cdot V_{3,Im}(f)$$

(62)

where $V_{3,Re}(f)$ and $V_{3,Im}(f)$ are Fourier transforms of uncorrelated stochastic signals with the same PSD as the wind speed in a fixed point.

To support the simulation of $V_{3,Re}(f)$ and $V_{3,Im}(f)$, Langreder also fitted a filter which converts uniformly distributed white noise to a signal with the PSD as the Kaimal spectrum.

5.3.3 Tower shadow model

Today most wind turbines are constructed with a rotor upwind of the tower to reduce the tower interference of the wind flow. Early wind turbines often had lattice towers, but for visual reasons, tubular towers are the most common today.

The tubular towers have some effect on the flow. In the upwind rotor case, the tower disturbance $v_{low}$ can be modelled using potential flow theory. Ekelund [33] found

$$v_{low} = V_0 a^2 \frac{x^2 - y^2}{(x^2 + y^2)^{3/2}}$$

(63)

where $V_0$ is the mean wind speed, $a$ is the tower radius, and $x$ and $y$ are the components of the distance from each blade to the tower centre in the lateral and the longitudinal directions, respectively.

Rosas used (63), (49) and (51) to calculate the azimuth expansion coefficients caused by the tower shadow. Neglecting the effect of the blade bending, these coefficients become constants $\tilde{v}_{\psi,k,tow}$, which can be added to contributions from the turbulence.
6 Verification of PARKWIND model

The parkscale wind model, which is implemented in the PARKWIND program code, has been verified using wind speed measurements on two masts SMW and SMS on the Vindeby offshore site. The distance between the two masts was 807 m.

Figure 24 shows one hour of one minute mean values of measurements of the mean wind speeds around 11 m/s and wind directions which provides an almost longitudinal separation of the flow from SMW to SMS. The figure also shows PARKWIND simulations with the same mean wind speed and wind direction.

![Figure 24: Simulation of wind speeds compared to measurements on two sea masts in Vindeby offshore wind farm.](image)

Both measurements and PARKWIND indicate a delay of SMS with a little more than one minute relative to SMW. This corresponds very well to the expected delay for 11 m/s with 807 m distance.

A more reliable verification is to compare the coherence functions. However, this requires a substantial data set, because the coherence in 807 m distance is fairly small, especially for wind directions with lateral separation between the two masts.

Figure 25 shows the square root coherence of 6×6 hours wind speed with almost longitudinal separation.
The inflow angle of the measurements has been calculated from the mean value of the wind direction in each time series, and used to determine the decay factor for the coherence according to (41) for the simulations. The Davenport coherence is also indicated in the figure as a straight line.

7 Verification of DIgSILENT model

7.1 Measurements

Two campaigns of simultaneous measurements on Hagesholm have been used for the verification of the model. The first campaign is NEG-Micons power curve and mechanical load measurements done by WINDTEST. The second campaign is a power quality test performed by Risø dedicated the verification of the electric part of the model. The WINDTEST and Risø measurements have been performed simultaneously, but not synchronised. However, the power of wind turbine 1 was measured in both campaigns, and this has been used to post synchronise the measurements.

The WINDTEST measurements are performed with 25 Hz sampling frequency. They comprise the signals required for power curve measurements on both wind turbine 1 and wind turbine 2, and a comprehensive load test of wind turbine 1, comprising blade, shaft and tower loads. The wind speed was measured in hub height on a mast west to turbine 1. The WINDTEST data is stored in files with 10 minute time series, with continuous measurements from the end of one file to the beginning of the next file.

The Risø measurements are power quality tests on wind turbine 1, performed according to IEC 61400-21. The power quality measurements comprise instantaneous values of 3 phase voltages and currents logged together with the wind speed. The cup anemometer of the control system on the nacelle was used for
the wind speed measurements. The sampling frequency of the power quality test was 3.2 kHz for all channels. Data is stored in files with time series of 700 s period length, which ensures 10 minutes of continuous data plus time for initialisation of filters in the power quality analysis software. The data logging is interrupted approximately 4 minutes after each 700 s run, to allocate computer time for the power quality calculations between the runs.

Eight Risø runs have been selected for the verification, six with mean wind speeds around 9 m/s and two with mean wind speeds around 15 m/s. The wind direction was SW, which ensures that neither wind turbine 1 nor wind turbine 2 are in wake of other wind turbines. The main statistical data for each time series are shown in Table 3 (Appendix A).

In this chapter, we will use one typical run at 9 m/s to demonstrate the verification of the simulations and one at 15 m/s, but all 8 runs are used for the verification. Therefore, tables and graphs for all 8 runs are shown in Appendix A.

The eight Risø runs were synchronised with the WINDTEST measurements by estimating the cross correlation function $R_{\text{RRW}}(\tau)$ between Risøs and WINDTESTs measurements of power on wind turbine 1. The value of $\tau$ for which $R_{\text{RRW}}(\tau)$ is maximum has been used to determine the exact time delay for each 700 s run of Risø measurements relative to the continuous WINDTEST measurements.

For comparison to the simulations which provides RMS values, and for the power quality assessments, Risøs software has been used to calculate power quality measures from the instantaneous values of voltages and currents. The software comprises fits of amplitudes and phases of voltage and current fundamentals, calculation of active and reactive power and flicker calculations.

7.2 Simulations

The simulations were carried out in two steps, first by simulating the hub wind speeds with PARKWIND, and then using these hub wind speeds as input to DIgSILENT simulations. Eight simulations were performed with input data corresponding to the eight selected measurement runs. For each run, the statistics of WINDTESTs wind speed and power measurements have been used to estimate the input parameters for the wind model.

The power spectral density of the wind speed has been estimated based on WINDTESTs wind speed measurements. The spectra have been assumed to be of the Kaimal type (36) with length scales $L$=600 m according to (37). $u_*$ in (36) has been estimated by the mean wind speed $V_0$ and turbulence intensity $I$ according to (38).

Figure 26 shows the PSD of the measured wind speed together with the fitted Kaimal spectrum for the typical 9 m/s run. It is seen that the Kaimal spectrum is a good assumption in this case, and for the other seven runs, Figure 45 (Appendix A) shows that the Kaimal spectrum fits good. The sudden drop of the PSD of the measured wind speeds around 0.5 Hz is due to the filtering in the measurement procedure for determination of the anemometer pulse frequency. Thus the difference between measurement and fit at frequencies above 5 Hz is mainly explained by the measurement procedure, which is optimised for mean wind speed determination rather than determination of wind speed fluctuations.
With the intention to ensure that the mean value of the power at the wind turbines is the same in the simulations as in the measurements, a power curve for the wind turbine has been simulated, and used to adjust the mean wind speeds used in the simulations. This adjustment is intended to make comparisons of measured and simulated maximum power more realistic, referring to the same mean values of power.

The simulated power curve is shown in Figure 27. It is seen that the adjustment of the wind speed only makes sense for the first six runs at approximately 9 m/s mean wind speed, because the power curve is flat at 15 m/s, and therefore the measured power cannot be used to estimate the wind speed in that area.

Still, the adjusted wind speeds do not result in exactly the same mean values of simulated power as of measured power. Among other reasons, this is because the adjustment of the mean wind speed was based only on the power measured on wind turbine 1. PARKWIND assumes the mean wind speed to be the same for all the wind turbines. Another reason is that the time series simulated with
PARKWIND in the first place were longer than 600 s, while the compared time series are windows of 600 s length, where the mean wind speeds are not exactly the same as for the whole simulation period. The statistics of the simulated wind speed and power is shown in brackets in Table 3 (Appendix A).

7.3 Power fluctuations and mechanical loads

The power fluctuations from a wind farm are relevant because they contribute to the flicker emission from the wind farm and the maximum power from the wind farm. In some cases, the power fluctuations can also influence the power system control. In this section, we will compare the fluctuations of the simulated power to the fluctuations of the measured power for continuous operation of the wind turbines, to get an overview of at which frequencies the present model can predict the power fluctuations.

Figure 28 shows the PSD of 10 minutes measured and simulated power for the typical 9 m/s run. It is seen that the frequencies below 1 Hz are predicted quite well, whereas the measurements reveal fluctuations above 1 Hz which are not included in the model. Also a \(1p\) at 0.3 Hz is seen in the measurements, but not in the simulations.

![Figure 28. PSD of measured and simulated power fluctuations of wind turbine 1 at approximately 9 m/s.](image)

The simulated torques have also been compared to the measured. The results for the same run as in Figure 28 are shown in Figure 29. Both the simulated aerodynamic torque \(T_{ae}\) and the simulated low speed shaft torque \(T_{lss}\) (see Figure 17) are shown together with the measured torque, which corresponds to \(T_{lss}\). It is seen in Figure 29 how the flexibility of the shaft adds energy to the PSD of \(T_{lss}\) relative to \(T_{ae}\) at the eigenfrequency 0.7 Hz, and thereby the PSD of \(T_{lss}\) comes close to the PSD of the measured torque. This indicates that the mechanical model predicts the shaft flexibility quite well.
A remarkable frequency in Figure 29 is the $1p$ frequency of the measured torque. The maximum at $1p$ is relatively higher than the maximum at $3p$. Part of this is due to some unsymmetry in the rotor, which is also reflected in the power. However, there is no good reason why the gearbox or generator should filter the $1p$ harder than the $3p$. As torque measurements with strain gauges are quite sensitive to cross-talking, it is therefore assumed that most of the $1p$ in the torque is due to such cross-talking.

In the PSDs of the power as well as the torques, “spikes” are visible exactly at the $3p$ frequencies for the simulations. This is due to the tower shadow model. The corresponding spikes in the measured PSDs are significantly smaller.

Apart from the $3p$ frequency $0.9$ Hz and the drive train eigenfrequency $0.7$ Hz, the $6p$ and particularly the $12p$ frequencies are evident from the power PSDs. These frequencies can easily be included in the model, although it is not clear why the $12p$ is as distinct as it is compared to $9p$ and even $6p$. With the applied model for tower shadow and turbulence, it should be expected that the $p$’s decrease in size when they increase in order.

Finally, a frequency around $5$ Hz is evident from the PSDs of measured power and torque. This frequency is not included in the simulation. The $5$ Hz frequency can also be seen in the bending moments on the main shaft and tower, e.g. in the tilting moment of the shaft as shown in Figure 30. It is therefore assumed that the $5$ Hz frequency must be a mechanical eigenfrequency, but it is not clear which mode it is.

Figure 29. PSD of measured and simulated torque fluctuations of wind turbine 1 at means wind speed $9$ m/s.
The PSDs of measured and simulated power at approximately 14 m/s are shown in Figure 31. To illustrate the effect of a dynamic stall model described in section 4.4, the simulations are performed with and with a steady state aero-dynamic model as well as the dynamic stall model. At the first view, the simulation with dynamic stall model seems to be as good as the simulations with wind speeds about 9 m/s. Also the PSD of the simulation without dynamic stall model looks acceptable, though it is clear from Figure 31 that the dynamic stall model improves the simulations.

Figure 31. PSD of measured and simulated power fluctuations of wind turbine 1 at approximately 14 m/s.
However, if we look at the time series in Figure 32, we get a more detailed impression. To compare the time series, one must know that the measurements and simulations are done with different wind speed time series, so that the time series cannot be compared from step to step. Still, the character of the fluctuations can be compared. Also, the two simulations are done with identical wind speed input, which can also be seen from Figure 32.

Figure 32. Time series of measured and simulated power fluctuations of wind turbine 1 at approximately 14 m/s.

The character of the first 300 seconds of the simulations are in good agreement to the measurements, while the last 300 seconds of simulations are significantly different from the measurements. In the last 300 seconds, the simulations have very little slow fluctuations, and the fast ($\frac{2}{3}p$) fluctuations are strongly reduced without dynamic stall model. This is because the wind speed increases, and the simulation goes into deep stall.

Consequently, from the last 300 seconds we observe two things: The first is that the dynamic stall model is very important to simulate the fast fluctuations in deep stall, while the second is that the slow fluctuations are not simulated well enough.

One reason why the slow fluctuations are not simulated well enough can be that the model only includes the longitudinal component of the wind speed. The transverse wind speed component are more important for high wind speeds than for low wind speeds, obviously because the fluctuations are larger for higher wind speeds, but mainly because the $C_p(\lambda)$ curve is very steep in that region. Studies of the slope of the $C_p(\lambda)$ curve in the stall region have shown that a transversal wind speed of 1 m/s will increase $C_p$ with 5% corresponding to 100 kW.

A transversal component of the wind speed can be included in the model as a modification of $\lambda$ in (15), which adds an equivalent transversal wind speed component $x_{eq}$ to the tip wind speed, i.e.

$$\lambda = \frac{\omega_{HTR} \cdot R + x_{eq}}{u_{eq}}$$

(64)
The idea in (64) is that $\lambda$ is actually not the tip speed ratio, but the ratio between the two perpendicular relative wind speed components seen from sections of a rotating blade. $\lambda$ determines the angle of attack, which together with longitudinal equivalent wind speed $u_{eq}$ determines the aerodynamic power according to (16). Aerodynamic models where only the longitudinal component of the wind speed is considered, are actually a specific case, where $\lambda$ becomes the tip speed ratio.

Another reason why the slow fluctuations are not simulated well enough can be the uncertainty in the aerodynamic data. Finally, the modelling of the active stall control has been difficult, because the algorithm is fairly complicated and because the wind turbine in Hagesholm has been used by NEG-Micon to make experiments with and development of the active stall control when the wind speed was high.

### 7.4 Reactive power fluctuations

The reactive power measured on the 10 kV terminal of the wind turbine follows the fluctuations in the active power because of the leakage reactances in the induction generator as well as the transformer. As described in section 4.2.1, the wind turbine is full load compensated by a capacitor bank with steps of 50 kvar, and to avoid unnecessary wear of the electric components, the capacitors are only switched after some averaging period.

The dynamic behaviour of the reactive power consumption relative to the fluctuations in active power are shown in Figure 33 for the typical 9 m/s case. It is seen that the simulated and measured values group on two curves each, corresponding to two different numbers of capacitors switched on.

The simulated PQ-curves are almost parallel displacements of the measured curves, but they do not have the same level. This effect could be caused by different voltages for simulations and measurements, but the tap regulation in the substation transformers have been set so that the voltage is the same in simulations and measurements. A better explanation for the difference is that the rated values of the capacitors have been used in the simulations, whereas the real ca-
Pacitors have some tolerance. The standard tolerances of the capacitors can be -5% to +15% for units up to 100 kvar according to IEC 831-1 [34].

We could have measured and modelled each individual capacitor to have a more accurate simulation. However, such a detailing of the model would not be of much use, because the closed loop regulation of the capacitor switches ensures that the average values of the simulations are close to the measured average values, which can also be seen from the results in section 8.3.

Taking the tolerance into account, the simulated curves should be parallel displacements of the measured curves. The small difference in that respect is probably because of the leakage reactances, which also deviate slightly from the modelled values. As the comparisons of the PQ-curves are done on the 10 kV terminals of the wind turbine, the leakage reactances of the step-up transformers as well as the induction generators influence the slope of the PQ-curves.

### 7.5 Summation of power fluctuations

The simultaneous power measurements on wind turbine 1 and wind turbine 2 have been used to verify the prediction of summed power from two wind turbines. The cross correlation coefficients between the power from the two wind turbines are used to compare measurements to simulations.

The advantage of comparing correlation coefficients is that the correlation coefficients $\rho$ provide a simple relation between the standard deviations $\sigma_{P1}$ and $\sigma_{P2}$ of the two power time series $p_1$ and $p_2$, and the standard deviation $\sigma_{P1+P2}$ of the sum of these time series, namely

$$\sigma_{P1+P2} = \sqrt{\sigma_{P1}^2 + \sigma_{P2}^2 + 2\rho \sigma_{P1} \sigma_{P2}}$$

With $N$ identical wind turbines with the same power standard deviation $\sigma_P$, the standard deviation of the sum of the powers, $\sigma_{SP} = \sqrt{N} \sigma_P$ if the power time series of the wind turbines were uncorrelated ($\rho = 0$) and $\sigma_{SP} = N \sigma_P$ if the power time series were identical ($\rho = 1$). For the power of wind turbines in a wind farm, the standard deviation of the sum is normally between these two extremes, i.e., $\sqrt{N} \sigma_P < \sigma_{SP} < N \sigma_P$ corresponding to correlation coefficients $0 < \rho < 1$.

The results of measured and simulated correlation coefficients are shown in Figure 34. First of all it is observed that there is a large scatter between the results of both measured and simulated correlation coefficients, especially for the six runs at approximately 9 m/s. This is because the statistical uncertainty of the correlation coefficients is high.
The next thing which is observed in Figure 34 is that a significant majority of both measured and simulated correlation coefficients are positive, which confirms that the power fluctuations of wind turbine 1 and wind turbine 2 are actually correlated. The correlation seems to be stronger at 9 m/s than at 15 m/s, which is because the slow fluctuations are much more correlated than the fast fluctuations, and there are more slow fluctuations in the linear region about 9 m/s than in the stall region about 15 m/s. However, a statistical basis of two 10 minute time series is very little to assess the correlation coefficients at 15 m/s.

Finally, the 95 % confidence interval of the six measured correlation coefficients at 9 m/s have been estimated to 0.19±0.16, while the simulated correlation coefficient are 0.26±0.20. This underlines the conclusion that the measured power fluctuations are correlated, and that the estimated mean value of the simulated correlation coefficients are within the confidence interval of the measured correlation coefficients. However, the statistical analyses must be based on a much higher number of runs to assess the difference between simulations and measurements.

### 7.6 Voltage fluctuations

As already mentioned, the voltage was measured on the 10 kV terminals of wind turbine 1. At that point, the wind farm contribution to the voltage fluctuations is expected to be quite dominating. However, other sources in the grid also contribute to the voltage fluctuations. In the present simulation model, only the fluctuations caused by the wind farm are included.

This is illustrated in Figure 35, where the PSDs of measured and simulated voltages are shown. It is seen that the simulation predicts the frequencies around the 3\(p\) (0.9 Hz) very well, because the wind farm provides the main contribution at these frequencies. But it is also seen that there is additional noise on the grid voltage distributed over the whole frequency range.

---

![Figure 34. Correlation coefficients between power at wind turbine 1 and wind turbine 2 for measured and simulated power.](image)
This noise is probably not caused by the wind farm. This is a reasonable assumption because the gap between simulated and measured voltage in much higher than between simulated and measured power. It is also confirmed by voltage measurements when the wind speed is below cut-in wind speed, which provides the background noise to the voltage, caused by other sources than the wind farm. We have found voltage measurements with low wind speeds two days before the 9 m/s measurements, and confirmed that no wind turbines were connected because no 3p frequency could be observed on the voltage. Assuming that the background voltage noise is not correlated with the wind farm fluctuations, the PSD of the voltage on the no-wind day has been added to the simulated PSD to illustrate what could be the PSD of the simulated voltage if a similar background noise in modelled. There is still some difference between simulated + noise voltage on one side, and measured voltage on the other side. This could be because there is more background noise, e.g. because other wind turbines also contribute to the voltage fluctuations.

8 IEC 61400-21 characteristics

8.1 General

IEC 61400-21 specifies methods to measure and assess the power quality of grid connected wind turbines. The measurement methods include specification of the measurement hardware as well as calculation software. In this chapter, we have used the calculation software which Risø uses for power quality measurements to calculate the power quality characteristics for both measurements and simulations. This has enabled us to assess the ability of the present simulation model to simulate the power quality characteristics of the wind farm, comparing the measured and simulated power quality characteristics.

IEC 61400-21 specifies power quality characteristics for continuous operation as well as switching operations. In this report, we will only compare the charac-
teristics for continuous operation, based on the same eight 10 minute time series which were used in the previous chapter.

The power quality characteristics specified in IEC 61400-21 for continuous operation are maximum power, reactive power and flicker. Besides, the harmonic characteristics are specified, but they are only required for wind turbines with power converters.

8.2 Maximum power

Both the 200 ms maximum power and the 60 s maximum power have been compared. First, Risøs power quality measurements have been used to compare the measured and simulated maximum powers of wind turbine 1. Then the WINDTEST measurements have been used to compare the maximum of the sum of power from wind turbine 1 and wind turbine 2.

Figure 36 shows the maximum values of the 200 ms average power. The simulated maximum power of the time series with approximately 9 m/s mean wind speed are slightly greater than the measured maximum power. The average difference between simulated and measured maximum is 31 kW or 2 % of the measured maximum, which is a very small difference, taking into account the uncertainty of comparing only six 10 minute time series. Concerning the maximum values of the two time series with approximately 15 m/s mean wind speed the uncertainty is even greater, but the average difference between simulated and measured maximums is –307 kW or 13 % of the measured maximum.

Figure 37 shows the maximum values of the 60 s average power. The average difference between the maximum values of the simulated and measured power time series with approximately 9 m/s mean wind speed is only 23 kW, whereas the average difference maximum values at approximately 15 m/s mean wind speed is –117 kW, i.e. a closer agreement for with the 200 ms maximum power.
The WINDTEST measurements have been used to compare the maximum values of the sum of power from wind turbine 1 and wind turbine 2. The WINDTEST power measurements are performed with power transducers which have a smaller bandwidth than Risøs power quality measurements. However, comparisons of Risøs and WINDTESTs power measurements on wind turbine 1 have shown that the average difference between the 200 ms maximum power measured with the two systems is only 7 kW, which is neglectable.

Figure 38 shows the maximum values of the 200 ms average power sum. The average difference between the simulated and measured maximum of the sum power of the time series with approximately 9 m/s mean wind speed is 43 kW, i.e. slightly greater simulated than the measured maximum power like for wind turbine 1 alone. The average difference between the simulated and measured maximum values of the two time series with approximately 15 m/s mean wind speed is –385 kW.

Figure 39 shows the maximum values of the 60 s average power sum. The average difference between the simulated and measured maximum of the sum power of the time series with approximately 9 m/s mean wind speed is 3 kW, i.e. slightly greater simulated than the measured maximum power like for wind turbine 1 alone. The average difference between the simulated and measured maximum values of the two time series with approximately 15 m/s mean wind speed is –146 kW.
Summarising the above results, the comparisons have shown good agreement between simulated maximum power at approximately 9 m/s, whereas the simulations underestimate the maximum values at 15 m/s, which reflects that the slow fluctuations are not simulated well enough as described in section 7.3. The maximum power stated in the data cheat according to IEC 61400-21 is the maximum of 5 time series for each 1 m/s, i.e. the maximum of approximately 60 time series distributed from 3 m/s to 15 m/s. The present simulation results are very promising, but to be able to make more accurate simulations of the IEC 61400-21 maximum values, an improvement of the simulation in the stall region is desirable. Inclusion of the transversal wind speed components could be necessary to obtain better simulation results.

8.3 Reactive power

The 10 minutes mean values of the reactive power vs. active power of the selected six time series with mean wind speed 9 m/s are shown in Figure 40. We see a very good agreement between the scatter of measured and simulated reactive power for the six runs. The average difference between simulated and measured reactive power is only –6 kvar.
The reactive power stated in the data sheet according to IEC 61400-21 is the bin averages of the approximately 60 time series, distributing the measurements in 10 % bin of the active power. These values appear to be very well simulated using the six runs at 9 m/s.

### 8.4 Flicker for continuous operation

In IEC 61400-21, the flicker coefficient $c$ is defined to characterise the flicker emission from a wind turbine during continuous operation. The flicker coefficient is specified for different grid impedance angles $\psi_k$, and the flicker coefficient $c(\psi_k)$ is according to

$$P_{st} = c(\psi_k) \cdot \frac{S_n}{S_k} \quad (66)$$

where $P_{st}$ is the short term flicker emission from the wind turbine with rated apparent power $S_n$ on a grid with the short circuit power $S_k$.

The flicker coefficient strongly depends on the grid impedance angle, because active power fluctuations contribute strongest to flicker emission at lower grid impedance angles, while reactive power fluctuations contribute strongest to flicker emission at higher grid impedance angles. For angles in between, the flicker emission from a wind turbine is often smaller than for higher as well as lower angles, because increasing power (increasing voltage) implies decreasing reactive power (decreasing voltage), i.e. $\frac{\partial Q}{\partial P} < 0$.

IEC 61400-21 requires the flicker coefficients to be specified for four grid impedance angles: 30 deg, 50 deg, 70 deg and 85 deg. Figure 41, Figure 42, Figure 43 and Figure 44 show the measured and simulated flicker coefficients of the selected eight time series for each of the four grid impedance angles. Again, we see a very good agreement at 9 m/s, while the underestimated fluctuations at 15 m/s causes lower simulated flicker emission than measured flicker emission.
Figure 41. Measured and simulated flicker coefficients for continuous operation of wind turbine 1. Grid impedance angle 30 deg.

Figure 42. Measured and simulated flicker coefficients for continuous operation of wind turbine 1. Grid impedance angle 50 deg.

Figure 43. Measured and simulated flicker coefficients for continuous operation of wind turbine 1. Grid impedance angle 70 deg.
For the data sheet, IEC 61400-21 requires the 99th percentile of weighted flicker coefficients, taking into account the wind speed distribution. As the 99th percentile of the flicker coefficients is often determined by the values at high wind speeds, it is essential to predict accurate values at high wind speeds. Inclusion of the transversal wind speed components is likely to improve the simulation results, because it will increase the power fluctuations at higher wind speeds.

9 Conclusion

A dynamic model of the wind farm Hagesholm has been implemented in the dedicated power system simulation program DIgSILENT. The model has been verified using simultaneous power quality measurements on the 10 kV terminals of a single wind turbine and power performance measurements on two wind turbines. The verification shows a generally good agreement between simulations and measurements, although the simulations at higher wind speeds seem to underestimate the power and voltage fluctuations. This can be improved by extending the wind model.

The 10 kV AC power collection system in the wind farm has been modelled together with the substation transformers. The 50 kV grid is represented by a simple Thevenin equivalent. This is an adequate grid model to study the influence of the wind farm on the power quality of the 10 kV grid at stationary conditions.

The electric models of the six wind turbines include tower cables, step-up transformers, capacitor banks, softstarters and induction generators. The mechanical wind turbine model includes the dynamics of the drive train, modelled as a two mass model with wind turbine rotor inertia and generator inertia connected through a flexible, damped shaft.

The wind turbine aerodynamic model includes dynamic stall effects using a $C_p$ based method with three $C_p$ tables, one for steady state, one for unseparated flow and one for separated flow. This corresponds to conventional dynamic stall models, only we interpolate in the $C_p$ tables instead of the aerodynamic lift tables which are normally used.

The wind models include the coherence between the wind speeds at different wind turbines as well as the $3p$ effects of turbulence and tower shadow wind.

Figure 44. Measured and simulated flicker coefficients for continuous operation of wind turbine 1. Grid impedance angle 85 deg.
speed fields at the individual wind turbine rotor disks. The coherence between the wind turbines is included to account for the summation effects of power from more wind turbines, whereas the $3p$ effect is essential for simulation of the fluctuations which contribute to the flicker emission during continuous operation of the wind farm.

The model has been verified using six 10 minute measurements with mean wind speeds at about 9 m/s and two 10 minute measurements with mean wind speeds at about 15 m/s. The comparisons of power and voltage fluctuations at about 9 m/s show a very good agreement between measurements and simulations up to about 1 Hz. Better results can be obtained above 1 Hz with extensions of the wind model and of mechanical model.

The comparisons of power fluctuations at about 15 m/s show that the simulations underestimate the fluctuations in the stall region. The difference is less than 15 %, but this can probably be improved by including the transversal components of the wind speed in the model.

The model has been used to asses the ability of the simulation models to predict the influence of the wind farm on the power quality characteristics of wind turbines specified in IEC 61400-21. These comparisons have shown that the underestimation of power fluctuations in the stall region influences the prediction of power quality characteristics, whereas the influence of fluctuations above 1 Hz are not so important for the prediction of power quality.
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This appendix shows simulations compared to measurements for 8 runs selected for the verification.

Table 3. Main statistical data measured for the selected 10 minute runs. The corresponding statistical data for the simulations are shown in brackets.

<table>
<thead>
<tr>
<th>Date and time</th>
<th>Power turbine 1 [kW]</th>
<th>Power turbine 2 [kW]</th>
<th>Mean wind speed [m/s]</th>
<th>Turbulence intensity [%]</th>
<th>Wind direction [deg]</th>
</tr>
</thead>
<tbody>
<tr>
<td>12 Mar 01 11:07</td>
<td>727 (700)</td>
<td>773 (628)</td>
<td>9.0 (8.9)</td>
<td>8.9 (8.7)</td>
<td>219</td>
</tr>
<tr>
<td>12 Mar 01 10:54</td>
<td>743 (731)</td>
<td>821 (739)</td>
<td>9.4 (8.8)</td>
<td>8.7 (8.6)</td>
<td>218</td>
</tr>
<tr>
<td>12 Mar 01 18:17</td>
<td>821 (831)</td>
<td>833 (837)</td>
<td>8.8 (8.7)</td>
<td>8.6 (8.5)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:55</td>
<td>848 (810)</td>
<td>985 (879)</td>
<td>8.9 (8.7)</td>
<td>9.0 (8.9)</td>
<td>229</td>
</tr>
<tr>
<td>12 Mar 01 18:31</td>
<td>921 (856)</td>
<td>834 (837)</td>
<td>8.7 (8.5)</td>
<td>10.3 (10.2)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 10:54</td>
<td>777 (799)</td>
<td>770 (823)</td>
<td>8.7 (8.8)</td>
<td>9.1 (9.0)</td>
<td>238</td>
</tr>
<tr>
<td>12 Mar 01 19:02</td>
<td>713 (729)</td>
<td>770 (856)</td>
<td>8.7 (8.6)</td>
<td>9.0 (9.1)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:13</td>
<td>713 (799)</td>
<td>848 (810)</td>
<td>8.8 (8.7)</td>
<td>8.8 (8.7)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:27</td>
<td>770 (799)</td>
<td>848 (810)</td>
<td>8.8 (8.7)</td>
<td>9.1 (9.0)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:31</td>
<td>713 (729)</td>
<td>848 (810)</td>
<td>8.7 (8.6)</td>
<td>9.0 (9.1)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:45</td>
<td>770 (799)</td>
<td>848 (810)</td>
<td>8.8 (8.7)</td>
<td>9.1 (9.0)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 18:59</td>
<td>713 (729)</td>
<td>848 (810)</td>
<td>8.7 (8.6)</td>
<td>9.0 (9.1)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:13</td>
<td>770 (799)</td>
<td>848 (810)</td>
<td>8.8 (8.7)</td>
<td>9.1 (9.0)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:27</td>
<td>770 (799)</td>
<td>848 (810)</td>
<td>8.8 (8.7)</td>
<td>9.1 (9.0)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:31</td>
<td>713 (729)</td>
<td>848 (810)</td>
<td>8.7 (8.6)</td>
<td>9.0 (9.1)</td>
<td>233</td>
</tr>
<tr>
<td>12 Mar 01 19:45</td>
<td>770 (799)</td>
<td>848 (810)</td>
<td>8.8 (8.7)</td>
<td>9.1 (9.0)</td>
<td>233</td>
</tr>
</tbody>
</table>

The statistical data for the simulations are shown in brackets. Table 3. Mean statistical data measured for the selected 10 minute runs. The corresponding statistical data for the simulations are shown in brackets.
Figure 45. Power spectral densities of measured and simulated wind speeds in hub height. The estimated Kaimal spectrum is also shown.
Figure 46 Power spectral densities of measured and simulated active power.
Figure 47 Power spectral densities of measured and simulated torque.
Figure 48. One second average values of measured and simulated reactive power vs. active power.
Figure 49. PSDs of measured and simulated voltage. Also PSDs of simulated voltage fluctuations plus measured background fluctuations are shown
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Abstract (max. 2000 characters)
A dynamic model of the wind farm Hagesholm has been implemented in the dedicated power system simulation program DIgSILENT. The wind farm consists of six 2MW NM2000/72 wind turbines from NEG-Micon. The model has been verified using simultaneous power quality measurements on the 10 kV terminals of a single wind turbine and power performance measurements on two wind turbines. The verification shows a generally good agreement between simulations and measurements, although the simulations at higher wind speeds seem to underestimate the power and voltage fluctuations. A way to improve the simulation at higher wind speeds is suggested.
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