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Abstract  A literature study on the application of superconducting bearings in energy storage flywheel systems. The physics of magnetic levitation and superconductors are presented in the first parts of the report, followed by a discussion of the literature found on the applications of superconducting bearings in flywheels.
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1 Introduction

Flywheels are typically used as local energy storage for application where a short and large power consumption exceeds the available power supplied by the electrical distribution network. However increasing introduction of example windmills into the power network have increased the demand for a long term energy storage, where power produced during the night can be stored for the next morning when the consumers want their coffee. The friction losses in traditional flywheels have been too large to efficiently store energy for the 12 hour consumer period, but the development of magnetic and superconducting bearings have reduced the friction losses by several orders of magnitude and flywheel designs have been reconsidered during the last decade.

This report summarizes a literature study done in 1999 on the application of high temperature superconductors for bearings in flywheels used for energy storage. The aim of the report is to outline the basic concepts of magnetic and superconducting levitation to people who are not familiar with magnetic forces and the physics of superconductors, and to present an overview of the current status of the research field.

The report consist of a short introduction to the basic properties of conventional bearings and then a calculation of the friction loss limit expected for a flywheel constructed at Risø. It is shown that conventional bearings can not fulfill the friction loss limit whereby a new bearing technology such as magnetic or superconducting levitation is needed. An introduction to magnetic levitation and superconductivity is given in order to evaluate the basic bearing properties of superconducting bearings. The last section shows examples of operating superconducting flywheel systems found in the literature.

Asger Bech Abrahamsen
Materials Research Department, Risø
2 Basic concepts of bearings

The invention of the bearing is directly linked to the invention of the wheel approximately 3000 BC in ancient Iraq where a wood plate was mounted onto a wood shaft. Later in history the concept of shafts and bearings was the main technology of the industrial revolution in the 1700 century. Today bearings are used in almost all machinery made by man kind, including flywheels.

2.1 Key parameters

A bearing for a flywheel system have the following parameters of interest to the designer.

- Static load capacity in terms of lifting force
- Stiffness
- Coefficient of friction
- Non-linearity of lifting forces and dynamic stability.

Static load capacity

Standard bearings are constructed of an outer house and an inner rotating part mounted on the shaft which is to be supported. The contact between the inner and outer part is conducted by rolling objects or by a fluid film such as oil. Thus the static load capacity is determined by the onset of plastic deformation of the rolling objects or by the removal of the fluid film between the moving parts.

Stiffness

The stiffness $\kappa$ of a bearing is defined as the derivative of the bearing force with respect to a small displacement of the shaft away from equilibrium.

$$\kappa = - \frac{dF}{dx} \bigg|_{x = x_0}$$  \hspace{1cm} (1)

Thus the stiffness describes the linear force response of the bearing. In the mechanical or fluid bearing the stiffness is determined by the elasticity of the rolling objects or the compressibility of the fluid.

Coefficient of friction

The coefficient of friction is a measure of the drag force on the moving parts of the bearing. It is defined as the ratio between the drag force $F_D$ and the lifting force $F_L$ of the bearing.

$$\mu = \frac{F_D}{F_L}$$  \hspace{1cm} (2)

This definition is equivalent to the drag force on a solid body which is moved on a surface. The lifting force is then given by the force of gravity on the solid body.
**Non-linearity and dynamic stability**

The equation of motion of a shaft rotating in a bearing will depend on the stiffness in a linear response theory, but the relation between lifting force and displacement will often be non-linear. Thus in a more realistic treatment of the system one must operate with non-linear equations of motion. This will cause system dynamics, which is much more complicated than predicted from linear response theory and even chaotic motion can arise.
3 Flywheel design

A flywheel is a device for storing kinetic energy in the form of rotational motion of a wheel on a shaft. The kinetic energy is related to the rotation speed \( \omega \) and the moment of inertia of the flywheel \( I \)

\[
E_{\text{kin}} = \frac{1}{2} I \omega^2
\]  

(3)

3.1 Friction losses

In order to compare the friction losses of different bearings used in superconducting flywheel systems J.R. Hull et al. [1] introduced a coefficient of friction defined by equation (2). Figure 1 shows a simple flywheel of mass \( M \) and radius \( R \) with a vertical rotation axis supported by ball bearings. The drag force \( F_D \) of the bearings causes a torque on the rotation axis of radius \( R_D \)

\[
|\tau| = |R_D \times F_D| = -I \frac{d\omega}{dt}
\]  

(4)

where \( I \) is the moment of inertia of the flywheel. By inserting \( I = MR^2 \) and the lifting force equal to the force of gravity \( F_L = Mg \) one gets a coefficient of friction given by

\[
\mu = -\frac{R^2}{gR_D} \frac{d\omega}{dt}
\]  

(5)

Thus the coefficient of friction causes a decrease of the flywheel rotation velocity in time and it depends on the specific geometry of the flywheel system. One can insert the angular acceleration determined from the kinetic energy given by equation (3) and obtain an expression for the relative energy loss of the system

\[
\frac{dE}{E} = -\frac{2gR_D \mu}{R^2} \omega
\]  

(6)

which shows that in order to decrease the relative energy loss one must either reduce the coefficient of friction or speed up the flywheel. The dependence of \( \omega \) reflects that the drag losses scale with \( \omega \) whereas the kinetic energy scales with \( \omega^2 \). It has been assumed that the drag force is independent of the flywheel velocity in the derivation above.

3.2 Coefficient of friction of Riso flywheel

The Materials Research Department at Riso have constructed a prototype flywheel for storage of 1 kWh = 3.6 MJ. This is obtained by spinning a rotor with radius \( R = 0.2 \) m and a weight of \( M = 20 \) kg at \( 30000 \) RPM \( (\omega_0 = 3.2 \cdot 10^3 \) rad s\(^{-1}\). By integrating equation (5) one can determine the fraction of the initial kinetic energy which is present at a given time :

\[
\frac{E}{E_0} = \frac{\frac{1}{2} I \omega^2}{\frac{1}{2} I \omega_0^2} = \left(1 - \frac{\mu g R_D \omega}{\omega_0 R^2} t\right)^2
\]  

(7)

whereby one can estimate the limit of \( \mu \) if the flywheel must run for 12 hours before 10 percent of the energy has been lost given \( R_D = 0.01 \) m and \( g = 9.82 \) m s\(^{-2}\).
Figure 1. Left: Flywheel system supported by ball bearings. Right: Flywheel disk of radius R seen from the top. The drag force of the ball bearings is indicated by \( F_D \) and is acting on the shaft of radius \( R_D \).

\[
\mu = \frac{\omega_0 R^2}{g R_D t} \left(1 - \sqrt{\frac{E}{E_0}}\right) = 1.5 \cdot 10^{-3}
\]  

Ordinary ball bearings typically have a \( \mu = 10^{-3} \), but the calculation above is only for the kinetic energy loss and if there are additional losses in motor/generator or power converters one must operate with a lower limit of the bearing friction in order to fulfill the 10 percent total energy loss during 12 hours. If this result in a 1 percent kinetic energy loss limit during 12 hours one obtain a limit of \( \mu = 10^{-4} \) whereby ball bearings are insufficient.

The main problem with conventional bearings is the mechanical contact between the shaft and the bearing mounting house, which causes the high coefficient of friction and wear of the bearings resulting in a demand for maintenance. In order to improve the performance of the bearing one would like to keep the shaft positioned in space without touching it. This can be done using magnetic forces created by permanent magnets or electromagnets.

The following sections will introduce concepts of magnetic forces and show that some stabilizing element is needed in the application of magnetic bearings.
4 Magnetic levitation

Everybody have tried to play with two magnets and experienced the repulsion when poles of the same kind are facing each other. One often speculates that it would be nice to use this repulsion to balance gravity and thereby have a magnet levitated without any mechanical contact.

In 1842 Earnshaw proved that the above can not be done for a static system of permanent magnets. This will be illustrated and the potential of magnetic levitation will be discussed in this chapter.

4.1 Earnshaw’s theorem

The consequence of Earnshaw’s theorem [2] is that permanent magnets can only be in a saddle point equilibrium where two directions are stable and the last direction is unstable. This can be illustrated by considering a permanent magnet with the north pole facing a north pole of a large fixed magnet as shown in figure 2.

![Figure 2. Illustration of Earnshaw’s theorem by two magnets with equal poles facing each other. \(\mu\) denotes the dipole moment of the magnet levitated a distance \(z\) above the lower magnet, which creates a field \(B_z\) at the position of the top magnet. The field lines of the lower magnet are indicated by dash lines.]

By assuming the magnets are rotational symmetric with respect to the z-axis and that the top magnet can be considered as a point at the center of mass one can write the energy of the upper magnet as the sum of a gravity term and a dipole interaction term

\[
U = mgz - \mu \cdot B = mgz - \mu B_z \cos(\theta)
\]  

where \(m\) is the mass of the magnet levitated a distance \(z\), \(g\) is the acceleration of gravity, \(\mu\) is the dipole moment of the magnet and \(B_z\) is the magnetic field created by the lower magnet at position \(z\) and \(\theta\) is the angle between the field and the dipole direction.

The equilibrium of the top magnet is determined by a vanishing derivative of \(U\) with respect to the three coordinates and the tilt angle \(\theta\) of the magnet.

\[
\frac{\partial U}{\partial r_i} = 0 \quad \text{for} \quad r_i = x, y, z, \theta
\]

By evaluating the above on (9) at \(x = y = 0\), \(z = z_0\) and \(\theta = 180^\circ\) one gets...
\[
\begin{align*}
\frac{\partial U}{\partial x} &= \mu \frac{\partial B_z}{\partial x} = 0 \\
\frac{\partial U}{\partial y} &= \mu \frac{\partial B_x}{\partial y} = 0 \\
\frac{\partial U}{\partial z} &= mg + \mu \frac{\partial B_z}{\partial z} = 0 \\
\frac{\partial U}{\partial \theta} &= \mu B_z \sin(\theta) = 0
\end{align*}
\] (11) (12) (13) (14)

The two first equations are fulfilled because the z-component of the magnetic field is maximum at the symmetry axis given a derivative of zero. From the third equation it is seen that the magnetic levitation force is caused by the decreasing field strength as one gets further away from the bottom magnet. The fourth equation gives zero because \(\sin(180^\circ) = 0\).

Now for the equilibrium to be stable one must demand that the system is in an energy minimum whereby the second derivative of the energy \(U\) must be positive with respect to all directions in space and the tilt angle.

\[
\begin{align*}
\frac{\partial^2 U}{\partial r_i^2} &= \mu \frac{\partial^2 B_z}{\partial r_i^2} > 0 \quad \text{for } r_i = x, y, z \\
\frac{\partial^2 U}{\partial \theta^2} &= \mu B_z > 0
\end{align*}
\] (15) (16)

The spatial condition is examined using Maxwell’s fundamental equations of electromagnetism. Since there are no currents running in the system it is concluded that the rotation of the magnetic flux density \(B\) is zero and \(B\) is therefore determined by the Laplace law

\[
\begin{align*}
\nabla \cdot B &= 0 \\
\nabla \times B &= J = 0 \Rightarrow \nabla^2 B = 0
\end{align*}
\] (17)

which gives the following conditions for the second derivatives of the \(B_z\) component

\[
\frac{d^2 B_z}{dx^2} + \frac{d^2 B_z}{dy^2} + \frac{d^2 B_z}{dz^2} = 0
\] (18)

Thus it is impossible to have positive second derivatives in both the \(x\), \(y\) and \(z\) direction at the same time which show that the stable equilibrium condition (15) can not be fulfilled for all free coordinates. This is also what is found when (15) is evaluated on equation (11). The second derivative with respect to the \(z\)-axis is positive because the magnetic field from the lower magnet decays like \(r^{-3}\), but the negative second derivatives with respect to \(x\) and \(y\) are obtained because the \(z\) components of the magnetic field attains a maximum at the symmetry axis.

The second derivative of the energy with respect to the tilt angle is negative \(\frac{d^2 U}{d\theta^2} = \mu B_z \cos(180^\circ) < 0\) showing that the system is unstable with respect to tilts. Thus the magnet on figure (2) will flip and be attracted to the north pole of the lower magnet by an infinitely small disturbance.

Earnshaw’s theorem generally states that any collection of magnetic particles which must fulfill the Laplace equation given in (17) can not be in a stable equilibrium in all directions. What is learned from Earnshaw’s theorem is that it is not just a question of finding a sufficient clever configuration of permanent magnets in order to obtain stable equilibrium. Some other component than permanent magnets must be added to the system.
4.2 Magnetic forces

Magnetic fields are generated by moving charged particles or by the ordering of the particle spins in solids. The magnetic flux density $B$ is given by the sum of the free space magnetic field strength $H$ and the magnetization density $M$ caused by the ordering of the moments of the atoms in a solid

$$B = \mu_0 (H + M)$$  \hfill (19)

where $\mu_0$ is the vacuum permeability.

In order to calculate the forces between a magnetic field and a magnetized solid body one often consider the moment of the atoms in the solid as generated by small current loops. This picture is inspired by the fact that the electrons are moving around the nuclei of the atom in orbitals. In the derivation below it will be assumed that magnetic fields are only created by currents and the connection to the magnetization density will be shown.

The force on a small wire $ds$ with charges $q$ of density $n$ moving at velocity $v$ in a magnetic field $B$ is given by the sum of the Lorenz force $\mathbf{F} = q\mathbf{E} + q\mathbf{v} \times \mathbf{B}$ acting on the electrons [3]. By assuming the electrical field to be zero ($\mathbf{E} = 0$) one gets

$$d\mathbf{F}_{ds} = \int_{wire} nq v \times B d\mathbf{r}$$

$$= (\int_A J dA) ds \times B$$

$$= I ds \times B$$  \hfill (20)

where the current density is given by $\mathbf{J} = nq\mathbf{v}$ and the integration of the current density across the cross section $A$ of the wire gives the total current $I$ in the wire.

One can then calculate the force on a small loop by integrating the above equation along the loop

$$\mathbf{F}_{loop} = \int_{loop} I ds \times B$$

$$= -I \int_{area} (\nabla \cdot B) d\mathbf{S} - I \int_{area} (\nabla \times B) \times d\mathbf{S} + I \int_{area} (d\mathbf{S} \cdot \nabla) B$$

$$= I \int_{area} (d\mathbf{S} \cdot \nabla) B$$  \hfill (21)

using $\nabla \cdot B = 0$ and $\nabla \times B = \mu \mathbf{J} = 0$ since the small loop is placed in vacuum. Furthermore a vector identity \footnote{\cite{1} page 106} has been used to transform the integral from a line- to a surface integral over the loop area. Since the size of the current loop will be of the length scale of atoms it can be assumed that the gradient of the flux density $B$ will be constant across the current loop. Thus the force on the loop is given by

$$\mathbf{F}_{loop} = (dS \cdot \nabla) B$$  \hfill (23)

which show that the properties of the current loop is given by the quantity $\mathbf{m} = I\mathbf{S}$, which is called the dipole moment of the loop. By dividing the loop force

$$\int_{loop} \mathbf{P} \times ds = \int_{area} (\nabla \cdot \mathbf{P}) d\mathbf{S} + \int_{area} (\nabla \times \mathbf{P}) \times d\mathbf{S} - \int_{area} (d\mathbf{S} \cdot \nabla) \mathbf{P}$$  \hfill (22)
with the characteristic volume of the loop one can determine the force density \( \rho_F \)
on the volume of the loop.

\[
\rho_F(r) = (\mathbf{M} \cdot \nabla) \mathbf{B}
\]

(24)

where the magnetization density \( \mathbf{M} = \frac{\mathbf{m}}{V_{\text{loop}}} \) has been introduced. The magneto
tization density can be considered as the magnetic field created in the center
of the small current loop and it is therefore possible to write the magnetic flux
density given by (19) as the sum of the vacuum field strength \( \mathbf{H} \) created by macro-
scopic currents in coils and the magnetization density \( \mathbf{M} \) created by microscopic
currents circulating around the atoms of a solid.

The total force on a solid containing many atomic moments can now be calcu-
lated from the force density of the equivalent current loops

\[
\mathbf{F} = \int_{\text{sample}} \rho_F(r) \, dr = \int_{\text{sample}} (\mathbf{M} \cdot \nabla) \mathbf{B} \, dr
\]

(25)

Thus one can calculate the force on a magnetized body if the spatial magneti-
zation density in the solid and the magnetic field distribution from all sources is
known. The task of calculating field distributions in arbitrary geometries can be
quite difficult and often one has to use finite element methods to solve Maxwell's
equations.

4.3 Magnetic stresses

Maxwell and Faraday imagined that the forces between different magnets could be
represented by the lines of magnetic forces or magnetic field lines. In their picture
tension acts along the field lines and a pressure force acts normal to the field lines.
It can be shown \(^2\) that the force \( d\mathbf{F} \) acting on a surface element as illustrated on
figure (3) can be decomposed into forces given by the normal and tangential field
components \( \mathbf{B} = B_n \mathbf{n} + B_s \mathbf{s} \)

\[
d\mathbf{F} = [(\sigma - p_m) \mathbf{n} + \tau_m \mathbf{s}] \, dA
\]

(26)

![Figure 3. Left: Definition of the surface and normal component of the magnetic flux density at a surface in space. Right: The magnetic tension, pressure and shear forces on the surface caused by the surface and normal field components are shown by arrows.](image)

\(^2\)[4], [5]
where $\sigma$ is the magnetic tension, $p_m$ is the magnetic pressure and $\tau_m$ is the magnetic shear given by

$$\sigma = \frac{B_n^2}{2\mu_0} \quad (27)$$

$$p_m = \frac{B_s^2}{2\mu_0} \quad (28)$$

$$\tau_m = \frac{B_nB_s}{\mu_0} \quad (29)$$

One can then determine the total force on the magnetic sources in a volume $V$ by integrating the above expression over the surface $S_V$ defining $V$

$$F = \frac{1}{2\mu_0} \int_{S_V} [(B_n^2 - B_s^2)\mathbf{n} + 2B_nB_s\mathbf{n}]dA \quad (30)$$

To illustrate the concept of magnetic tension figure (4) show two different magnet poles facing each other. The magnetic field lines are seen at left and since there is only a normal field component at the pole surfaces a tension will act on both magnets which is shown to the right. One can determine the total force on one of the magnets by calculating the difference in the tension at the two ends. The magnetic field around the two magnets is given by the vector sum of the fields of the two magnets, whereby the normal field components at the poles facing each other will be larger than the field components at the poles pointing away from each other. Thus the magnets will attract one another.

Figure (5) illustrate the concept of magnetic pressure between two magnetic poles of the same kind facing each other. Since the magnetic field lines must be closed curves from north to south pole ($\nabla \cdot \mathbf{B} = 0$), it is seen, that only a tangential field component is present at the symmetry plane between the magnets. This result in a magnetic pressure on the two magnets and they repel each other.

![Figure 4. Left: Magnetic field lines between a north and a south pole facing each other. Right: Magnetic tension between the poles caused by the normal field component at the pole surfaces.](image)

In order to get an estimate of the maximum force between two magnets one can calculate the magnetic tension $\sigma$ or pressure $p_m$ from (27). Permanent magnets
Figure 5. Magnetic field lines around two dipole magnets with identical poles facing each other. There is only a tangential field component at the symmetry plane between the magnets resulting in a magnetic pressure pushing the dipoles apart.

today can be purchased with a surface field of approximately 0.5 Tesla [6], which gives

\[
\sigma = \frac{B_n^2}{2\mu_0} = \frac{(0.5 \text{ T})^2}{2 \cdot 4\pi \times 10^{-7} \text{ NAm}^{-2}} = 10 \text{ Ncm}^{-2}
\] (31)

If it was possible to have stable levitation with permanent magnets one can estimate the surface area of magnets needed to lift a flywheel with a mass of 20 kg. The magnetic pressure is equivalent to lifting 1 kg per cm² and one therefore needs approximately 20 cm² of 0.5 Tesla magnet poles of the same kind facing each other.

4.4 Magnetic bearing

Since stable magnetic levitation can only be obtained in two directions at the same time as shown in section (4.1), one has to stabilize the last direction with a mechanical contact or with electromagnetic forces produced by some regulation electronics. Figure (6) shows a typical passive magnetic bearing where the repulsion between two equal poles is used to levitate the shaft. The shaft is however unstable with respect to tilts away from the symmetry axis of the bearing magnets and the mechanical support of the shaft prevent the tilt. Figure (7) show a typically electromechanical design where a sensor is part of a feed back loop which changes the magnetic forces of the bearing in order to maintain the same shaft position. One common application for active magnetic bearings is the support of the rotor in turbo molecular pumps for obtaining ultra high vacuum.

The major drawback of the two stabilization principles shown above is that losses are introduced by the mechanical contact or inefficient power conversion in the electronics of the control system.

Superconductors can be introduced into magnetic bearings in order to stabilize the system in all three direction, because superconductors can trap magnetic field and thereby prevent a magnet from tilting. Thus the mechanical support of the shaft shown on figure (6) can be replaced by a superconductor and a small magnet on the shaft, whereby stable levitation is obtained without any contact between
Figure 6. Passive magnetic bearing with mechanical support of shaft, because the system is unstable with respect to tilts away from the rotation axis.

Figure 7. Active magnetic bearing with a feedback loop controlling the bearing position along the unstable direction of the system.

shaft and the surroundings. This is discussed in details in the following chapters.
5 Superconductivity

Superconductors can be used to obtain intrinsically stable levitation of a permanent magnet, because the magnetic field of the magnet can be trapped in the superconductor due to a phenomena called flux pinning. Basic superconductor properties will be introduced in this chapter in order to explain the concepts of flux pinning and to discuss the levitation potential of superconductors.

5.1 Cooper pairs

Conventional superconductivity is caused by pairing of two conduction electrons with opposite wave vector and spin by the creation of oscillations in the position of the ions in the crystal lattice of the superconductor. The paired electrons are called Cooper pairs.

A fundamental puzzling question of superconductivity is how the Cooper pairs consisting of electrons which normally repel each other are created. A qualitative explanation is illustrated on figure (8), which shows how the movement of an electron in a lattice of positive ions can cause a lattice contraction due to the attraction between the negative electron and the positive ions. The delay in the movement of the ions compared to the position of the electron is due to the large mass difference between the electron and the ions. A local increased density of positive charge result from the lattice contraction and another electron will be attracted to this region. Thus the two electrons are paired by the creation of a lattice oscillation and the pairing mechanism is often referred to as the phonon mediated interaction, since lattice oscillations exited at finite temperature are called phonons. The lattice oscillations exited by the moving electrons are often called virtual phonons. The two electrons in the Cooper pair will however not stay together for long time since they are moving away from each other. When the separation gets too large the Cooper pair changes partner with another Cooper pair whereby the distance between the electrons remains limited in the pair.

![Figure 8. Illustration of the excitation of a lattice oscillation, caused by the movement of a negative charged electron in a lattice of positive charged ions, resulting in pairing of electrons into Cooper pairs in a superconductor.](image)

Superconductivity only exists below a characteristic critical temperature $T_c$, where the thermal fluctuations are sufficient small compared to the phonon-mediated attraction between the electrons. As the temperature is lowered below the critical
temperature $T_c$, there will be two kinds of electrons present in the superconductor. Some normal electrons and some electrons which have been paired into Cooper pairs. The total number of electrons in a superconductor will be constant, but more and more normal electrons will be paired into Cooper pairs as the temperature is lowered below the critical temperature. This view on superconductivity is called the Gorter-Casimir two-fluid model [7, 8].

In order to break a Cooper pair one must add an energy equivalent to the binding energy of the pair. The state of a superconductor or a region in a superconductor only containing normal electrons is called the normal state.

### 5.2 Critical current density

One fundamental property of the superconducting state is the ability to conduct a current without any loss, which is the origin of the name superconductor. A qualitative explanation for this property is that a transport current in a superconductor will cause a net flow of all electrons in the superconductor, and if one electron in a Cooper pair is scattered by an impurity this electron will just change partner, but remain in the superconducting state if the energy exchange in the scattering process is lower than the Cooper pair binding energy. Thus the transport of Cooper pairs is not sensitive to impurities as transport of electrons is in a normal conductor at low temperatures. There is a upper critical current density $J_c$, which can be sent through the superconductor, because the Cooper pairs are broken when the kinetic energy difference between the two electrons in the Cooper pair due to the current exceeds the binding energy of the Cooper pair.

#### Meissner effect

A Cooper pair consist of two electrons with opposite spin and wave vector ($-k \uparrow$, $k \downarrow$). All the Cooper pairs in a superconductor are correlated and can be described by a macroscopic wave function $\Psi$. By considering the superfluid as a molecule it is seen that the momentum is zero, $p = -\hbar k + \hbar k = 0$. In the presence of a magnetic field the momentum is changed by the vector potential and supercurrents will begin to flow due to momentum conservation:

\[
P \quad = \quad p + q^* A = 0 \quad \Rightarrow \quad (32)
\]

\[
j \quad = \quad -\frac{\hbar q^*}{m^*} A \quad (33)
\]

where $P$ is the canonical momentum, $p$ is the momentum when no magnetic field is present ($p = m^*v$) and $A$ is the vector potential, $\nabla \times A = B$. The Cooper pair velocity has been related to the current density, $j = nq^*v$.

The result of equation (33) is that supercurrents will run in the opposite direction of the vector potential. This causes a circulating supercurrent at the edge of the sample whereby the applied field is removed from the interior of the sample when it becomes superconducting. This effect is called the Meissner effect and is illustrated on figure (9).

There is a upper limit of the external magnetic field, which can be removed by the Meissner effect since the circulating supercurrent at the sample edge is limited by the critical current density $J_c$. Superconductivity breaks down when $J_c$ is exceeded and the equivalent applied field is denoted the critical field $H_C$. 
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5.3 Type II superconductors

Superconductors can be divided into two types depending on the ratio between the coherence length $\xi$ and the penetration depth $\lambda$ of the superconductor. The coherence length is a characteristic length scale for changes in the density of Cooper pairs and the penetration depth is a characteristic length scale for penetration of magnetic fields into a superconductor. It can be shown that the energy associated with the wall between a superconducting and a normal conducting volume will change from positive to negative when

$$\kappa = \frac{\lambda}{\xi}$$  \hspace{1cm} (34)

becomes larger than $\frac{1}{\hbar}$. Superconductors with positive respectively negative domain wall energy are called type-I and type-II superconductors.

The consequence of the negative domain wall energy is that it is energetically favorable for a type-II superconductor to include the magnetic field lines of an applied field into the bulk in small non-superconducting regions instead of screening out the applied field. Since the superconductor gains energy by creating walls it will create as many walls as possible and include the applied field in a lot of small normal regions instead of one big. The size of the normal regions have a lower limit, which is determined by the quantum mechanical nature of the superconducting state. All the electrons in the superconducting state are described by the same macroscopic quantum mechanical wave function, which must be continuous around any closed contour. This means that the phase of the wave function must change by an integer number times $2\pi$ around the contour. It can be shown [9] that this leads to a quantization of the magnetic flux in a normal region inside of the superconductor and the quantum of the flux is called a flux quantum $\Phi_0$ given by

$$\Phi_0 = \frac{\hbar}{2e}$$  \hspace{1cm} (35)
Thus when magnetic flux enters the interior of the superconductor the magnetic flux lines will be packed into small normal regions each carrying one flux quantum. Such a normal region containing one flux quantum is called a flux line or a vortex. From Ginzburg-Landau theory \(^3\) one can calculate how the Cooper pairs are suppressed at the center of the flux line and how the superconducting screening currents are keeping the flux in the center of the flux line, as shown on figure (10).

![Figure 10. A flux line in a superconductor consist of a normal core where the magnetic field \(H(\rho)\) is generated by supercurrents \(J(\rho)\) circulating around the core. The decay of the magnetic field is determined by the penetration depth \(\lambda(T)\) and the total magnetic flux associated with a flux line found by integrating the magnetic flux density \(H(\rho)\) is one flux quantum \(\Phi_0\). \(\psi^2(\rho)\) denotes the Cooper pair density and the size of the normal core is determined by the coherence length \(\xi(T)\).](image)

Flux lines repel one another and form a hexagonal lattice, called the flux line lattice, due to the rotational symmetry of the flux lines. This lattice can be visualized by evaporating some ferro-magnetic particles onto the surface of a superconductor when it is placed in a magnetic field. The magnetic particles will gather at the center of the flux lines because the local magnetic flux density \(H(\rho)\), as shown on figure (10), is higher than far from the core of the flux line. Figure (11) shows an electron microscopy picture of a \(TmNi_2B_2C\) superconductor where iron particles have been evaporated onto the surface. The white spots are piles of iron particles at the flux line cores and the hexagonal structure of the flux line lattice is easily seen.

The separation of the flux lines in the lattice is directly related to the applied magnetic field since the triangular unit cell of the lattice have \(\frac{1}{6}\) of a flux quantum at each corner as shown on figure (12). The integrated flux density in the unit cell must match the number of flux quanta in the cell. By simplifying the integration to the product of the average flux density \(B_a\) and the unit cell area \(A_{cell}\) one get

\[
\frac{3}{6} \Phi_0 = B_a A_{cell} \quad \Rightarrow
\]

\[
a = \sqrt{\frac{2 \Phi_0}{3B_a}}
\]

where the unit cell area as determined from figure (12) has been inserted.

The magnetic properties of a type-II superconductor are summarized in a H-T phase diagram in figure (13). At low field it is energetically favorable to expel the flux of the superconductor and make the wall to the normal phase at the edge of the sample, but at a sufficiently high field denoted \(H_{cl}\) flux lines will penetrate

\(^3\text{[9],[10]}\)
Figure 11. Electron microscopy picture of a TmNi$_2$B$_2$C superconductor after ferromagnetic iron particles has been evaporated onto the surface at $T = 4.2$ K and in an applied field of $H = 20$ Oe. The white spots are piles of iron particles gathered at the cores of the flux lines due to the higher local flux density at the center of the flux lines. One can easily identify the hexagonal structure of the flux line lattice from the picture [11].

![Electron microscopy picture](image)

**Figure 12. Unit cell of the hexagonal flux line lattice.** There is one flux quantum at each lattice point giving $\frac{1}{2} = \frac{1}{2}$ flux quantum inside the hexagonal unit cell. The area of the unit cell is simply given by $A_{\text{cell}} = \frac{1}{2}a^2 \sin(60^\circ) = \frac{\sqrt{3}}{4}a^2$ where $a$ is the distance between the flux lines.

into the bulk of the superconductor, which will enter the mixed state as shown on figure (11). Superconductivity is suppressed when the cores of the flux lines start to overlap at a field denoted $H_{c2}$ and the normal state of the superconductor is entered. This happens when the flux line separation $\alpha$ given by equation (36) becomes comparable with the size of the flux line core given by the coherence length $\xi$ as shown on figure (10).

5.4 Flux pinning

In a clean type-II superconductor the flux lines will reversible move in and out of the sample as the applied field is changed between $H_{c1}$ and $H_{c2}$, but if the superconductor contain some defects then the flux lines can be trapped at these defects. The defects result in a local reduction of the density of Cooper pairs and since there are no Cooper pairs in the flux line core it is energetically favorable
Figure 13. Phase diagram of a type-II superconductor. Below the lower critical field $H_{c1}$, magnetic fields are expelled from the superconductor, but it becomes energetically favorable to include some of the magnetic field as flux lines above $H_{c1}$. Superconductivity is suppressed when the cores of the flux lines overlap at the upper critical field $H_{c2}$.

to place the flux line at a point where the Cooper pairs density is already low as shown on the right hand side of figure (14). The defect will appear as a potential well which is called a pinning center and a flux line trapped at a pinning center is called pinned.

Figure 14. A flux line is shown on the left hand side with the Cooper pair density $n_s$ going to zero at the core and a magnetic flux density indicated by the dash line. The superconducting state has a lower energy than the normal state whereby the system energy is increased by removing the Cooper pairs from the core of the flux line. If the flux line is created at a spot where the Cooper pair density is already low as shown on the right hand side of the figure fewer Cooper pairs have to be removed whereby the energy increase of the system is lower. Once the flux line is positioned at the weak spot it will stay there because the system energy will increase if it is moved. The weak spot therefore appear as an energy well and a force must be applied on the flux line in order to move it out of the well. The trapping of flux lines in weak spots is called pinning.

In section (5.2) it was argued that the critical current density was defined as the current resulting in a kinetic energy difference of the electrons in the Cooper pairs
exceeding the binding energy of the Cooper pairs. This is however not true for a type-II superconductor containing flux lines since the transport current density \( \mathbf{J} \) will result in a force on the flux line acting perpendicular to both the flux line axis and the current direction. The force per unit length of flux line is \(^4\)

\[
f_t = \mathbf{J} \times \Phi_0
\]  

(37)

If the flux line move due to the applied force a work has been done on the system and energy has been lost. Thus a type-II superconductor in the mixed state can only carry a transport current without loss as long as the flux lines are pinned and the critical current density \( J_c \) is therefore determined by the de-pinning force \( f_p \) of the flux lines:

\[
f_p = J_c \times \Phi_0
\]  

(38)

Flux lines penetrating a type-II superconductor with pinning centers will be pushed from pinning center to pinning center and only move when the magnetic pressure from the applied field exceeds the pinning force. This result in a gradient of the flux line density, which is related to superconducting screening currents running at the edge of the superconductor by the Maxwell equation

\[
\nabla \times \mathbf{B} = \mu_0 \mathbf{J}
\]  

(39)

Figure (15) show an example of magnetic flux penetration inside a superconductor containing pinning centers after the applied field has been increased to \( H_{app} \). The magnetic flux density is plotted as function of the spatial position in the sample. At the sample edge the flux density is given by the applied field \( B_z = \mu_0 H_{app} \), but it is decreasing towards the center due to the pinning of the flux lines and no magnetic field is present in the center part of the sample.

One can determine the circulating supercurrents at the edge from equation (39)

\[
\mu_0 \mathbf{J} = \frac{\partial B_z}{\partial y} \mathbf{\hat{y}} - \frac{\partial B_z}{\partial x} \mathbf{\hat{x}}
\]  

(40)

which is illustrated on figure (15) by arrows labelled \( J_s \). These supercurrents will cause a force acting perpendicular on both the flux line and the supercurrent direction as given by (37). Thus the screening supercurrents will push the flux lines into the center of the sample as shown on figure (15), but the flux lines will not move until the de-pinning force of the pinning centers is exceeded.

From the definition of the critical current density (38) and (40) it is seen that it can be related to a maximum gradient in the flux density

\[
J_c = \frac{1}{\mu_0} \left. \frac{\partial B_z}{\partial x} \right|_{max}
\]  

(41)

**Diamagnetism**

The response of the superconductor to an applied field is to produce circulating screening supercurrents as shown on figure (15). One can imagine these currents as running in a coil generating a field with a direction opposite to and of a size equal to the applied field. A material with this property is called perfect diamagnetic, because the magnetization density of the sample balances the applied field giving \( B = 0 \) in the bulk.

\(^4\)[9], chapter 5.4
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\( \mathbf{B} = \mu_0 (\mathbf{H} + \mathbf{M}) = 0 \implies \mathbf{M} = -\mathbf{H} \) \hspace{1cm} (42)

The ability to screen out the applied field can be described by the susceptibility \( \chi \) defined as \( \mathbf{M} = \chi \mathbf{H} \). A susceptibility of \( \chi = -1 \) is obtained in the center part of the sample shown in figure (15) due to the flux exclusion and \( \chi \) is increasing towards 0 as the edges are approached.

An evaluation of the levitation force of a superconductor in an external field can be determined from equation (25) in section (4.2) if the local magnetization given by

\[ \mathbf{M} = \frac{\mathbf{B}}{\mu_0} - \mathbf{H} \] \hspace{1cm} (43)

can be calculated from a model describing the pinning properties of the superconductor. The simplest pinning model is known as the Bean model [12], in which the critical current density is assumed constant throughout the sample. In this case the flux density will decrease linearly from the sample edge and with a slope given by the critical current density as shown in figure (15). More complicated models take into account a local dependence on the flux density.

### 5.5 Flux creep and flow

The thermal stability of the pinning of flux lines can be analyzed by considering a flux line \( \Phi_0 \) pinned in a pinning potential well of size \( d \) and depth \( U_0 \) as shown on figure (16). A flux line can jump to a neighbor pinning site by a thermal activated process where the jump frequency \( f_j \) is given by

\[ f_j = f_0 \exp \left( -\frac{U}{k_BT} \right) \] \hspace{1cm} (44)
Figure 16. a) Thermal activated flux creep between pinning sites of size $d$ and depth $U = U_0$. b) Enhanced flux creep from left to right caused by a transport current $J$. c) Transition to flux flow regime when pinning sites become ineffective due to the transport current \([13]\).

where $f_0$ is the jump frequency when the thermal energy is much larger than the potential energy of the pinning site $k_B T >> U$.

A transport current or a flux gradient in the superconductor will increase the flux creep because of the interaction force per unit length $F = J \times \Phi_0 \ (37)$ acting on the flux lines. A force is given by a gradient in the potential energy, which will have a constant slope in the case of transport currents or flux gradients

$$-rac{dU}{dx} = f_0 l = J \Phi_0 l \implies U(x) = U_0 - J \Phi_0 l x = U_0 - J B V x \quad (45)$$

where $l$ is the length of the flux line, $V$ the volume of the flux line $V = a l$ and the flux quantum is given by the average magnetic flux density $B$ and the flux line area $a$. $\Phi_0 = B a$. Figure (16b) shows a linear changing potential energy caused by $J$. The pinning potential wells are changed since the left side of the well is increased by $\Delta U(-d) = U(-d) - U_0 = J B V d$ and the right hand side is lowered by $\Delta U(+d) = U(+d) - U_0 = -J B V d$ from equation (45). Thus the flux creep of flux lines from left to right is enhanced by the transport current. Figure (16c) shows the transition from the flux creep to the flux flow regime where the pinning centers are not effective any more. This gives a new definition of the critical current density $J_c$ based on the physical properties of the pinning site

$$\Delta U(+d) = -J_c B V d = -U_0 \implies$$

$$J_c = \frac{U_0}{B V d} = \frac{U_0}{\Phi_0 l d} \quad (47)$$
showing that one should increase the initial depth of the well per unit length of flux line $\gamma$ or decrease the size of the well in order to increase the critical current density.

The above analysis shows that any non-uniform flux line distribution in a type-II superconductor will slowly decay towards a more uniform distribution by the flux creep mechanism if the temperature is sufficiently high or if large flux gradients are present.

5.6 History dependence

The state of a type-II superconductor containing pinning centers will not be reversible with the applied field because of the flux trapping at the pinning centers. This means that the levitation properties of the superconductor at a given temperature and field in the phase diagram shown on figure (13) will depend on the field and temperature history by which the superconducting state was entered from the normal phase. There are three fundamental different field and temperature histories:

- Cooling below $T_c$ in zero applied field and then increasing the field (zero field cooling).
- Cooling below $T_c$ in a constant applied field (field cooling).
- Cooling to a given temperature in an applied field above $H_{c2}$ and then decreasing the applied field below $H_{c2}$.

The zero field cooling procedure will cause the superconductor to enter the diamagnetic state where flux lines are prevented from moving into the bulk of the sample in the case of strong pinning. Flux lines will however slowly enter the superconductor due to the flux creep and the levitation force of the superconductor will thereby decrease slowly with time. Superconductors operated in this mode must occasionally be zero field cooled again in order to maintain a constant levitation force.

Field cooling creates a very homogeneous flux line distribution in the superconductor, because the magnetic field is gathered in flux lines at the pinning sites just below the critical temperature and will be pinned to these as the temperature is further decreased. If the external magnetic field is maintained constant then all flux lines will be in a stable equilibrium. The levitation force of a field cooled superconductor will be more stable than the zero field cooled superconductor, because the flux gradients will be smaller. This increased stability is often wanted in practical bearing applications.

A field decrease below the $H_{c2}$ line (see figure (13)) at constant temperature will result in the creation of flux lines at pinning sites as the superconducting transition takes place. The flux lines will be maintained in the superconductor as the external field is decreased towards zero whereby large field gradients will result. In this way the superconductor will have properties equal to a permanent magnet, but the field strength of the superconducting permanent magnets can be several Tesla compared to 0.5 Tesla in the strongest conventional permanent magnets today. The flux line distribution obtained by this field decrease procedure will not be in equilibrium and change in time due to the flux creep process.

5.7 High temperature superconductors

From the discovery of superconductivity in 1911 until 1986 the highest critical temperature observed was $T_c = 23 \, K$ for the type-II superconductor $NbGe$. This was in accordance with the upper limit of the Bardeen-Cooper-Schrieffer (BCS)
model, which provided a microscopic understanding of superconductivity in terms of the phonon-mediated interacting. The exciton was therefore large when a $T_c = 35$ K was reported in the $La_{2-x}Ba_xCuO_4$ ceramic material in 1986 [14]. Just one year later a $T_c = 93$ K was obtained in $YBa_2Cu_3O_{6+\delta}$ [15] and it was clear that these new superconductors could not be described by the BCS model. They were called ”High Temperature (HTc) superconductors”, because they violated the BCS theory in terms of critical temperature limit.

HTc superconductivity is still caused the creation of Cooper pairs, but of two holes and not two electrons. Until today there is still no microscopic understanding of the pairing mechanism, but it is clear that the BCS phonon-mediated interaction is not the answer. The highest reported $T_c = 133$ K is found in $H_{g(0.8)Pl0.2Ba_2Cu_3O_{6+\delta}}$ [16].

All the HTc superconductors are of type-II and have upper critical fields $H_{c2}$ in the range of several hundreds of Tesla, which in principle makes it possible to create very large magnetic fields with HTc superconductors. Also the possibility to obtain superconductivity upon cooling with liquid nitrogen, which boils at $T = 77$ K, resulted in a reconsideration of the commercial use of superconductors, since the price of liquid nitrogen is a factor of 100 smaller than liquid helium. One of the limiting factor of the use of HTc is to control the pinning of flux lines and to reduce the flux creep as outlined above.
6 Superconducting bearings

Superconducting bearings are based on type-II superconductors ability to trap or expel external magnetic fields by pinning of flux lines in the bulk of the superconductor. Basic superconducting bearing design will be introduced and references to the literature are given in this chapter.

6.1 Basic designs

The most simple bearing configuration is similar to the demonstration experiment of the levitation of High Temperature (HTc) superconductors where a small permanent magnet is placed on top of the superconductor. Figure (17) shows three NdFeB magnets levitated above some YBa$_2$Cu$_3$O$_7$ pellets cooled with liquid nitrogen to $T = 77$ K. The magnets were placed on top of the superconductors after the cooling and the superconductors are therefore in the zero field cooled state where the magnetic field from the permanent magnets are expelled from the superconductors giving rise to the levitation force balancing gravity.

![Figure 17. Levitation of permanent NdFeB magnets above YBa$_2$Cu$_3$O$_7$ HTc superconductor pellets cooled with liquid nitrogen.](image)

A fundamental question is how Earnshaws theorem has been circumvented. If the external field from the magnet is expelled completely by the superconductor there will be no field component perpendicular to the superconductor surface. Such a field image is exactly what was found when two permanent magnets with equal poles were facing each other as shown on figure (5) in section (4). One can therefore consider the response of a superconductor to the field from a magnet as the creation of a field image of the magnet. This field image will rotate if the permanent magnet is rotated and the tilt instability found in section (4.1) has been removed by replacing the lower magnet in figure (2) by a superconductor. There is however no force preventing the permanent magnet from sliding sideways and eventually fall down at the edge of the superconductor.

The stabilization against sideways movement can be obtained if some of the field from the permanent magnet has penetrated the superconductor as flux lines which are trapped to pinning centers. Any movement of the permanent magnet giving rise to a change of the field will tend to redistribute the trapped flux lines
in the superconductor and a force will thereby act on the magnet.

The above analysis show that in order to levitate a rotating object one must construct the bearing such that the field from the magnet is not changed by the rotation. This is simply done by choosing the symmetry axis of the magnetic field as the rotation axis of the object.

### 6.2 Levitation force

The magnet-superconductor bearing shown on figure (18) is the simplest superconductive bearing consisting of a permanent magnet rotor and a superconductor underneath to levitate the rotor. The field symmetry axis of the permanent magnet is vertical as well as the rotation axis in order to obtain frictionless rotation.

![Diagram](image)

**Figure 18. Simple superconducting bearing consisting of a permanent magnets and a superconductor underneath to provide the levitation force on the rotor.**

Introductions to superconducting bearings can be found in [10, 4]

**Zero field cooled bearing**

One can estimate the levitation force of a zero field cooled magnetic-superconducting bearing by modeling the superconductor as the image of the magnet as explained in the introduction of this chapter and then evaluate the force between two magnetic dipoles.

The force between two magnetic dipoles of dipole moment \( m_1 \) and \( m_2 \) separated by a distance \( r \) between the centers of mass is given by [4]

\[
F = -\frac{3\mu_0 m_1 m_2}{2\pi r^4}
\]  

(48)

Since the superconductor is considered as an image of the magnet and by assuming the magnetization density \( M \) of the magnet to be constant throughout the sample one can set \( m_1 = m_2 = MAL \). The area of the magnet has been denoted \( A \) and the length \( L \), giving

\[
F = -\frac{3\mu_0 M^2 A^2 L^2}{2\pi r^4}
\]  

(49)

The maximum levitation force per unit area can be evaluated by moving the dipoles so close together that they touch each other. This is equivalent to setting \( r = L \). By further expressing the magnet area \( A = \pi \frac{D^2}{4} \) from the diameter \( D \) one gets

\[
\frac{F}{A} = -\frac{3}{8\mu_0 M^2} \left( \frac{D}{L} \right)^2 = 8 \text{ Ncm}^{-2}
\]  

(50)
where the magnetization density $M$ of the strongest NdFeB magnets today $M = 4 \cdot 10^5 \text{ Am}^{-1} (B_{\text{surface}} = 0.5 \text{ T})$ and a diameter to length ratio of one have been inserted. This is a bit lower than the limit found from the magnetic pressure in section (4.3), because the geometry of the bearing has been included.

The above calculation is based on the assumption of complete flux exclusion, which depends on the flux pinning force and thereby the critical current density. In order to check the assumption one can evaluate the distance over which the screening of the field will take place from equation (41). By assuming the critical current density as constant one gets

$$\frac{\partial B}{\partial x} = \mu_0 J_c \Rightarrow B(x) = B(0) - \mu_0 J_c x \quad (51)$$

By setting $B(x) = 0$ one can determine the field decay length $l$

$$l = \frac{B(0)}{\mu_0 J_c} \quad (52)$$

If this length $l$ is small compared to the size of the sample one can assume that complete flux exclusion will be accomplished. Irradiated melt-textured YBa$_2$Cu$_3$O$_7$ [17] have $J_c = 5 \cdot 10^7 \text{ Am}^{-2}$ at $B = 0.5 \text{ T}$ whereby a field of $B(0) = 0.5 \text{ T}$ will be screened out in a distance of $l = 8.0 \text{ mm}$ which is quite large compared to many practical applications of bearings.

All the above is based on complete flux exclusion from the superconductor which therefore must be zero field cooled. This means that the magnet and rotor on figure (18) must be lifted away from the superconductor before the superconductor is cooled and then put back in operation position when the superconductor has entered the superconducting state. This operation complicates the construction of a practical superconducting bearing and most studies of superconductors are concerned with the levitation properties of field cooled superconductors were the magnet is kept in operation position during cooling.

**Field cooled bearing**

The evaluation of the levitation force of a field cooled superconductor is much more complicated than the flux exclusion calculation outlined in the previous section. A simple pinning model inspired by [18] will be introduced here to emphasize the basic physics of the levitation force of field cooled superconductors.

Figure (19) shows a field cooled superconductor in the air gap between two different magnetic poles. The magnetic field of the magnets is packed together in flux lines as the superconductor is cooled below the critical temperature as shown on the left hand side. It has been assumed that the superconductor is maintained in the same position during cooling by a mechanical support. The right hand figure shows what happens if the superconductor is displace by a distance $\Delta x$. It is only the part of the superconductor at the air gap edge which will be exposed to a different field resulting in forces tending to redistribute the flux lines. An upward directed force will be acting on the top flux line but the flux pinning will prevent it from moving resulting in an upwards directed levitation force on the superconductor. A similar upward directed force result from the bottom flux line.

By assuming that each flux line can support a force given by the maximum pinning force and that the total force is simply the sum of the pinning force on each flux line one can evaluate the force on the superconductor by integrating the pinning force density in the volume where the magnetic field is changed by the displacement of the superconductor. The maximum pinning force per unit length of a flux line is given by (38) and the pinning force density $f_{\text{pin}}$ is found by
expressing the flux quantum from the average magnetic flux density \( B \) and the area \( A \) of the flux line \( \Phi_0 = BA \)

\[
f_p = J_x \Phi_0 = J_x BA \Rightarrow f_{pd} = \frac{f_p}{A} = J_x B \tag{53}
\]

The total force on the superconductor is then found by integrating the pinning force density in the volume \( V_f \) where the magnetic field is changed by the displacement.

\[
F = - \int_{V_f} f_{pd} dV = - J_x B V_f \tag{54}
\]

A constant pinning force density is assumed in the above. The volume where the field is changed will be proportional with the displacement \( \Delta x \), the length of the flux lines \( l \) and size \( w \) of the superconductor perpendicular to the field and displacement whereby \( V_f = l w \Delta x \). Thus

\[
F = -J_x B l w \Delta x \tag{55}
\]
By defining the area of the superconductor which is perpendicular to the force direction as the bearing area \( A_B = lw \) one can evaluate the bearing force per bearing area and displacement using \( J_c = 5 \cdot 10^7 \, \text{Am}^{-2} \) and \( B = 0.5 \, \text{T} \).

\[
\frac{F}{A_B \Delta x} = J_c B = 2.5 \, \text{Ncm}^{-2} \text{mm}^{-1}
\]  

(56)

The above model is extremely simplified because flux line interaction and depinning is not included. Flux lines will repel each other and the force on one flux line can thereby be coupled to the pinning of other flux lines in the neighborhood. This result in non-local force relations and the calculation of levitation forces includes solving a 3D pinning model giving the magnetic field distribution inside the superconductor whereby a force determination from (25) can be applied. Often the equation must be solved self consistent.

Literature

Many initial studies of superconducting bearings were made on small systems consisting of only a superconductor and a permanent magnet which was used as rotor [18, 19, 1, 20, 21, 22, 23]. An examination of the levitation force of a rotating bearing is difficult, because the force of gravity can not be changed continuously during an experiment. Most studies of the levitation force has therefore been carried out on stationary systems were the levitation force is measured by a balance holding the magnet. Figure (20) shows an example of such a static measurement setup [24]. Similar studies can be found in [25, 26, 27] where levitation forces on the same order of magnitude as estimated above was found.

![Diagram of superconductor setup](image)

**Figure 20.** Setup for measuring the static displacement dependence on the levitation force between a permanent magnet mounted on a balance and a superconductor on a movable x-z stage [24]

Any improvement of the critical current density will increase the levitation force of the superconductor as seen from equation (56, 52). The development of
the processing of superconducting pellets is therefore crucial for the bearing applications. A group at Forschungszentrum Karlsruhe has obtained good results on the \( \text{YBa}_2\text{Cu}_3\text{O}_x \) processing and obtained levitation forces of the order 18 N cm\(^{-2}\) for a zero field cooled and 4.1 N cm\(^{-2}\) for a field cooled superconductor using a \( B = 0.45 \) T permanent magnet of diameter \( D = 25 \) mm [28, 29]. Improvement of the superconductor levitation force by oxygenation of \( \text{YBa}_2\text{Cu}_3\text{O}_x \) pellets for 10 hours at 450 °C has been reported in [30]. This improvement is caused by an increase of the oxygen contents \( x \) in the surface of the \( \text{YBa}_2\text{Cu}_3\text{O}_x \) towards the optimum value at \( x = 1 \).

Many model studies of levitation force calculations for more sophisticated geometries and pinning description have been conducted. Size effects of superconductor and magnet are given in [31] and levitation forces of magnets placed on top of a superconducting ring is found in [32], both studies being based on a Meissner description of the superconductor. More full blown calculations are given in [33, 34, 35, 36] which are based on more complicated pinning models for describing the superconductor and finite element solution schemes for solving the system of equations self-consistently.

### 6.3 Stiffness

In the introductory discussion of this chapter it was noted that no restoring force preventing sideways movement of the magnet would be present in the case of complete flux expulsion. Pinning of flux lines however lead to a restoring force as described by equation (55) in the simple geometry of figure (19). The stiffness defined by equation (1) in this simple geometry is positive and given by

\[
\kappa = J_c B \omega
\]  
(57)

The order of the stiffness per bearing area is of the same size as found in equation (56).

An evaluation of the stiffness of the bearing geometry shown on figure (18) is more difficult because the field distribution is three dimensional. Figure (21) shows qualitatively how the distribution of magnetic field lines look before the cooling. The field distribution will result in curved flux lines in the superconductor with a similar geometry after the cooling into the superconducting state. All flux lines with a component in the horizontal plane will prevent the movement of the permanent magnet in the vertical direction due to the pinning of the flux lines. In the case of horizontal movement of the magnet all flux lines with a vertical component will prevent this. Thus the stiffness of the bearing will be positive in all three direction in contrast to the magnetic bearing where Earnshaws theorem applies.

Application of multipole magnets has been proposed to increase the stiffness of superconducting bearings. Figure (22) show such a design which will cause a redistribution of flux lines not only at the edges of the magnet, but also under the magnet in the case of horizontal displacements.

An alternative configuration to the magnet-superconductor bearing is to use a hybrid magnet-superconductor bearing. Figure (23) shows the hybrid bearing consisting of two magnets which supplies the levitation force of the bearing and a slab of superconductor in between the magnets is stabilizing the bearing by giving an overall positive stiffness in all three coordinates. The bearing stiffness can be adjusted by changing the amount of superconductor in between the magnets. One advantage of the hybrid bearing is that the levitation force is still present when the superconductor is warmed above the critical temperature. Thus the mechanical
Figure 21. Distribution of magnetic field in a magnet superconductor bearing before the superconductor is field cooled. Flux lines with a similar geometry will be created as the superconductor is cooled below the superconducting transition temperature.

Figure 22. Magnetic-superconducting bearing constructed of a multipole magnet in order to increase the stiffness of the bearing. Support for the rotor in non rotating modes only needs to keep the rotor in position and not to support the whole mass of the rotor.

Figure 23. Hybrid magnetic-superconducting bearing where the levitation force is created by the repulsion of two permanent magnets and the stabilization is obtained by the flux pinning in the slab of superconductor in between the magnets.
Literature

A number of studies of the superconductor bearing stiffness has been conducted on setups similar to figure (20). A stiffness of the order 10^{-3} - 10^{-1} Nmm^{-1} and 10^{-2} - 5 \times 10^{-1} Nmm^{-1} was found for vertical and horizontal displacement respectively in granular superconductors [24]. A good agreement between model and experiments was obtained by describing the grains of the superconductor by the Bean pinning model. Similar results have been reported in [26, 21].

An increase of the bearing stiffness by a factor of 5 when using the multipole bearing configuration has been reported for a 300 g flywheel [22]. Studies of hybrid bearings can be found in [18, 20, 37, 38, 39].

A high stiffness of YBa$_2$Cu$_3$O$_7$ thin films of a thickness of 0.3 µm have been reported in [40]. It has been suggested that such films are used as stabilizing elements in space application where gravity is no problem.

6.4 Coefficient of friction

Figure (24) show a typically flywheel bearing loss experiment where a permanent magnet rotor is levitated above some HTc superconductors cooled by liquid nitrogen [1]. The positioning device on the right hand side is used to place the superconductor in operation position before the superconductor is field cooled. Levitation heights between 3 and 9 mm were obtained for a the 320 gram rotor by removing the positioning stick after cooling of the superconductor. A jet of nitrogen gas was injected into the vacuum chamber through the tube at left to spin up the rotor. By measuring the decrease of the rotation speed as function of time the authors could determine the bearing losses and calculate the coefficient of friction from equation (5).

The three main contribution to the losses in superconducting bearings are

- Viscous drag forces caused by the residual gas in the vacuum chamber.
- Heat generation in conducting parts in the neighborhood of the rotating magnet caused by induction of eddy currents.
- Work done by moving pinned flux lines in the superconductor.

The mechanical drag force from the residual gas in the vacuum chamber is by far the largest loss mechanism and must be reduced by maintaining pressures in the test chamber below 10^{-4} mbar in order to study the intrinsic loss mechanisms in superconductor bearings.

Eddy currents are induced in rotating conducting materials if the magnetic field in the conductor is changing in time. From Maxwells equations one can calculate the induced electric potential $U$ due to a time varying magnetic field in an area of a conductor:

$$\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t}$$ (58)

$$\int_{area} \nabla \times \mathbf{E} d\mathbf{S} = -\int_{area} \frac{\partial \mathbf{B}}{\partial t} d\mathbf{S}$$ (59)

$$U = \int_{line} \mathbf{E} d\mathbf{l} = -\frac{\partial \Phi}{\partial t}$$ (60)

If the above is calculated for a magnet with a pole radius of $r$ moving with a speed of $v$ along the surface of a conducting plate one gets:

$$U = -\frac{B_0 r^2 v}{2} = \frac{\pi B r v}{2}$$ (61)
Figure 24. Experimental setup for loss determination in magnetic superconductor bearing. The magnet rotor is fixed above the superconductor with the positioning device shown on the right hand side while the superconductor is cooled below the critical temperature. Once the superconductor is cold the positioning device is removed and a jet of nitrogen gas introduced by the tube shown on the left hand side is used to initially spin up the rotor. Losses are then evaluated by measuring the decrease of the rotation speed as function of time. A coefficient of friction of $10^{-6}$ was obtained with the shown setup [1].

The losses can then be calculated from Ohm’s law:

$$P = Ru^2 = \frac{RB^2v^2\omega^2}{4}$$

(62)

where R is the resistance of the conductor along the circumference of the magnetic pole. If the conducting plate is rotating then the velocity v will be proportional with the angular velocity $\omega$ of the plate, $v = R_{plat} \cdot \omega$.

The above calculation shows that the volume of the parts in the bearing made from conducting material should be as small as possible.

When ever a pinned flux line is moved between pinning sites a work is done on the system and an energy loss result. It was previously shown that redistribution of the flux lines in the superconductor only occur when the magnet is displaced and it is thereby concluded that any asymmetry of the magnetic field from the permanent magnet will cause losses in the superconductor. A similar loss result if the mechanical rotation axis of the magnet is displaced with respect to the symmetry axis of the magnetic field or if mechanical vibrations in the bearing makes the position of the magnet oscillate.

The loss mechanisms mentioned above will all give rise to a constant energy loss per rotation of the permanent magnet whereby the loss will increase linear with
the rotation speed. A time constant is however connected to flux creep which will result in changes in the loss mechanisms as function of the rotation speed. This subject of loss mechanisms in superconducting bearings is still being investigated.

Literature

Coefficients of friction of the order $10^{-6}$ at rim velocities of $v_r = R\omega = 17$ ms$^{-1}$ was obtained with a $R = 89$ mm diameter bearing shown on figure (24) [1]. A decrease by a factor of two was obtained by replacing the stainless steel of the liquid nitrogen cryochamber by a fiberglass/epoxy composite whereby eddy current losses were reduced.

Optimization of materials parameters and bearing geometry with respect to losses can be found in [20, 37, 41].

Hysteresis losses in superconductors have been described using the Bean model [42] and it has been shown that the hysteresis losses are proportional to the rotation speed where as the eddy current losses are proportional with the rotation speed squared [43].

A standard measurement method for characterization of superconductors is to measure the magnetic response of the superconductor when it is exposed to an alternating magnetic field. This method is called a.c. susceptibility and the losses determined in such a measurement are similar to the losses seen when the magnet rotor is causing a changing magnetic field. Several studies of relation between the two ways of probing losses have been performed [44, 45, 13]. It was found that grain boundaries in the superconductor resulted in high losses due to the weak pinning of the flux lines trapped in the grain boundary.

Reduction of the losses caused by an inhomogeneous magnetic field has been accomplished by gluing small sheets of ferro-magnetic material on permanent magnet rotors in order to remove the field inhomogeneity [46].

6.5 Dynamic stability

The purpose of a dynamic stability analysis is to determine if the motion of the bearing is stable with respect to tilts and changes of equilibrium position when the rotor is spinning. This can be determined by solving the equations of motion including magnetic forces and damping caused by the superconductor or induced eddy currents. The relation between magnetic force and displacement will often be non-linear as found in equation (49) and contain couplings between different directions. Thus the motion of a superconducting bearing must be described by non-linear coupled differential equations resulting in complicated dynamics such as chaotic solutions.

Analytical solutions to the non-linear coupled differential equation can very seldom be found and numerical solving or perturbation stability analysis in the neighborhood of steady-state solutions must often be applied to the systems.

Litterature

Perturbation theory has been applied to the equations of motion of a simple rotating bearing and it has been shown to have a divergent instability at certain critical rotation speeds [47, 48]. Such instabilities have been observed experimentally where external mechanical vibrations and internal mechanical resonances causes changes of the equilibrium position of the magnet in rotating bearings in respectively [49] and [50].
6.6 Large scale applications

This section will outline examples of large scale applications of superconducting bearings in flywheel systems. The following groups are the most active in the field:

- The Interdisciplinary Research Centre in Superconductivity (IRC) originating from the University of Cambridge. Key persons in flywheel research are A. M. Campbell and T. A. Coombs.
- Forschungszentrum Karlsruhe GmbH, Germany. Key persons are H. J. Bornemann and M. Sander.
- The Energy Technology Division at Argonne National Laboratory, USA. Key person is J. R. Hull.

The IRC group have constructed a flywheel system with a 43 kg rotor supported by magnetic-superconductor hybrid bearings. Figure (25) shows the test setup where the levitation force on the composite glass/carbon fiber ring is provided by two magnets placed on the rotor shaft. The stability of the rotor is obtained by placing magnets on the rotor rim and superconductors underneath. Motors for spinning up the rotor and performing loss examinations are placed at the top of the setup [38]. Coefficients of friction of the system has been reduced to $10^{-6}$ by evacuating the test chamber to $10^{-6}$ mbar with a turbo pump [51]. The aim of the group is to build a 5 kWh flywheel system with a 5 kW energy conversion.

The group in Karlsruhe demonstrated coefficients of friction of $10^{-5}$ in a magnetic-superconducting bearing with a rotor of 3 kg spinning up to 15000 RPM. The maximum energy capacity was 4.8 Wh and maximum power was 1.5 kW [52]. They have later improved the design and obtained a 300 Wh / 10 kW system with a 10 kg rotor mass operating at 50000 RPM and superconductors at 77 K [53]. Figure (26) shows the construction of the flywheel where a motor/generator is placed in the center of the shaft. A rotor and a superconducting bearing is placed on both sides of the motor. Figure (27) shows a detailed drawing of the superconductor bearing construction which is cooled by a close cycle cryo cooler placed in the wall of the vacuum chamber. A coefficient of friction of $10^{-6}$ was obtained with the setup. The Karlsruhe group have worked out a design proposal for a 5 MWh / 100 MW power plant based on superconducting flywheel technology [53].

The Argonne group have mostly been active in the basic research of loss mechanisms in the superconducting bearings, but they have recently initiated large scale test of flywheels with masses between 10-100 kg as announced on their home page and in [54].
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Figure 25. 43 kg flywheel supported by a hybrid-superconducting bearing [38].
Figure 26. 300 Wh/10 kW flywheel with a 10 kg rotor spinning at 50000 RPM. A combined flywheel/motor/generator is placed in the center and the superconducting bearings are seen at the top and bottom.
Figure 27. Construction of superconducting bearing of the Karlsruhe group. 1: Flywheel disc. 2: Permanent magnet. 3: Coldhead. 4: Flexible copper lead. 5: Cold plate. 6: Superconducting ring. 7: Cryocooler. 8: Vacuum chamber.
7 Conclusion

This report has examined the basic properties of superconducting bearings and the following can be concluded:

- Levitation forces of the order 10 N cm$^{-2}$ can be obtained for zero field cooled superconductors and for hybrid magnetic superconducting bearings. Field cooled superconductors can provide levitation forces of the order 1 N cm$^{-2}$. Sufficient levitation force for supporting a 20 kg flywheel is thereby obtainable.
- The stiffness of superconducting bearings is of the order 1 N cm$^{-2}$ mm$^{-1}$. This is enough for stabilizing flywheels operating in stationary applications.
- A reduction of the coefficient of friction can be improved by 3 orders of magnitude when conventional bearings are replaced by superconducting bearings. Practical flywheel applications have demonstrated coefficients of friction as low as 10$^{-6}$.
- The dynamics of superconducting bearings is much more complicated than conventional bearings, because of non-linear force-displacement relation. Thus stability analysis of specific flywheel systems is very important in the design of practical superconducting flywheel applications.

Superconducting flywheels with properties similar to the Risø-flywheel have already been constructed and been proven to function by several research groups.
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