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Abstract: This paper presents the description of a 2-dimensional numerical model constructed for the simulation of beach evolution under the action of wind waves only over the arbitrary land and sea topographies around existing coastal structures and formations. The developed beach evolution numerical model is composed of 4 submodels: a nearshore spectral wave transformation model based on an energy balance equation including random wave breaking and diffraction terms to compute the nearshore wave characteristics, a nearshore wave-induced circulation model based on the nonlinear shallow water equations to compute the nearshore depth-averaged wave-induced current velocities and mean water level changes, a sediment transport model to compute the local total sediment transport rates occurring under the action of wind waves, and a bottom evolution model to compute the bed level changes in time based on the gradients of sediment transport rates in cross-shore and longshore directions. The developed models are applied successfully to the SANDYDUCK field experiments and to some conceptual benchmark cases including simulation of rip currents around beach cusps, beach evolution around a single shore perpendicular groin, and a series of offshore breakwaters. The numerical model gave results in agreement with the measurements both qualitatively and quantitatively and reflected the physical concepts well for the selected conceptual cases.
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1. Introduction
The continuous geomorphological evolution of coastal areas is the result of a dynamic and highly complex balance between the anthropogenic activities at coastal areas and various physical processes occurring due to the interactions between the 3 masses of earth: land, water, and atmosphere. Among these processes, the sediment transport due to wind wave action plays an important role in this evolution. The prediction of this evolution for various temporal and spatial scales and for various types of problems such as erosion/accretion around coastal structures, navigation channels, river mouths, or tidal inlets has been of great concern for scientists and engineers for decades. Starting from the 1950s until the present, numerous researchers have attempted to model nature both physically and numerically to understand and predict temporal and spatial morphological changes at coastal areas. Numerical modeling of beach evolution was first studied by Pelnard-Considere (1956), who introduced the one-line theory for the prediction of shoreline changes next to a groin. This study was later followed by many others to develop 1-dimensional shoreline change models with extended capabilities (Hanson and Kraus, 1989; Dabees and Kamphuis, 1998; Danish Hydraulic Institute, 2001). Over the years, advances in computer technology and numerical modeling techniques encouraged the development of more sophisticated 2-dimensional (2D) and 3-dimensional (3D) tools for the investigation of morphological changes in further detail compared to 1-dimensional models.

Basically, 2D or 3D models are composed of several separate models for the computation of wave transformation, nearshore current, sediment transport, and bottom evolution. Quasi-3D (Q3D) models or fully 3D models are more preferable for short-term events (less than 1 year) where the vertical distribution of current velocities and concentrations become important for accurate modeling. A Q3D model is simply a 2D horizontal (2DH) model with an additional 1-dimensional vertical profile model (1DV) to include the effects of return flows (undertow) in cross-shore dynamics (Briand and Kamphuis, 1993). A fully 3D model solves the governing hydrodynamic equations in 3 dimensions (Warner et al., 2008). The 2DH or 2D vertical (2DV) models require less...
computational load compared to 3D models and provide the simulation of longer-term events (Shimizu et al., 1996). Some of the recent studies on 2DH modeling of beach evolution are those of Militello et al. (2004), Buttolph et al. (2006), Kuroiwa et al. (2006), Bruneau et al. (2007), Roelvink et al. (2009), and Nam et al. (2009, 2010).

Militello et al. (2004) and later Buttolph et al. (2006) developed the M2D model (later called CMS-M2D) for simulating the nearshore hydro- and morphodynamics such as currents due to waves, tides, wind, and rivers; sediment transport; and morphology changes. The model is a 2D depth-averaged (2DH) model solving nonlinear shallow water equations (NSWEs) for nearshore currents and including sediment transport, hard-bottom, and avalanching modules. The model is coupled with STWAVE or WABED for the wave forcings. Kuroiwa et al. (2006) proposed a hybrid predictive model of 3D beach evolution with shoreline changes, based on depth-averaged current (2DH) and Q3D current models. They used Mase’s (2001) spectral wave model with the formulation of Takayama et al. (1991) for the energy dissipation term. The current model utilizes the mixing terms related to Dally et al.’s (1984) energy dissipation rate. The authors applied their model to some theoretical cases, field observations on bar movements, and a medium-term beach evolution problem due to a fishing port. Bruneau et al. (2007) constructed a 2DH nearshore morphology model coupling the spectral wave model SWAN with a NSWE model MARS (Perenne, 2005) and a sediment transport module based on MORPHODYN (Saint-Cast, 2002). The authors applied their model only to some theoretical cases with complex bathymetrical features. Roelvink et al. (2009) developed a 2DH numerical nearshore model, called XBeach, to simulate hydrodynamics and morphological changes in the surf and swash zones during storms and hurricanes, including dune erosion, overwash, and breaching. XBeach consists of a wave transformation model based on action balance equation, a flow model based on NSWEs, a sediment transport model solving the advection-diffusion equation for the depth-averaged concentrations, bottom evolution, and avalanching modules to predict the morphological changes during storm events. The model has been validated through several analytical, laboratory, and field case studies (Roelvink et al., 2009). Recently, Nam et al. (2009, 2010) developed a 2DH nearshore morphology model for simulating nearshore waves, currents, sediment transport, and bottom changes. The authors used Mase’s (2001) spectral wave model with Dally et al.’s (1985) energy dissipation term, a surface roller (Dally and Brown, 1995; Larson and Kraus, 2002), and a nearshore current model (Militello et al., 2004).

2. Beach evolution model

2.1. Model structure

The main objective of this study is to construct a 2D beach evolution numerical model based on the available methodologies in the literature that is computationally less demanding and mainly applicable to medium- to long-term (days, years) and meso- to macroscale (hundreds of meters to kilometers) morphological changes at coastal areas, i.e., beach evolution problems around coastal defense structures.

The 2DH BeaCh EvOlu tion Numerical MoDel (COD) constructed in this study is mainly composed of 4 submodels: the Nearshore Spectral Wave Model (NSW), NearShore Circulation Model (NSC), SEDiment Transport Model (SED), and Bottom EVOlution Model (EVO). The numerical model is developed in MATLAB utilizing finite difference schemes to the numerical solutions of the governing equations of the above submodels. The main inputs of the COD are the offshore or nearshore wave conditions (wave height, period, approach angle, and directional spreading of the waves), the initial nearshore sea bottom and land topographies (including coastal structures), and the controlling model parameters based on case specific conditions such as breaker index, median grain size diameter, diffraction intensity parameter, and turbulent eddy viscosity. The model structure is given in Figure 1.

As shown in Figure 1, in the numerical modeling of beach evolution, the first step is to set the case-specific controlling parameters, initial bathymetry, offshore wave conditions, and grid and time spacing. The second step is to compute nearshore wave heights, mean wave directions, maximum orbital velocities at the bottom, and radiation stress terms for the given wave condition around existing coastal defense structures over the initial irregular bathymetry. The computed wave-related parameters are assumed to be constant during the given wave condition. The third step is to compute the growth and decay of kinetic energies of surface rollers (vortices occurring in front of breaking waves), the friction and radiation terms obtained from the outputs of the wave, and surface roller models. Using these terms, the time- and depth-averaged local nearshore wave-induced current velocities and mean water level changes for the given wave condition over the initial bathymetry are computed in this step. In the fourth step, the computed nearshore current velocities and wave-related parameters are used in the computation of depth-averaged total sediment transport rates both in cross-shore and longshore directions. Finally, the computed sediment transport rates are used in the continuity equation to update the bathymetry, and new bathymetry is used for the succeeding wave conditions.
2.2. Nearshore Spectral Wave Model: NSW

The nearshore wave model is a phase-averaged spectral wave model, i.e. the variation of wave parameters within a wave period or during the time series of irregular wave trains is disregarded. NSW solves the energy balance equation over an arbitrary bathymetry and in the angular domain only. Nearshore wave parameters are assumed to be constant during the duration of the wave condition, which might be selected as 1 h, or the duration of a single storm or the occurrence in hours in a year from a particular direction. To reduce the computational demand in the numerical modeling of wave transformation, the energy distribution over the frequency domain is disregarded, and the directional random waves are represented with the peak wave period only. The directional spreading of the waves is defined from $-\pi/2$ to $+\pi/2$ with a cosine power '2s' distribution given by Mitsuyasu et al. (1975). Wave transformation over the arbitrary bathymetry and around structures considers linear wave shoaling and refraction, depth-induced random wave breaking, and irregular wave diffraction processes only. The random waves in the surf zone are assumed to possess a full Rayleigh distribution where the wave classes in the distribution greater than a maximum depth limited wave height are assumed to be broken (Baldock et al., 1998; Janssen and Battjes, 2007). Wave-current and wave-wave interactions are not considered in the computations. Wave reflection from shore due to bottom gradients or from coastal structures, dissipation due to bottom friction, white-capping (i.e. steepness controlled dissipation in deep water) and bottom vegetation, transfer of wind energy, and Coriolis effects are not included, yet are considered as future updates to the model.

Mase (2001) gives the energy balance equation with the additional terms for breaking and diffraction as:

$$\frac{\partial(v_x S)}{\partial x} + \frac{\partial(v_y S)}{\partial y} + \frac{\partial(v_\theta S)}{\partial \theta} = D_b - D_d$$

where $S$ is the directional wave spectral density (in m$^2$/rad) that varies in $x$ and $y$ horizontal coordinates (cross-shore and longshore directions, respectively; Figure 2) and with respect to $\theta$, the angle measured counterclockwise from the $x$-axis. $D_b$ is the dissipation rate due to random wave breaking and $D_d$ is the diffraction term introduced by Mase (2001). The propagation velocities ($v_x, v_y, v_\theta$) are given as:

$$v_x = \left(C_g \cos \theta, C_g \sin \theta\right)$$

$$v_y = \frac{C_g}{C} \left(\sin \theta \frac{\partial C}{\partial x} - \cos \theta \frac{\partial C}{\partial y}\right)$$

where $C_g$ is the group velocity and $C$ is the wave celerity (both in m/s), both of which are computed using linear wave theory in the numerical model. Mase (2001) introduced the wave diffraction term, $D_d$, to include the wave diffraction process in action/energy balance models as:

$$D_d = \frac{\kappa}{2\omega} \left(CC_g^2 \cos^2 \theta \cdot S_y, -\frac{1}{2}CC_g \cos^2 \theta \cdot S_{yy}\right)$$
where $\kappa (\geq 0)$ is the diffraction intensity parameter, stated to be equal to 2.5 by Mase (2001) in the absence of field or laboratory data, and $\omega$ is the angular wave frequency.

Dissipation of wave energy flux due to random wave breaking in the numerical model is described with the methodology given by Janssen and Battjes (2007), which is based on the method proposed by Baldock et al. (1998). In this method, the distribution of random waves in the surf zone is assumed to be a full Rayleigh distribution with a weighting function that assumes that the waves greater than a maximum depth limited wave height are broken. The given method satisfies the condition that the fraction of broken waves cannot exceed unity at the shoreline even for steep beaches, where there is not enough time for all of the incident wave energy to be dissipated and an unsaturated breaking condition exists. The dissipation rate of wave energy flux ($D_b$) due to random wave breaking is given as follows:

$$D_b = B \frac{3\sqrt{\pi}}{16} \int \frac{H_{rms}^3}{h} \left[ 1 + \frac{4}{3\sqrt{\pi}} \left( \frac{H_b}{H_{rms}} \right)^3 \right]$$

$$+ \frac{3}{2} \left( \frac{H_b}{H_{rms}} \right)^2 \exp \left[ - \left( \frac{H_b}{H_{rms}} \right)^2 \right] \text{erf} \left( \frac{H_b}{H_{rms}} \right)$$

(5)

where $B$ is a tunable parameter to control the intensity of the dissipation (taken as unity), $H_{rms}$ is the root mean square (rms) wave height at water depth $h$, $\text{erf}$ is the error function, and $H_b$ is the maximum depth-limited wave height ($H_b = \gamma_b \times h$), where $\gamma_b$ is the breaker index. The $f$ in the above given equation is defined as the representative wave frequency by Janssen and Battjes (2007) and it is assumed to be equal to the peak frequency $f_p$ in this study.

The arbitrary bathymetry is discretized using a Cartesian coordinate system, where $x$ is the cross-shore direction and $y$ is the longshore direction. Similarly, the angular domain of the spectral density is discretized into finite angular grids. In the numerical solution of Eq. (1), a first-order backwards scheme in the $x$-direction, first-order centered scheme in the $y$-direction, and angular domain are utilized, yielding an explicit up-winding scheme in the cross-shore direction and an implicit scheme for the unknown density components in longshore direction and angular domain. Three types of boundary conditions are used in the solution: offshore, open sea, and dissipative beach boundary conditions. The offshore boundary condition is of the Dirichlet type, where the offshore wave conditions are defined. The open sea boundary condition is of the Neumann type, where the water depth is greater than a minimum water depth ($h_{min}$). The dissipative beach boundary condition (dry points: land, islands, and structures) is applied at the grid cells where the water depth is less than $h_{min}$ at any location of the computational area. The spectral densities at these boundaries are assumed to be equal to zero. No specific boundary condition is applied at reflective boundaries such as coastal structures or steep beaches as the wave reflection from coastal structures or steep beaches is neglected.

2.3. Nearshore Circulation Model: NSC

Nearshore local current velocities and mean water level changes are computed solving the 2D depth-averaged NSWE, of which the main assumption is that the water depth ($h$) is small compared to the wavelength ($L; L/h > 20$), in addition to the inviscid and incompressible fluid
assumptions. This means that the vertical accelerations of the fluid particles are negligible and the pressure distribution is hydrostatic over the flow depth. This assumption is often violated for short waves in shallow water depths. The vertical structure of the cross-shore current velocities is disregarded. Thus, undertow in the surf zone, which significantly affects the bar formation, is not taken into consideration. This assumption limits the model applicability where the cross-shore movement of sediments governs the morphological changes such as short-term events. In the surf zone, part of the dissipated wave energy due to wave breaking is assumed to be used in the growth and decay of kinetic energies of surface rollers. Effects of surface rollers both in cross-shore and longshore directions are included in the nearshore circulation computations. Effects of tidal, wind, and Coriolis terms are disregarded as the effects of such mechanisms are often negligible compared to wave forcing over small- to medium-scale areas, respectively (up to tens of kilometers).

In the numerical model, NSWEs are solved until reaching a steady state solution for a given wave condition, during which the nearshore wave conditions over the computational domain are assumed to be constant.

Near shore wave-induced current velocities and changes in mean sea level are computed by solving NSWEs, which are basically conservation mass and momentum in \( x \)- and \( y \)-directions. NSWEs are given as:

\[
\frac{\partial \eta}{\partial t} + \frac{\partial}{\partial x} \left[ u(h + \eta) \right] + \frac{\partial}{\partial y} \left[ v(h + \eta) \right] = 0 \tag{6}
\]

\[
\frac{\partial u}{\partial t} + u \frac{\partial u}{\partial x} + v \frac{\partial u}{\partial y} + g \frac{\partial \eta}{\partial x} + \frac{1}{\rho(h + \eta)} \left[ \tau_{bx} + F_x \right] - A_x = 0 \tag{7}
\]

\[
\frac{\partial v}{\partial t} + u \frac{\partial v}{\partial x} + v \frac{\partial v}{\partial y} + g \frac{\partial \eta}{\partial y} + \frac{1}{\rho(h + \eta)} \left[ \tau_{by} + F_y \right] - A_y = 0 \tag{8}
\]

where \( t \) is time (in seconds); \( u \) and \( v \) are the depth-averaged current velocities in the \( x \) (cross-shore) and \( y \) (longshore) directions, respectively; \( \eta \) is the change in mean sea level; \( h \) is the water depth from still water level; \( \rho \) is the density of water (typically taken as \( \rho = 1025 \text{ kg/m}^3 \) for salt water and \( \rho = 1000 \text{ kg/m}^3 \) for fresh water); \( g \) is the gravitational acceleration (\( g = 9.81 \text{ m/s}^2 \)); \( \tau_{bx} \) and \( \tau_{by} \) are the bottom shear stresses; \( F_x \) and \( F_y \) are the sum of radiation stresses and stresses acting on the water body due to surface rollers; and \( A_x \) and \( A_y \) are the lateral mixing stresses. The \( F_x \) and \( F_y \) terms are the governing stress terms in this set of equations. Goda (2010) gives the wave-induced stress terms, \( F_x \) and \( F_y \), as:

\[
F_x = \left[ \left( \frac{\partial S_{xx}}{\partial x} + \frac{\partial S_{xy}}{\partial y} \right) + \frac{\partial}{\partial x} \left( 2E_{sr} \cos^2 \theta \right) \right]
+ \frac{\partial}{\partial y} \left( E_{sr} \sin 2\theta \right) \tag{9}
\]

\[
F_y = \left[ \left( \frac{\partial S_{yx}}{\partial x} + \frac{\partial S_{yy}}{\partial y} \right) + \frac{\partial}{\partial x} \left( 2E_{sr} \sin^2 \theta \right) \right]
+ \frac{\partial}{\partial y} \left( E_{sr} \sin 2\theta \right) \tag{10}
\]

where \( S_{xx}, S_{yy}, S_{yx}, \) and \( S_{xy} \) are the radiation stress terms; \( E_{sr} \) is the kinetic energy of the surface roller; and \( \theta \) is the mean approach angle with respect to the \( x \) axis, positive in a counter-clockwise direction. Tajima and Madsen (2003) give the kinetic energy of the surface rollers \( (E_{sr}) \) with the following equation:

\[
E_{sr} = \frac{\rho A_{sr} C}{2T} \tag{11}
\]

where \( A_{sr} \) is the surface roller area, \( C \) is the wave celerity, and \( T \) is the wave period, which is taken as the peak wave period \( (T_p) \) in the numerical model. The evolution of the kinetic energy of surface roller over an arbitrary bathymetry is given as

\[
\alpha \rho g \left[ \frac{\partial}{\partial x} \left( m_0 C_g \cos \theta \right) + \frac{\partial}{\partial y} \left( m_0 C_g \sin \theta \right) \right] + \left[ \frac{\partial}{\partial x} \left( E_{sr} \cos \theta \right) + \frac{\partial}{\partial y} \left( E_{sr} \sin \theta \right) \right] = - \frac{K_{sr} E_{sr} C}{h} \tag{12}
\]

where \( \alpha \) is the energy transfer coefficient (varies between 0 and 1) controlling the transferred energy to the surface roller, \( m_0 \) is the total wave energy density, and \( K_{sr} \) is the energy dissipation rate of the surface roller. Tajima and Madsen (2003) relate \( K_{sr} \) to the bottom slope \( (m) \) as follows:

\[
K_{sr} = \frac{3}{8} (0.3 + 2.5m) \tag{13}
\]

In the numerical model, the bottom shear stress terms, \( \tau_{bx} \) and \( \tau_{by} \), are computed with the following equations given by Longuet-Higgins (1970) due to their simplicity in use compared to many other expressions.

\[
\tau_{bx} = \frac{4}{\pi} \rho \cdot c_f \cdot u \cdot u_0 \tag{14}
\]

\[
\tau_{by} = \frac{2}{\pi} \rho \cdot c_f \cdot v \cdot u_0 \tag{15}
\]
In the above equations, \( c_f \) is the friction coefficient varying between 0.005 and 0.010, \( u \) and \( v \) are the depth-averaged wave-induced current velocities, and \( u_0 \) is the maximum horizontal orbital velocity at the sea bottom. The lateral mixing terms, \( A_x \) and \( A_y \), in the \( x \)- and \( y \)-directions, respectively, are given with the following equations:

\[
A_x = \frac{\partial}{\partial x} \left[ \mu \frac{\partial u}{\partial x} + \frac{\partial}{\partial y} \left[ \frac{\partial u}{\partial y} \right] \right] \tag{16}
\]

\[
A_y = \frac{\partial}{\partial x} \left[ \mu \frac{\partial v}{\partial x} + \frac{\partial}{\partial y} \left[ \frac{\partial v}{\partial y} \right] \right] \tag{17}
\]

where \( \mu \) is the turbulent eddy viscosity term. Goda (2006) compared the effect of the available expressions for turbulent eddy viscosity (Longuet-Higgins, 1970; Battjes, 1975; Larson and Kraus, 1991) on the cross-shore profiles of longshore currents on planar beaches and recommended the empirical expression given by Larson and Kraus (1991) for practical applications:

\[
\mu = \Lambda u_0 H_{rms} \tag{18}
\]

where \( \Lambda \) is an empirical constant taking values between 0.1 and 3.0 (Ding et al., 2006).

Prior to the solution of the NSWE numerically, the stress terms are evaluated first. The radiation stress terms, maximum horizontal orbital velocities, total wave energy densities, mean approach angles, and significant and rms wave heights are obtained from the outputs of the wave transformation model. As the next step, the kinetic energies of surface rollers over the arbitrary bathymetry are computed solving the equation of evolution of surface roller kinetic energy. An implicit finite difference scheme is employed in the numerical solution of Eq. (12). At the offshore boundary condition, \( E_x \) is assumed to be equal to zero as the random wave breaking has not started yet. At the lateral (open sea) boundaries, the rates of change of \( E_x \) in the \( x \)- and \( y \)-directions are assumed to be constant. At dry points, where the water depth is less than \( h_{min} \), \( E_x \) is assumed to be equal to zero again.

In the numerical solution of NSWEs, an explicit scheme of 2 time steps of the Lax and Wendroff (1960) finite difference method on a staggered grid system is used (Burkardt, 2010). The steady state is controlled with user-defined tolerance values for each unknown parameter. To satisfy the numerical stability, the time step \( \Delta t \) is defined with the following expression for 2D rectangular grids (Syme, 1991):

\[
\Delta t \leq \frac{\min(\Delta x, \Delta y)}{\sqrt{2g \max(h)}} \tag{19}
\]

where \( \Delta x \) and \( \Delta y \) are the grid spaces in the \( x \)- and \( y \)-directions, respectively, and \( h \) is the water depth (positive for wet points).

As for the boundary conditions, at the offshore boundary where the wave conditions are defined, the mean water level is set to zero. At the offshore and open sea boundaries, the velocity component gradients are set to zero. At the dry cells, \( u, v, \) and \( \eta \) are assumed to be equal to zero. Moreover, at the wet cells neighboring dry cells, such as shoreline, or the wet cells around structures and the wet cells with a very steep bottom slope (e.g., bottom slopes steeper than 1:10), \( u, v, \) and \( \eta \) are assumed to be the average of the values of the neighboring cells to overcome the instability problems close to the structures and the moving boundary condition at the shoreline.

2.4. Sediment Transport Model: SED

The sediment transport model computes the local sediment transport rates under the action of wind waves over the arbitrary bathymetry to be used in the computation of bottom evolution. Sediment transport rates are computed for noncohesive sediments and are phase-averaged. Therefore, the presence of phase shift between sediment and water motions is not considered. The asymmetry in the oscillatory flow, mostly noticeable outside the surf zone under relatively calm weather conditions, is also disregarded. In this study, for the computation of sediment transport rates, the Watanabe (1992) formulation is used. The method is based on the shear stress concept (or power model concept) where the total load both in cross-shore and longshore directions \( q_{total,x} \) and \( q_{total,y} \) in bulk volume including pores is proportional to the residual between the mean bed shear stress under wave-current field \( \tau_{bcw} \) over a wave-cycle and the critical bed shear stress \( \tau_{cr} \) that is required to mobilize the sediment grains at the sea bed

\[
q_{total,x} = \frac{A \cdot [\tau_{bcw} - \tau_{cr}]}{\rho \cdot g} \cdot u \tag{20}
\]

\[
q_{total,y} = \frac{A \cdot [\tau_{bcw} - \tau_{cr}]}{\rho \cdot g} \cdot v \tag{21}
\]

The empirical parameter \( A \) in the above equations is given as 0.5 for monochromatic waves and 2.0 for random waves. The current velocities \( u \) and \( v \) are the depth-averaged wave-induced current velocities in cross-shore and longshore directions. The critical shear stress for incipient motion is given as:

\[
\tau_{cr} = (\rho_s - \rho) \cdot g \cdot d_{50} \cdot \theta_{cr} \tag{22}
\]

where \( \rho_s \) and \( \rho \) are the densities of sediment grains and water, respectively; \( g \) is the gravitational acceleration; \( d_{50} \) and \( \theta_{cr} \) are the median grain size and critical slope, respectively.
is the median grain diameter; and $\theta_{cr}$ is the critical Shields parameter (see Fredsoe and Deigaard, 1994). Bijker (1971) gives the mean bed shear stress over a wave-cycle as:

$$\tau_{bcw} = \frac{1}{T} \int_0^T \tau_{cw} \cdot dt = \tau_c + \frac{1}{2} \tau_{w,max}$$  \hspace{1cm} (23)

where $T$ is the wave period, $\tau_c$ is the bed shear stress due to steady current $u_c$, and $\tau_{w,max}$ is the maximum bed shear stress due to waves only. The bed shear stress due to depth-averaged wave-induced resultant current ($u_c$) is given as:

$$\tau_c = \frac{1}{8} \rho \cdot f_c \cdot (u_c)^2$$  \hspace{1cm} (24)

where $f_c$ is the current friction factor computed using the method of Van Rijn (1990). The maximum bed shear stress due to waves is given by:

$$\tau_{w,max} = \frac{1}{2} \rho \cdot f_w \cdot (u_0)^2$$  \hspace{1cm} (25)

where $f_w$ is the wave friction factor computed using the method of Nielsen (1992).

2.5. Bottom Evolution Model: EVO

In the bottom evolution model (EVO), the gradients of the computed local total sediment transport rates both in longshore and cross-shore directions are used to compute the bed level changes in time. The depth change in time can be given with the following continuity equation:

$$\frac{\partial h}{\partial t_m} = \left( \frac{\partial q_{total,x}}{\partial x} + \frac{\partial q_{total,y}}{\partial y} \right)$$  \hspace{1cm} (26)

where $t_m$ is the morphological time, $q_{total,x}$ and $q_{total,y}$ are the phase-averaged local total sediment transport rates in terms of bulk volume transported per unit area at the cell, and $\Delta x$ and $\Delta y$ are the grid spacing in the x- and y-directions, respectively.

As the changes in the water depths are computed, the bottom slopes over the arbitrary bathymetry are controlled against the exceedance of a limiting slope at which the sand grains begin to roll. This critical slope is referred to as the angle of repose (or internal angle of friction). The angle of repose is given as 32–34° for dry sands and may reduce to 18° under wave action (Reeve et al., 2004; Roelvink et al., 2009).

The exceedance of the critical slope results in bottom avalanching at the sea bottom. In order to take the bottom avalanching into account in the model, an algorithm based on the work of Buttolph et al. (2006) and Roelvink et al. (2009) is followed. After every morphological time step ($\Delta t_m$), for all cells, the bottom slopes in 4 directions (in positive and negative x- and y-directions) with the neighboring cells are computed. Starting from the bottom slope in the negative x-direction in a clockwise direction, the 4 bottom slopes are checked. If 1 of the 4 bottom slopes is greater than or equal to the user-defined critical slope and the other 3 slopes, the avalanching is assumed to take place in the direction of the steepest slope and the water depths and the bottom slopes are recomputed. This control process is repeated iteratively until all the critical slopes are eliminated and the water depths at which avalanching took place are reevaluated for the respective morphological time step. In the bottom evolution computations, nonerodible bottoms are disregarded. The overall beach area, where the sediment transport rates are computed (all the wet points and the wet–dry boundary), is assumed to be eroded infinitely by the end of the simulation and there exists no hard substrate under the surface of the bathymetry. Further details about the numerical model and COD, and a detailed literature review on specific physical processes, were given by Baykal (2012).

3. Model validation studies

3.1. Field experiments: SANDYDUCK experiments (Miller, 1999)

The SANDYDUCK experiments were conducted at the US Army Engineer Waterways Experiment Station, Coastal Engineering Research Center (USACE), Field Research Facility (FRF), located in Duck, NC, USA (Miller, 1999) to investigate nearshore sediment transport processes during moderate storm conditions (individual wave heights up to 5 m and spilling breakers). The location and nearshore bathymetry of the study area was given both by Birkemeier et al. (1997) and Miller (1999). The sediment grain size distribution for the site is given as bimodal with a main component of around 0.25 mm and a secondary component near 1.0 mm. In the bar-trough region, sediment grain size distribution is given as unimodal, with a median grain size of 0.17 mm. At the seaward of the bar-trough region, the sediments are well sorted, with a median diameter of near 1.0 mm. In the bar-trough region, sediment grain size distribution for the site is given as bimodal with a main component of around 0.25 mm and a secondary component near 1.0 mm. In the bar-trough region, sediment grain size distribution is given as unimodal, with a median grain size of 0.17 mm. At the seaward of the bar-trough region, the sediments are well sorted, with a median diameter of 0.12 mm (Miller, 1999). The sediment density is given as 2650 kg/m$^3$, the sea water density is given as 1025 kg/m$^3$, and the porosity is given as 0.4. During the experiments, the bed load and sediment load in the swash zone are not measured, but it is likely that the measured transport rates in the sampled zone include most of the transport. Bayram et al. (2001) stated that the sediment transport for all SANDYDUCK experiments is in the sheet flow regime (highly concentrated suspended sediment transport) in the surf zone, which occurs under storm conditions. The wave heights, longshore and cross-shore current velocities, and suspended sediment concentrations at various water depths along the cross-shore profile 15 m away from the pier...
pilings and at water depths of up to 9 m were measured by a vertical array of instruments attached to the lower boom of a track-mounted crane. The offshore wave conditions were measured with a (directional) pressure gauge array located at a depth of 8 m (8 m array; slightly offshore and north of the FRF pier) and approximately at a cross-shore distance of 915 m with respect to the FRF coordinate system and a directional wave rider 3 km offshore at 17.4 m of water depth. The offshore wave conditions based on 8-m array measurements are given in Table 1 (Miller, 1999; Van Rijn, 2004). In the benchmark studies, both the NSW and NSC computations were carried out starting from deep water. The deep water wave conditions resulting in the offshore wave conditions are given in Table 2.

For the experiments listed in Table 1, nearshore wave heights were computed by the NSW model for the best-fitting breaker index values and the significant breaking wave heights. The fall velocity of the sand grains having a 0.17-mm median grain size diameter was computed using the method given by Ahrens (2000). The bottom friction and surface roller energy transfer coefficients and eddy viscosity constant were selected so as to give the best predictions of the longshore current velocities both qualitatively and quantitatively. Since the available data include only measured nearshore beach profiles instead of overall bathymetries at the time of experiments, the model simulations were carried out for the respective profile of each experiment. The bottom contours were assumed to be parallel to the shoreline and the existence of the pier was disregarded. The breaker index values, the controlling parameters, and the significant breaking heights and the corresponding breaker angles used in the simulations are given in Table 3.

The computed and measured nearshore significant wave heights and longshore current velocities and the nearshore beach profiles used in the computations are given in Figures 3–11. The computed wave heights with the 2D wave transformation model are denoted by 'NSW' and the computed longshore current velocities with the 2D depth-averaged nearshore circulation model are denoted by 'NSC' in Figures 3–11.

Figures 3–11 show that the computed nearshore wave heights and the longshore current velocities are in agreement with the measured data both qualitatively and quantitatively, especially for the 19–20 October 1997 and 4 February 1998 experiments. Overall, the correlation coefficients ($R^2$) between the measured and computed wave heights and longshore current velocities were found to be 0.92 and 0.50, respectively. The disparities between the measured and computed wave heights and longshore current velocities might be attributed mainly to the changing offshore wave conditions during the experiments and the accuracy and the resolution of the available dataset. Moreover, the performance of the wave model and the random wave breaking method utilized depends mainly on the bottom profile and the wave steepness in the absence of significant ambient currents. As the computed longshore current velocities shows larger disparities, measured current velocities are used instead in the computation of the distributed sediment fluxes to isolate the validation of the sediment model. The A coefficient in the Watanabe (1992) formulation is taken as 2.0 for the SANDYDUCK experiments. The computed and measured local total longshore sediment fluxes are given in Figures 12–16.
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quantitatively. Baykal et al. (2012) reported that 75% of the predicted data lie within a factor of 0.5–2.0 of the measured values with a mean absolute percent error increase of up to 65%. The correlation coefficient computed for the dataset was found to be $R^2 = 0.54$. The major deviations from the measured values were observed for the plunging wave cases, where the abrupt changes in wave heights were observed close to bar locations due to maximized dissipation rates of breaking waves. These disparities might be mainly attributed to the dissipation rates computed by the NSW model and the accuracy and the resolution of field measurements. It should also be noted that the results are specific to the selected controlling parameters of the model (breaker index, a parameter in the distributed load computations and directional spreading) that are not actually measured, but are selected based on engineering intuition within the given range of each parameter.

3.2. Conceptual benchmarks
In order to observe the behavior of the numerical beach evolution model, several simulations were performed for the conceptual cases. The first case in the conceptual benchmark studies is the modeling of rip currents around beach cusps under perpendicular wave approach. The second case is the modeling of beach evolution next to a groin perpendicular to an initially straight shoreline under oblique wave approach. The third and fourth cases are the modeling of beach evolution in the lee of a T-type groin and a series of offshore breakwaters, respectively.

### Table 2. Deep water wave conditions used in the NSW model simulations.

<table>
<thead>
<tr>
<th>Date</th>
<th>Deep water sig. wave height, $H_s$ (m)</th>
<th>Deep water mean approach angle, $\bar{\theta}$ (°)</th>
<th>Peak wave period, $T_p$ (s)</th>
<th>Deep water sig. wave steepness, $s_s$</th>
<th>Direc. spread. par., $s_{max}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 March 1996</td>
<td>3.02</td>
<td>16.0</td>
<td>7</td>
<td>0.044</td>
<td>3.8</td>
</tr>
<tr>
<td>27 March 1996</td>
<td>2.42</td>
<td>34.0</td>
<td>6.7</td>
<td>0.038</td>
<td>8.2</td>
</tr>
<tr>
<td>2 April 1996</td>
<td>1.82</td>
<td>37.0</td>
<td>7</td>
<td>0.026</td>
<td>24.2</td>
</tr>
<tr>
<td>31 March 1997</td>
<td>1.7</td>
<td>51.0</td>
<td>7</td>
<td>0.025</td>
<td>26.6</td>
</tr>
<tr>
<td>1 April 1997</td>
<td>3.2</td>
<td>29.5</td>
<td>9</td>
<td>0.028</td>
<td>22.0</td>
</tr>
<tr>
<td>19 October 1997</td>
<td>3.66</td>
<td>33.4</td>
<td>10</td>
<td>0.026</td>
<td>24.7</td>
</tr>
<tr>
<td>20 October 1997</td>
<td>2.16</td>
<td>13.4</td>
<td>11</td>
<td>0.013</td>
<td>57.5</td>
</tr>
<tr>
<td>4 February 1998</td>
<td>3.82</td>
<td>35.0</td>
<td>11</td>
<td>0.022</td>
<td>30.1</td>
</tr>
<tr>
<td>5 February 1998</td>
<td>3.58</td>
<td>17.1</td>
<td>12</td>
<td>0.018</td>
<td>40.1</td>
</tr>
</tbody>
</table>

Note: The directional spreading parameters are read from the figure given by Goda (2010) for the relationship between the deep water wave steepness and the maximum directional spreading parameter.

### Table 3. The controlling parameters used in the NSW and NSC model simulations.

<table>
<thead>
<tr>
<th>Date</th>
<th>Breaker index, $y_{br}$ (best fit)</th>
<th>Breaker index, $y_{br, NSA}$</th>
<th>Bottom friction coeff., $c_f$</th>
<th>Eddy viscosity constant, $A$</th>
<th>Energy transfer coeff., $\alpha$</th>
<th>Sig. breaking wave height, $H_s$ (m)</th>
<th>Mean breaking approach angle, $\bar{\theta}$ (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 March 1996</td>
<td>0.60</td>
<td>0.797</td>
<td>0.003</td>
<td>1.0</td>
<td>0.8</td>
<td>2.29</td>
<td>5.3</td>
</tr>
<tr>
<td>27 March 1996</td>
<td>0.60</td>
<td>0.764</td>
<td>0.005</td>
<td>0.5</td>
<td>0.3</td>
<td>2.12</td>
<td>18.2</td>
</tr>
<tr>
<td>2 April 1996</td>
<td>0.69</td>
<td>0.673</td>
<td>0.008</td>
<td>0.8</td>
<td>0.4</td>
<td>1.60</td>
<td>17.5</td>
</tr>
<tr>
<td>31 March 1997</td>
<td>0.64</td>
<td>0.657</td>
<td>0.008</td>
<td>0.8</td>
<td>0.4</td>
<td>1.48</td>
<td>31.2</td>
</tr>
<tr>
<td>1 April 1997</td>
<td>0.72</td>
<td>0.687</td>
<td>0.0035</td>
<td>0.8</td>
<td>0.2</td>
<td>2.71</td>
<td>12.8</td>
</tr>
<tr>
<td>19 October 1997</td>
<td>0.60</td>
<td>0.669</td>
<td>0.0035</td>
<td>1.2</td>
<td>0.8</td>
<td>3.02</td>
<td>15.2</td>
</tr>
<tr>
<td>20 October 1997</td>
<td>0.60</td>
<td>0.536</td>
<td>0.0025</td>
<td>1.1</td>
<td>0.4</td>
<td>2.30</td>
<td>5.6</td>
</tr>
<tr>
<td>4 February 1998</td>
<td>0.62</td>
<td>0.636</td>
<td>0.006</td>
<td>1.2</td>
<td>0.8</td>
<td>3.36</td>
<td>14.3</td>
</tr>
<tr>
<td>5 February 1998</td>
<td>0.45</td>
<td>0.589</td>
<td>0.003</td>
<td>0.5</td>
<td>0.5</td>
<td>2.54</td>
<td>6.8</td>
</tr>
</tbody>
</table>
Figure 3. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 11 March 1996 experiment.

Figure 5. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 2 April 1996 experiment.

Figure 4. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 27 March 1996 experiment.

Figure 6. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 31 March 1997 experiment.
Figure 7. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 1 April 1997 experiment.

Figure 8. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 19 October 1997 experiment.

Figure 9. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 20 October 1997 experiment.

Figure 10. The measured and computed significant wave heights ($H_s$) and longshore current velocities ($V$) for the SANDYDUCK 4 February 1998 experiment.
to the beach cusps in nature. The water depths, \( h(x,y) \), over the sinusoidal bathymetry in the benchmark problem are defined as:

\[
h(x,y) = \begin{cases} 
0.8 - x/20 & \text{for } x < 11 \text{ m and } x > 16 \text{ m} \\
0.05 \left( 15 - x \right) - 0.75 \sin \left( \frac{\pi(15-x)}{5} \right) [1 + \sin \left( \frac{3\pi - 2\pi y}{4} \right)] & \text{for } 11 \text{ m} \leq x \leq 16 \text{ m}
\end{cases}
\] (27)

where \( x \) is the cross-shore coordinate (from 0 to 17 m) and \( y \) is the longshore coordinate (from 0 to 28 m) of the point of interest. The length between the sinusoidal beach cusps is taken as 4 m for the problem. The bottom slope beyond the 0.25-m water depth is taken as 1:20 up to the offshore boundary, where the water depth is 0.80 m. At the offshore boundary, unidirectional random waves with a significant wave height of 0.062 m and significant period of 1.0 s are generated perpendicular to the bottom contours. The breaker index is taken as \( \gamma_{br} = 0.78 \), bottom friction coefficient is taken as \( c_f = 0.015 \), energy transfer coefficient is taken as \( \alpha = 0.5 \), and effects of lateral mixing are disregarded in the simulation. The results of the simulation are shown in Figures 17 and 18.

Figure 11. The measured and computed significant wave heights (\( H_s \)) and longshore current velocities (\( V \)) for the SANDYDUCK 5 February 1998 experiment.

Figure 12. The measured and computed local total sediment transport rates (\( q_{total,y} \)) for SANDYDUCK 11 March 1996 (top) and 27 March 1996 (bottom) experiments.

Figure 13. The measured and computed local total sediment transport rates (\( q_{total,y} \)) for SANDYDUCK 2 April 1996 (top) and 31 March 1997 (bottom) experiments.
As seen from Figure 17, the waves increase in height around cusps and the wave orthogons converge to the cusps (x = 10, 14, and 18 m) as expected. The wave crests tend to align themselves with respect to bottom contours and decrease in height as the wave orthogons diverge from each other. As seen from Figure 18, the rip currents are formed due to the diverted flows from the cusps such as in ranges of x = 11–13 m and x = 15–17 m.

3.2.2. Beach evolution around a single groin under oblique wave approach

To observe the behavior of the numerical beach evolution model (COD) in the case of a single groin under oblique wave approach on an initially straight shoreline with uniform bottom slope, a simulation with the COD model was performed. In the simulation, the deep water significant wave height is taken as $H_s^0 = 2.0$ m, the significant wave period as $T_s = 5.7$ s, the deep water mean approach angle as $\theta = 30^\circ$, and the grid spacing as 25 m in both x- and y-directions. The breaker index, eddy constant, bottom friction, surface roller constants, median grain size diameter, and $A$ coefficient in the Watanabe (1992) formulation are taken as $\gamma_{br} = 0.78$, $\Lambda = 0.5$, $c_f = 0.005$, $\alpha = \ldots$
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0.5, $d_{so} = 0.15 \text{ mm}$, and $A = 2$, respectively. The length of the groin is taken as 500 m, reaching to a depth of 20 m on a 1:25 uniform bottom slope. The offshore water depth is taken as 50 m. The longshore extent of the computational domain is selected as 1625 m. The computed bottom contours after 200 h of simulation are given in Figure 19.

As seen from Figure 19, the shoreline recedes in the shadow zone of the structure and at the far upstream of the beach, and the bottom contours tend to align according to the shoreline. At the upstream of the groin, the accretion occurs and the shoreline moves offshore, confirming the expected bottom evolution around a single groin.

### 3.2.3. Beach evolution around a series of offshore breakwaters under oblique wave approach

To observe the behavior of the numerical beach evolution model (COD) in the case of a series of offshore breakwaters under oblique wave approach on an initially straight shoreline with uniform bottom slope (1:25), a simulation with the COD model was performed. In the simulation, the deep water significant wave height is taken as $H_s = 2.0$ m, the significant wave period as $T = 5.7$ s, the deep water mean approach angle as $\theta = 30^\circ$, and the grid spacing as 25 m in both x- and y-directions. The breaker index, eddy constant, bottom friction, surface roller constants, median grain size diameter, and $A$ coefficient in the Watanabe (1992) formulation are taken as $\gamma_{br} = 0.78$, $\Lambda = 0.5$, $c_f = 0.005$, $\alpha = 0.5$, $d_{so} = 0.15 \text{ mm}$, and $A = 2$, respectively. Three offshore breakwaters with a 150-m length and 150 m of spacing between them are located at a depth of 5 m, which is 125 away from the shoreline. The offshore water depth is taken as 50 m. The longshore extent of the computational domain is selected as 1625 m. The computed bottom contours after 200 h of simulation is given in Figure 20.

As seen from Figure 20, the accretion starts at the upstream end of the beach and the shoreline recedes at the downstream, the bottom contours are eroded between the breakwaters due to return flows, and the bottom contours move offshore behind the breakwaters due to current field behind the structures, confirming the expected bottom evolution around a series of offshore breakwaters.

### 4. Discussion

In this study, a 2D numerical model (COD) is constructed for the simulation of medium-to long-term (days, years) and meso- to macroscale (hundreds of meters to kilometers) morphological changes under the action of wind waves only over the arbitrary land and sea topographies around existing coastal structures and formations. The numerical model constructed is mainly composed of 4 main submodels. The first submodel is a phase-averaged spectral wave transformation model based on energy balance equation. The second submodel is a 2D depth-averaged numerical circulation model based on NSWEs. The effects of surface rollers both in cross-shore and longshore directions are included in the nearshore circulation computations. The third submodel is a sediment transport model based on Watanabe's (1992)
distributed total sediment load formulation. The fourth submodel is a bottom evolution model that computes the changes in the bottom topography based on the gradients of sediment transport rates over the computational domain and bottom avalanching. The numerical model differs from other 2DH beach evolution models in that it utilizes a directional spectrum without a frequency domain to decrease the computational load and a recent random wave breaking method proposed by Janssen and Battjes (2007) due to its easy implementation. The developed submodels are compared and validated with the datasets of field experiments by Miller (1999) and applied to some conceptual benchmark cases, including simulation of rip currents around beach cusps, beach evolution around a single shore perpendicular groin, and a series of offshore breakwaters. The model reflected the physical concepts well for the selected cases and was found to be capable of simulating some specific coastal processes like rip currents or formation of salients in the case of series of offshore breakwaters.

For further development of the numerical model, the enhancement of the numerical schemes utilized in the NSW and NSC models, the solution of an action balance equation instead of an energy balance to consider wave-current interactions, implementation of more sophisticated methods for the computation of sediment transport rates including sediment transport in the swash zone, and inclusion of hard substrates in bed evolution are some of the major steps that need to be performed in order to enhance the applicability of the numerical model to irregular bathymetries and various cases of combinations of coastal structures and to acquire more numerically stable and quantitatively comparable solutions.
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### LIST OF SYMBOLS

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Empirical dimensionless parameter (Watanabe, 1992)</td>
</tr>
<tr>
<td>$A_{rs}$</td>
<td>Surface roller area</td>
</tr>
<tr>
<td>$A_r$</td>
<td>Lateral mixing term in x-direction</td>
</tr>
<tr>
<td>$A_y$</td>
<td>Lateral mixing term in y-direction</td>
</tr>
<tr>
<td>B</td>
<td>Tunable parameter to control the intensity of the dissipation due to wave breaking</td>
</tr>
<tr>
<td>$c_f$</td>
<td>Friction coefficient</td>
</tr>
<tr>
<td>$C_0$</td>
<td>Deep water wave group celerity</td>
</tr>
<tr>
<td>$C_g$</td>
<td>Deep water wave celerity</td>
</tr>
<tr>
<td>$D_b$</td>
<td>Dissipation rate due to wave breaking</td>
</tr>
<tr>
<td>$D_i$</td>
<td>Dissipation term introduced by Mase (2001)</td>
</tr>
<tr>
<td>d</td>
<td>Water depth from mean water level</td>
</tr>
<tr>
<td>$d_{10}$</td>
<td>Median grain size diameter</td>
</tr>
<tr>
<td>E</td>
<td>Total wave energy</td>
</tr>
<tr>
<td>$E_{rs}$</td>
<td>Kinetic energy of the surface roller</td>
</tr>
<tr>
<td>$f$</td>
<td>Wave frequency</td>
</tr>
<tr>
<td>$f_c$</td>
<td>Current friction factor</td>
</tr>
<tr>
<td>$f_p$</td>
<td>Peak frequency</td>
</tr>
<tr>
<td>$f_f$</td>
<td>Wave friction factor</td>
</tr>
<tr>
<td>$F_r$</td>
<td>Sum of radiation stresses and stresses acting on the water body due to surface rollers in x-direction</td>
</tr>
<tr>
<td>$F_y$</td>
<td>Sum of radiation stresses and stresses acting on the water body due to surface rollers in y-direction</td>
</tr>
<tr>
<td>g</td>
<td>Gravitational acceleration</td>
</tr>
<tr>
<td>h</td>
<td>Water depth from still water level</td>
</tr>
<tr>
<td>H</td>
<td>Wave height</td>
</tr>
<tr>
<td>$H_b$</td>
<td>Depth-limited maximum wave height</td>
</tr>
<tr>
<td>$H_{rms}$</td>
<td>Root-mean-square wave height</td>
</tr>
<tr>
<td>$H_{max}$</td>
<td>Deep water root-mean-square wave height</td>
</tr>
<tr>
<td>$H_{rms,0}$</td>
<td>Significant wave height</td>
</tr>
<tr>
<td>$H_{sp}$</td>
<td>Deep water significant wave height</td>
</tr>
<tr>
<td>$H_{sb}$</td>
<td>Significant breaking wave height</td>
</tr>
<tr>
<td>$i$</td>
<td>Spatial grid index in x-direction</td>
</tr>
<tr>
<td>$j$</td>
<td>Spatial grid index in y-direction</td>
</tr>
<tr>
<td>$k$</td>
<td>Wave number, also used as an assigned range to compute occurrence probability</td>
</tr>
<tr>
<td>$K_g$</td>
<td>Energy dissipation rate of the surface roller</td>
</tr>
<tr>
<td>L</td>
<td>Wave length</td>
</tr>
<tr>
<td>$L_o$</td>
<td>Deep water wave length</td>
</tr>
<tr>
<td>m</td>
<td>Bottom slope</td>
</tr>
<tr>
<td>$m_s$</td>
<td>Total wave energy density</td>
</tr>
<tr>
<td>n</td>
<td>Ratio of group velocity to wave celerity, also used as time step index</td>
</tr>
<tr>
<td>$q_{total,x}$</td>
<td>Total sediment transport rate in bulk volume including pores per unit longshore distance in cross-shore direction</td>
</tr>
<tr>
<td>$q_{total,y}$</td>
<td>Total sediment transport rate in bulk volume including pores per unit cross-shore distance in longshore direction</td>
</tr>
<tr>
<td>s</td>
<td>Degree of directional energy concentration</td>
</tr>
<tr>
<td>$s_{max}$</td>
<td>Deep water significant wave steepness</td>
</tr>
<tr>
<td>$S$</td>
<td>Directional wave spectral density</td>
</tr>
<tr>
<td>$S_{xx}$</td>
<td>Radiation stress acting in the x-direction along x-axis</td>
</tr>
<tr>
<td>$S_{yy}$</td>
<td>Radiation stress acting in the y-direction along x-axis</td>
</tr>
<tr>
<td>$S_{xy}$</td>
<td>Radiation stress acting in the x-direction along y-axis</td>
</tr>
<tr>
<td>$S_{yx}$</td>
<td>Radiation stress acting in the y-direction along x-axis</td>
</tr>
</tbody>
</table>
\( T \)  Wave period  
\( T_L \)  Significant wave period  
\( T_p \)  Peak wave period  
\( u \)  Depth-averaged current velocity in \( x \)-direction  
\( u_o \)  Maximum horizontal orbital velocity  
\( v \)  Depth-averaged current velocity in \( y \)-direction  
\( v_x \)  Energy flux propagation velocity in \( x \)-direction  
\( v_y \)  Energy flux propagation velocity in \( y \)-direction  
\( v_\theta \)  Energy flux propagation velocity in \( \theta \)-direction  
\( x \)  Cross-shore direction  
\( y \)  Alongshore direction  
\( \alpha \)  Energy transfer coefficient  
\( \gamma_e \)  Breaker index  
\( \Delta t \)  Time step in the nearshore circulation model  
\( \Delta x \)  Alongshore grid spacing  
\( \Delta y \)  Offshore grid spacing  
\( \delta t_{IM} \)  Time step in the bottom evolution model  
\( \epsilon \)  Fraction of the rate of dissipation in wave energy flux due to wave breaking  
\( \eta \)  Change in the mean water elevation

References


Syme WJ (1991). Dynamically linked two-dimensional/one-dimensional hydrodynamic modeling program for rivers, estuaries & coastal waters. MSc, University of Queensland, Queensland, Australia.


