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Within the B absorption band of CH2BrCl, we theoretically analyze the laser-induced control of the Br/Cl branching ratio, Br + CH2Cl ← CH2BrCl → CH2Br + Cl, with CH2BrCl initially in its vibrational ground state. For weak-field excitation, the Br/Cl branching ratio increases as a function of wavelength, however, for wavelengths below 180 nm the branching ratio cannot be made smaller than 0.4. Using optimal control theory, we show that the branching ratio can be made significantly less than 0.4, only when very strong fields are employed. Thus, the present work strongly suggests that a Tannor-Rice type laser control mechanism for selective bond breakage in CH2BrCl cannot take place without accompanying photoionization.

I. INTRODUCTION

Beyond simple wavelength tuning, several approaches for quantum control with laser pulses have been developed.1–6 One such approach is the Tannor-Rice pump-dump scheme for controlling the selectivity of product formation in a chemical reaction.1–3 In the original version of this scheme an excited electronic state was used to mediate reaction on a ground electronic state potential energy surface (PES). This was done via pump and dump of nuclear wave packets between the electronic states using ultrashort laser pulses with a fixed pulse shape and a variable time delay. In this work we focus on the feasibility of a similar Tannor-Rice type of control where ultrashort laser pulses (with optimized pulse shapes) create and guide wave packets via properly timed pump and dump pulses between various potential energy surfaces. The key point in this scheme is that wave packet motion can be guided by taking advantage of the different forces which operate in various electronic states.

Theoretically, the most general framework used to address quantum control problems is optimal control theory (OCT) that enables attaining the quantum dynamical objective in the best possible way.7–9 This approach was already applied to the original version of the Tannor-Rice pump-dump scheme.3 Much effort, including the well-known Krotov method,10,11 the Zhu-Rabitz method,12,13 and a recently formulated two-point boundary-value quantum control paradigm (TBQCP),14,15 has gone into developing efficient schemes to deal with the iterative process of searching for optimized control fields. In practice, the resultant optimal control fields often require further frequency filtering, which could in turn hinder the convergence rate or even the monotonicity.8 Recently, a “fast-kick-off” algorithm16 for searching optimal fields has been developed on the basis of the TBQCP method. The new algorithm is expected to effectively improve the search efficiency and to attain good monotonic convergence quality, especially, when frequency constraints are considered.

There are a number of applications of OCT ranging from the control of chemical reactions3,17 to quantum optical problems, such as quantum information processing18–20 or the preparation of cold molecules.21,22 However, the number of theoretical studies where high quality potential energy surfaces including realistic transition dipole moment surfaces are employed is quite limited. To that end, we studied recently selective bond breakage in HOD, D + OH ← HOD → H + OD, within the first absorption band via optimized ultraviolet laser pulses.17 The molecule was initially assumed to be in its vibrational ground state, which is the typical situation in current experiments with shaped laser pulses.23 We obtained in the strong-field limit (peak intensities ∼ 10 TW/cm²) a OD/OH branching ratio significantly less than the value of 2, which is the smallest branching ratio which can be obtained in the weak-field limit, using any form of UV-pulse shaping control. The optimized pulses lead to a pump-dump-pump mechanism. That is, preferred cleavage of the O–D bond is obtained via the creation of a nuclear wave packet on the isolated potential energy surface of the first absorption band of water, followed by wave packet dumping to the electronic ground state, creating a non-stationary vibrational state in HOD and, finally, this wave packet is pumped into the first absorption band.

In the present work we will study the chemically more interesting problem of selective bond breakage in CH2BrCl within the second absorption band. The dynamics—which includes nonadiabatic transitions between the first and second excited electronic states—is considerably more complicated than in HOD. Dihalomethanes, such as CH2BrCl and
CH₂BrI, are interesting candidates to explore the complex interplay of competing dynamical fragmentation pathways, from both the theoretical and experimental point of view. An early approach to achieve selective bond breakage involved wavelength tuning of narrow-band UV laser sources to excite electronic transitions to the dissociation continua of selected bonds. Successful application has been demonstrated for the gas-phase photoproduct distribution of CH₂BrI, where excitation at 210 nm resulted in exclusive fission of the C–Br bond, while excitation at 248 nm resulted in preferred cleavage of the C–I bond. Quantum mechanical computations using empirical potential energy surfaces could essentially reproduce these findings. Furthermore, it was shown that at 248 nm the branching ratio could be controlled beyond the experimental result reported above, by applying so-called bichromatic coherent control starting from a superposition of vibrational states of CH₂BrI.

As mentioned above, in this work we focus on CH₂BrCl. Absorption of a UV photon gives rise to the production of halogen atoms and halomethyl radicals. Recently, accurate potential energy surfaces of CH₂BrCl for the ground and the lowest two excited states including the nonadiabatic couplings and transition dipole moments have been calculated. This has laid the foundation for detailed quantum dynamical studies of the UV photodissociation dynamics of CH₂BrCl. Thus, the dependence of the Br/Cl branching ratio on the wavelength of light has been examined in a recent study. There it was shown that, within the Ñ absorption band associated with the first electronically excited state, essentially complete dissociation into Br + CH₂Cl is observed in less than 100 fs. In the ˜B band the dynamics takes place within the second and the first electronically excited state, mediated by nonadiabatic population transfer in about 30 fs. Since no dissociation is observed in the second adiabatic excited state, CH₂Br + Cl dissociation only occurs if the molecule is transferred down to the 1st excited state from the 2nd excited state. Accordingly, theoretical simulations using wavelengths around 200 nm predict 20 times more Br than Cl, in good agreement with the experimental fact that no CH₂Br + Cl is detected. For wavelengths below 180 nm, however, the Br/Cl branching ratio cannot be made smaller than 0.4 by simply tuning the wavelength. Decreasing this ratio is thus a challenge for quantum control.

The question we address in this paper is whether pump and dump of wave packets between the ˜B band and the electronic ground state—using shaped fields as obtained by OCT—could lead to breakage of the C–Cl bond of CH₂BrCl, with a selectivity beyond what is obtainable with narrow-band UV lasers in the weak-field limit. Successful control in this context implies cooperative interaction between a time-dependent electric field of the laser pulse and the dynamics of the molecule to alter the product distribution in the desired way.

The paper is organized as follows: In Sec. II we present the theoretical description of the molecule and the optimal control approach which is used in order to find the desired shaped laser pulses. In Sec. III the results are presented and discussed, and the paper is summarized in Sec. IV.

II. THEORETICAL APPROACH

A. Quantum dynamical description

To simplify the calculations, we treat CH₂BrCl as a pseudo-triatomic molecule, composed of Cl, CH₂, and Br, assuming that the higher frequency C–H motions are frozen. We consider a two degrees of freedom model of CH₂BrCl, with the two bond lengths \( r_1 = d(C–Br) \) and \( r_2 = d(C–Cl) \), and we restrict ourselves to a three-state system which consists of the electronic ground state and the two lowest singlet \( \alpha' \) states contributing to the Ñ and ˜B absorption bands of CH₂BrCl. In the adiabatic representation, we call these states \( \alpha' A', \beta' A', \) and \( \gamma' A' \), as shown in Fig. 1. The Hamiltonian can be described in terms of the two bond lengths \( r_1, r_2 \) and the fixed bond angle \( \theta = 113.5^\circ \) between the carbon-halogen bonds (sometimes denoted as Eckart bond coordinates).

It is convenient to describe the photodissociation dynamics within a diabatic representation of the electronic states. In the presence of an external field \( E(t) \), the diabatic Hamiltonian can be written as

\[
\hat{H} = \frac{\hbar^2}{2m_1} \frac{\partial^2}{\partial r_1^2} - \frac{\hbar^2}{2m_2} \frac{\partial^2}{\partial r_2^2} - \frac{\cos \theta}{m_3} \frac{\hbar^2}{\partial r_1 \partial r_2} + V_{ij}(r_1, r_2) - \mu_{ij}(r_1, r_2)E(t)
\]

with the reduced masses

\[
m_1 = M_{Br}M_{CH_2}/(M_{Br} + M_{CH_2}),
m_2 = M_{Cl}M_{CH_2}/(M_{Cl} + M_{CH_2}),
m_3 = M_{CH_2},
\]
where $M_{Br}, M_{Cl}$, and $M_{CH_2}$ are the masses of atoms Br, Cl (we use in the following the average atomic masses of these atoms), and that of the radical CH$_2$, respectively. For $i = j$, $V_{ij}(r_1, r_2)$ are the diabatic PESs. The off-diagonal elements $V_{ij}(r_1, r_2)$ ($i \neq j$) are the potential couplings between the crossing electronic states, and $\mu_{ij}(r_1, r_2)$ are the transition dipole moments between the diabatic states. The diabatic potentials $V_{ij}(r_1, r_2)$ obtained from ab initio adiabatic potentials using approximated kinetic couplings ($\Gamma = 40 \text{ Å}^{-1}$ in Ref. 32) are labeled by $V_{ij}(r_1, r_2)$ with the index $i = 0, 1, 2$ in the following. We invoke these diabatic potentials, couplings, and transition dipole moments from Ref. 32 to perform wave packet propagations. We assume that the molecules are pre-oriented (see, e.g., Ref. 34) such that the Cl–C–Br atoms lie in the XY plane of the laboratory system and the C–Br bond is parallel to the Z-axis (see Fig. 1). Thus, the dipole moments $\mu_{ij}(r_1, r_2)$ have two non-zero components, $\mu_{ij}^z(r_1, r_2)$ and $\mu_{ij}^r(r_1, r_2)$. Furthermore, we assume that the electric field of the laser pulse is polarized in the $Z$ direction, parallel to the C–Br vector. Thus, the transition dipole moments $\mu_{ij}^z(r_1, r_2)$ and $\mu_{ij}^r(r_1, r_2)$ are included in our calculations as done in previous works, while the rest of the elements of the dipole moments $\mu_{ij}^z(r_1, r_2)$ are set to zero. It should be noted that ab initio values for the transition dipole moments are restricted to the Franck–Condon (FC) region, that is, $1.86 \text{ Å} \leq r_1 \leq 2.05 \text{ Å}$ and $1.68 \text{ Å} \leq r_2 \leq 1.88 \text{ Å}$. At every point outside this region the corresponding ab initio value at the closest point on the boundary of the FC region was used.32

B. Optimal control theory

OCT is formulated as the problem of maximizing a functional that quantifies to what extent the given objective is met by a certain laser field. For the present study, we employ a scheme based on the fast-kick-off TBQCP method to find the laser pulse $E(t)$, which can steer the quantum system of CH$_2$BrCl from its intiial state $\Phi_i$ to a “target” state $\Phi_f$ at final time $T$, so as to attain the objective of maximizing the expectation value of a target operator $\hat{O}$ in the CH$_2$Br + Cl channel.

The wave function $\Psi(t)$ is propagated from $t$ to $T$ under the influence of the electronic field $E(t)$, i.e., by solving the time-dependent Schrödinger equation,

$$i\hbar \frac{\partial}{\partial t} \Psi(t) = [\hat{H}(E(t))] \Psi(t), \quad \Psi(0) = \Phi_i. \quad (4)$$

The “target” state can be defined by

$$\Phi_f = \frac{\hat{O} \Psi(T)}{\| \hat{O} \Psi(T) \|}, \quad (5)$$

where the target operator $\hat{O}$ is specified in Sec. II C. Following the original TBQCP method, we introduce a wave function $\chi(t)$ associated with a reference control field $E^{(0)}(t)$ and final state $\Phi_f$, which satisfies the time-dependent Schrödinger equation,

$$i\hbar \frac{\partial}{\partial t} \chi(t) = [\hat{H}(\epsilon^{(0)}(t))] \chi(t), \quad \chi(T) = \Phi_f. \quad (6)$$

As suggested in Ref. 16, we can then choose the following expression:

$$E(t) = E^{(0)}(t) + \eta s(t) E_a(t) \quad (7)$$

for the control field $E(t)$, where

$${E_a(t) = -\frac{2}{\hbar} \text{Im} \left\{ \frac{\langle \Psi(t) | \chi(t) \rangle}{|| \langle \Psi(t) | \chi(t) \rangle ||^2} \times \langle \chi(t) | \mu | \Psi(t) \rangle \right\} \quad (8)$$

$0 \leq \alpha \leq 1$. The parameter $\eta > 0$ designates the size of the change from $E^{(0)}(t)$ to $E(t)$ (note that $\eta$ has a unit such that $\eta E_a(t)$ has the unit of an electric field). A large value $\eta$ results in large modifications in the field, while a small value of $\eta$ represents a conservative search strategy with only small modifications in the field at each iteration. The shape function $s(t)$ was chosen as $s(t) = \sin^2(\pi t/T)$ to enforce a smooth switch on and off of the field. The choice of control fields in Eq. (7) implies an update rule rather than a replacement rule in the control equation for the field. Physically, it corresponds to minimizing the change in pulse energy at each iteration.21

The system of coupled equations, Eqs. 4, 6, and 7, is solved using an iterative method starting with an arbitrary reference field $E^{(0)}(t)$.8 Due to the initial conditions, Eqs. (4) and (6) correspond to a forward and a backward propagation in time, respectively. The design of the optimal pulse requires typically an intensive iteration process to modify the initial optical pulse to achieve the desired objective. Further details of this fast-kick-off TBQCP method can be found in Ref. 16.

OCT is a powerful method to predict pulse structures such that the system is steered towards a desired state or a reaction channel, however, if we do not introduce any constraints on the optimized pulses, the fields obtained with standard OCT using iterative methods are often complex both in temporal shape and spectral composition, making it difficult to produce such a field experimentally or to understand the mechanism induced by the field. Thus, the resultant control field $E(t)$ can be further filtered to remove unwanted low- and high-frequency components by invoking the relation

$$E(t) = F^{-1} [F \{ E(\omega) \} h(\omega)] \quad (9)$$

at the end of each iteration, where $F$ and $F^{-1}$ are, respectively, Fourier and inverse Fourier transforms, $E(\omega)$ is the electric field before Fourier transformation to frequency space, and $h(\omega)$ is any proper bandpass filter function.

In our calculations, we assume that the CH$_2$BrCl molecule is initially prepared in the vibrational ground state of the electronic ground state, and the initial wave function $\Phi_i$ is calculated with the Fourier Grid Hamiltonian method.35 The wave packet propagation is carried out in a grid of 512 x 512 points with a grid spacing of 0.01 Å. The action of the kinetic energy operator is evaluated by the fast Fourier-transform technique, and the time propagation is done by the split-operator method with a time step of 0.02 fs. All calculations in the following are performed within the atomic system of units (a.u.) and unless otherwise specified, numbers are reported within this unit system (that is, energies are in the unit of hartree, dipole moments are in the unit of bohr radius times elementary charge, electric fields are in the unit of hartree/[bohr radius times elementary charge], and time/frequency is measured in the unit of 2.41888 $\times 10^{-17}$ s).
The target time $T$ is set to 60 fs, such that the wave packet always stayed within the grid region. The initial pulse is chosen as $\mathcal{E}(t) = E_0 \sin^2(\pi t / t_p) \cos \omega t$ with duration of the laser pulse $t_p = 20$ fs, central frequency $\omega = 0.2574$ a.u. (wavelength 177 nm), and the amplitude $E_0 = 7.549 \times 10^{-4}$ a.u. corresponding to a peak intensity of $2.0 \times 10^{10}$ W/cm$^2$. The filter function $h(\omega)$ was chosen as the Butterworth band-pass filter\textsuperscript{13} of order 120 with frequency range from 0.05 to 0.37 a.u. The time-dependent Schrödinger equation within the control equations is solved numerically to obtain the wave function $\Psi(r_1, r_2, t)$, which is a three-component vector, $\Psi(r_1, r_2, t) = [\Psi_0(r_1, r_2, t), \Psi_1(r_1, r_2, t), \Psi_2(r_1, r_2, t)]^T$, each component representing the part of the wave function on the related diabatic electronic state.

C. Target operator

For wavelengths below 180 nm, the majority of the molecules will be excited to the second diabatic excited state (adiabatic $c^1A'$ state) upon vertical transition. Since there exists a strong coupling, see Fig. 2(a), between the excited states in the FC region which lies entirely on the $r_1 > r_2$ side, the population on $V_2$ will partially transfer to $V_1$ (adiabatic $b^1A'$ state) by nonadiabatic coupling. Once the C–Br (C–Cl) bond length in the diabatic state $V_1$ ($V_2$) reaches a distance of about 4 Å, it will irreversibly dissociate along the C–Br (C–Cl) coordinate. The Br/Cl branching ratio is mainly determined by the nonadiabatic transition.\textsuperscript{31} It should be mentioned that the two diabatic excited states in Fig. 2(b) are almost degenerate in the FC region, and the $V_2(r_2 > r_1)$ is lower than $V_1(r_2 > r_1)$ in the CH$_2$Br + Cl channel.

Based on these characteristics, the target operator $\hat{O}$ adapted to the present study should be a projection operator that will effectively suppress the wave packet in the coupling region and become a constant of 1 in the asymptotic region corresponding to CH$_2$Br + Cl. This is achieved by the following definitions:

$$
\hat{O} = \begin{bmatrix}
\beta_0 \hat{O}_0 & 0 & 0 \\
0 & \beta_1 \hat{O}_1 & 0 \\
0 & 0 & \beta_2 \hat{O}_2
\end{bmatrix},
$$

(10)

where the operator $\hat{O}_j$ ($j = 0, 1, 2$) is a projection operator for the different electronic states. The weights $\beta_j$ are chosen to balance the different objectives. Since, ideally, we want to obtain both a high selectivity and a high yield, the target operator is 1 in the target region where all population ends up in the CH$_2$Br + Cl channel of the second excited state. Thus, $\beta_0 = \beta_1 = 0$, $\beta_2 = 1$, and $\hat{O}_2$ is chosen as\textsuperscript{38}

$$
\hat{O}_2(r_1, r_2) = f(r_2, r_2^b, r_2^h)(1 - f(r_1, r_1^b, r_1^h))
$$

(11)

with

$$
f(x, y, z) = \begin{cases}
0, & x < y \\
\sin^2(\frac{\pi(x - y)}{2(z - y)}), & y \leq x \leq z \\
1, & x > z,
\end{cases}
$$

(12)

Figure 2(c) shows the target operator $\hat{O}_2$ with $r_1^b = 3.5$, $r_1^h = 4.0$, $r_2^b = 2.5$, and $r_2^h = 3.0$ Å.

III. RESULTS AND DISCUSSION

The \textit{ab initio} values for the transition dipole moments show a quite complex coordinate dependence. Furthermore, the signs of $\mu_{01}$ and $\mu_{02}$ can differ (see Ref. 32, Figs. 3(g)–3(h)). As discussed in Sec. III C, this turns out to give an extremely slow convergence of the OCT algorithm. Therefore, we shall first consider various simple approximations to the transition dipole moment surfaces.

A. OCT optimization with constant transition dipole moments, $\mu_{01} = \mu_{02} = 1$ a.u.

Figure 3(a) shows the final populations in the $V_1$ and $V_2$ diabatic states and the population in the target region, as a function of iteration for constant transition dipole moments of $\mu_{01} = \mu_{02} = 1$ a.u. This assumption has been introduced in many previous applications of OCT (see, e.g., Refs. 2 and 3). The control parameters $\eta$ and $\alpha$ are set to 0.5 and 1.0,
respectively, which gives a fast convergence. It should be noted that the pulse energy is changing (increasing) as a function of iteration. It can clearly be seen that the final population in the target region is monotonically increasing. However, the final population on \( V_1 \) increases during the first few iterations, and then decreases as a function of iteration. After about 80 iterations, \( \sim \)80% of the molecules are transferred to \( V_2 \) and almost all of them within the target region. The Br/Cl branching ratio given by the ratio between the populations in the first and second excited states, i.e., \( R = P_1(T)/P_2(T) \), is clearly lower than 0.4 as shown in Fig. 3(b).

We now analyze the optimized laser pulse and the dynamics after 65 iterations. Figures 4(a) and 4(b) show the time-dependent electric field and the Husimi transform power spectrum of the optimized pulse as a function of time and frequency. There are no frequency components below 0.20 a.u. The time-dependent populations in each electronic state are displayed in Fig. 4(c). It is clear that the optimized laser pulse consists of, at least, four sub-pulses. The first two pulses are positively chirped whereas the last two pulses are negatively chirped. It is noted that the population transfer of the last pulse, centered at around 31 fs, seems not to play any significant role (removing this part of the field after \( 28 \) fs reduces the population transfer to \( V_2 \) by just a few percent). The first two pulses with central frequencies around 0.26 a.u. and 0.31 a.u. transfer the majority of the population to \( V_2 \). The third intense pulse with central frequency around 0.27 a.u. induces a series of quick pump-dump processes between \( V_2 \) and \( V_0 \). The population remaining on the ground state is almost completely pumped to \( V_2 \) with the third negatively chirped pulse. At the final time, more than 99% of the population has been transferred to the two excited states, in which about 76% is in \( V_2 \). It indicates that the Br/Cl branching ratio calculated as the population ratio \( P_1/P_2 \) has been decreased to about 0.28. The peak intensity corresponding to the maximum amplitude of the electric field is close to 50 TW/cm².

To further examine the dissociation, the dissociation probability can be calculated by the time-integrated total flux in the competing channels, \( \text{CH}_2\text{Cl} + \text{Br} \) and \( \text{CH}_2\text{Br} + \text{Cl} \), according to the following equations:\(^{39}\)

\[
P_{k}^{\pm}(t) = \int_{0}^{1} \left( \int_{0}^{\infty} \Psi_{k}^{*}(r_1, r_2, \tau) \hat{j}_1 \Psi_{k}(r_1, r_2, \tau) dr_2 \right) d\tau
\]

\[
+ \frac{m_2 \cos \theta}{m_3} \int_{0}^{1} \int_{0}^{\infty} \Psi_{k}^{*}(r_1, r_2, \tau) \hat{j}_2 \Psi_{k}(r_1, r_2, \tau) dr_1 dr_2 d\tau
\]

(13)
and

\[
P_k^{\text{Cl}}(t) = \int_0^t \left( \int_{r_1^1}^{r_1^2} \int_{r_2^1}^{r_2^2} \Psi_k^* (r_1, r_2, \tau) j_i \Psi_k (r_1, r_2, \tau) dr_1 dr_2 \right) d\tau,
\]

where \( j_i \) is the flux operator in the \( i \)th channel, defined as

\[
j_i = \frac{1}{2m_i} \left[ \hat{p}_i \delta (r_i - r_i^d) + \delta (r_i - r_i^d) \hat{p}_i \right],
\]

where \( \hat{p}_i \) is the momentum operator and \( r_i^d \) is an asymptotic point outside of the diabatic coupling region of the \( i \)th channel (here \( r_1^d = 6.23 \) Å and \( r_2^d = 6.05 \) Å). Here, an absorbing ramp potential is used at the asymptotic cuts to avoid unphysical reflection from the edges. We plot the time-integrated total flux in the channels, \( \text{CH}_2\text{Cl} + \text{Br} \) for the first excited state and \( \text{CH}_2\text{Br} + \text{Cl} \) for the second excited state, as shown in Fig. 4(d). As can be seen from Figs. 4(c) and 4(d), the dissociation probability (\( P_2^{\text{Cl}} = 0.8 \)) at the final time is a little bit higher than the final population (\( P_2(T) = 0.76 \)) in \( V_2 \). This is because the wave packet on the higher excited state \( V_1 (r_2 > r_1) \) is transferred partially to the lower excited state \( V_2 (r_2 > r_1) \) by electronic coupling when it turns back to the \( r_1 > r_2 \) side of the first diabolic potential. Thus, the branching ratio is 0.22, well below the value which can be obtained in the weak-field limit (using the Hamiltonian of Eq. (2) with any form of UV-pulse shaping).

A key point in the mechanism is the creation of a nonstationary vibrational state in the electronic ground state. Figure 5 shows the wave function (absolute square) in the ground and second excited states \( V_0 \) and \( V_2 \) at some given times. The initial wave function in the ground state lies entirely on the \( r_1 > r_2 \) side, as shown in Fig. 5(a). Within our reduced pseudo-triatomic model, the vibrational period of the lowest C–Cl stretching mode is about 44 fs. We observe that the population transfer is completed within about half of this time. After about half of the vibrational period, the majority of the population in \( V_2 \) has gone into the \( r_2 > r_1 \) region, and a nonstationary vibrational state is created in the electronic ground state, as shown in Figs. 5(e) and 5(e). When the nonstationary vibrational state is stretched to an appropriate position and with a dominant momentum in the C–Cl direction, the wave packet in the ground state is quickly pumped to \( V_2 \), and turned into the target region for dissociation, which suppresses the effect of nonadiabatic transition to \( V_1 \), as shown in Figs. 5(f) and 5(f).

This scenario is similar to the two-pulse control scheme suggested some time ago, and demonstrated recently for \( \text{CH}_2\text{BrCl} \). There, an intense few-cycle infrared (IR) laser pulse was used to directly create a nonstationary vibrational state in the electronic ground state, and the following UV laser pulse excited the wave packet to the target region of the \( V_2 \) potential.

**B. OCT optimization with the constant transition dipole moments, \( |\mu_{01}| = 0.185 \) a.u. and \( |\mu_{02}| = 0.275 \) a.u. at vertical excitation**

We consider now a more realistic approximation to the transition dipole moment surfaces. We assume again constant values (i.e., the Condon approximation) but use the calculated values at vertical excitation, \( |\mu_{01}| = 0.185 \) a.u. and \( |\mu_{02}| = 0.275 \) a.u. We note that with the introduction of different signs for \( \mu_{01} \) and \( \mu_{02} \), as obtained from the electronic structure calculations, the convergence of the OCT algorithm is so slow that the calculation is not feasible.

Figure 6(a) shows the final populations in the \( V_1 \) and \( V_2 \) diabatic states, and the population in the target region as a function of iteration with the control parameters \( \eta \) and \( \alpha \) set to 4 and 1.0, respectively. The calculated results are very similar to that in Fig. 3, with the branching ratio decreased to close to 0.3 after about 80 iterations. An example, we consider in the following the dynamics after 83 iterations, where the branching ratio has been decreased to 0.3, evaluated as the ratio between the populations in the first and second excited state. Figure 7 shows the optimized electric field and the associated time evolution in the populations. Positive chirp is observed in the first part of the pulse, followed by a negatively chirped part. Again, the last part of the pulse centered around...
31 fs seems not to play any significant role in the population transfer.

As in Fig. 4(d), the branching ratio was also examined by calculating the time-integrated total flux, which gives a branching ratio of 0.25 with about 20% population in the first diabatic excited state and 80% population in the second diabatic state. However, laser intensities are extremely high with a peak intensity corresponding to the maximum amplitude of the electric field close to $10^3$ TW/cm² and an average intensity around 200 TW/cm² in the time window from 10 to 20 fs. These high values are a consequence of the small transition dipole moments. Such high laser intensities are a problem, since they will lead to extensive ionization. For example, photoionization with 800 nm pulses leading to singly charged parent ions and subsequent fragmentation has been observed for organic hydrocarbons and for CH₂BrI and CH₂Br₂ at laser peak intensities of about 100 TW/cm².

C. OCT optimization with real transition dipole moment surfaces

With the present computational resources the application of OCT algorithms is limited to low-dimensional systems. Even with the new “fast-kick-off” TBQCP method, we find that the convergence of the method for CH₂BrCl is so slow that the calculation is not feasible when the real coordinate dependent transition dipole moment surfaces are used. As mentioned above, the slow convergence was apparent already with the introduction of different signs for $\mu_{01}$ and $\mu_{02}$, as obtained from the electronic structure calculations.

It should be noted that it is the frequency constraint in Eq. (9) which reduces the convergence rate to a level where the calculation is not feasible. When the frequency filtering is removed, a branching ratio close to 0.25 is obtained after 67 iterations (similar to the situation with constant transition dipole moments). Figure 8 shows the corresponding optimized electric field. The first part of the pulse is similar to that in Fig. 7, but the subsequent high amplitude part which includes several pump-dump steps is now replaced by a very low-frequency (dc) component which can (Stark) shift the potential energy surfaces. Such dc and low-frequency components in optimized fields without bandwidth restrictions have
been observed before, e.g., in curve-crossing systems. However, the maximum amplitude is still very high. (We note that the electric field in Fig. 8 does not strictly fulfill the condition of a time integral which is equal to zero. This might be fixed by introducing a new constraint on the electric field, at the risk of making the calculation unfeasible due to slow convergence.)

The complexity of the system and the small values of the transition dipole moments imply that very high intensities are unavoidable. Thus, even if a converged result could be obtained using the real transition dipole moment surfaces, including appropriate frequency filtering, the result will most likely be a laser field with an intensity where ionization plays an essential role.

IV. CONCLUSIONS

We have analyzed the laser-induced control of the Br/Cl branching ratio, Br + CH2Cl ← CH2BrCl → CH2Br + Cl, within the B absorption band of CH2BrCl. The CH2BrCl molecule was initially assumed to be in its vibrational ground state as in most current experiments with shaped laser pulses. The description of the nonadiabatic nuclear quantum dynamics was based on high level \(ab initio\) potential energy surfaces and realistic transition dipole moments. Optimized laser pulses in the UV region were obtained via the optimal control theory.

Due to the complexity of the system, which includes three electronic states, nonadiabatic couplings, and complicated transition dipole moments surfaces, we found that the convergence is so slow that a desired Br/Cl branching ratio (less than 0.4) could not be obtained. However, a laser pulse which leads to breakage of the C–Cl bond with a selectivity beyond what is obtainable with a narrow-band (or any shaped) UV laser in the weak-field limit could be obtained quite readily, if constant transition dipole moment surfaces were employed. The duration of the optimized pulse is about 50 fs and it consists essentially of two subpulses. The pulses centered at about 170 nm lead essentially to a mechanism reminiscent of a pump-dump–pump mechanism between the electronic ground state and the second excited diabatic state. During this process, a nonstationary vibrational state is created in the electronic ground state of CH2BrCl.

The model study involving large values (1 a.u.) of the transition dipole moments results in an electric field of high but not exceedingly large intensity. However, the model study based on more realistic constant transition dipole moment surfaces with values equal to the \(ab initio\) values at vertical excitation or the use of the real transition dipole moment surfaces (without frequency filter) strongly suggests that control using the present approach is not possible without the application of laser intensities which will lead to substantial ionization.

We considered the objective of a high yield of CH2Br + Cl as well as a the high Br/Cl selectivity. The intensities might perhaps be lowered somewhat if the requirement of high yield is reduced. However, in order to beat the selectivity obtained in the weak-field limit via the Tannor-Rice type mechanism investigated in the present work—very high intensities are required. At these intensities ionization will play a non-negligible role. Thus, the present work strongly suggests that a Tannor-Rice type laser control mechanism for selective bond breakage in CH2BrCl cannot take place without accompanying photoionization.

An alternative approach to selective bond breakage in CH2BrCl involves a direct vibrational excitation using an IR pulse followed by a UV pulse, which excites the molecule into the second excited electronic state [41–43] (see also Ref. 49). In this approach a high intensity IR pulse is required but the intensity is substantially lower (i.e., of the order of 5 TW/cm\(^2\)) than in the mechanism studied in the present work [44]. Furthermore, no loss of selectivity is experienced due to the first pump-dump step via the second excited electronic state. Accordingly, a very high selectivity can be obtained, such as Br/Cl ~0.05 [43].
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